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Abstract— .

Analytical and empirical studies have shown that self-similar traf-
fic can have detrimental impact on network performance including
amplified queuing deloy and packet loss ratio. -On the flip side,-the
ubiquity of scale-invariant burstiness observed across diverse net-
working contexts can be exploited to better design resource control
algorithms. In this paper, we ezplore the issue of ezploiting the self-
similar characteristics of network traffic in TCP congestion control.
We show that the correlation structure present in long-range depen-
dent traffic can be detected on-line and used to predict the future
traffic. We then devise an. novel scheme, called TCP with troffic
prediction (TCP-TP), that ezploits the prediction result to infer, in
the contest of AIMD steady-state dynamics, the optimal operational
point af which a TCP connection should operate. Through onalytical
reasoning, we show that the impact of prediction errors on fairness
is minimal. We also conduct ns-2 simulation and FreeBSD {.1-based
implementation studies to validate the design and to demonstrate the
performance improvement in terms of packet loss ratio and through-
put attained by connections.

Keywords: — Long range dependence, traffic prediction, con-
gestion control, TCP

I. INTRODUCTION

A pumber of recent empirical studies of traffic measure-
ments from a variety of working packet networks have con-
vincingly. demonstrated that network traffic is self-similar
or long-range dependent (LRD) in nature [11], [5], (20].
This implies the existence of concentrated periods of high
activity and low activity (i.e., burstiness) at a wide range
of time scales.’ Scale-invétiant burstiness introduces new
complexities into resource control and QoS provisioning.
On' the one hand, burstiness at coarser time scales in-
duces extended periods of either over-utilization or under-
utilization. Packets that arrive in the periods of over-
utilization experience long delays and are even dropped
due to buffer overflow, while packets that arrive in the peri-
ods of under-utilization experience the opposite. The large
variation in the end-to-end delay packets experience has an
adverse impact ontransport of QoS-sensitive traffic such as
multimedia traffic. On the other hand, if resource reserva-
tion is deployed for QoS provisioning, resources have to be
reserved with respect to the peak rates over a wide range
of time scales. This adversely affects resource control and
degrade the overall performance.

While the LRD characteristic of network traffic intro-
duces difficulty and complexity into traffic and resource
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management, it also opens up a new direction for research
— the existence of nontrivial correlation structure at larger
time scales can be judiciously exploited for better conges-
tion and resource control. How to exploit the abundant
correlation structure to improve the TCP performance is
the subject matter of this paper. < 7 . "

In this paper, we propose a novel scheme, TCP with trof-
fic prediction (or TCP-TP). We show’that the correlation
structure present in LRD traffic canbe’ detected on-line
and used to ‘predict the future traffic at least one round-
trip- time (RTT) ahead. This is realized’ with the use of
a traffic predictor that minimizes the linear mean square
errors (LMMSE). Through ns-2 simulation, we show that
the predicted traffic agrees extremely well with the actual
traffic. The prediction results are then used to infer the op-
timal operational point at which a TCP connection should
operate. By optimal operational point, we mean the point
that achieves fairness among the connections that traverse
the same bottleneck link. Specifically, consider Fig. 1. The
vertical and horizontal axes represent the throughput, f,
attained by the TCP connection of interest and that, B,
by the background traffic, respectively. Let the number
of connections that traverse the bottleneck link be de-
noted as N and the bandwidth of the bottleneck link as
C. Then the optimal operational point is the joint: point
of line f + B = C (which we call the capacity line) and
line § = wky (which we call the fairness line). Without
traffic prediction, a TCP connection- usually reaches the
optimal point through several additive increase (AI) and
multiplicative decrease (MD) phases (Fig: 1). With accu-
rate traffic prediction; we show that if all TCP connections
are synchronized in making their congestion control deci-
sions and prediction results are accurate, a TCP connec-
tion can reach the optimal point in one RTT without com-
mencing MD phases (and hence without incurring packet
losses), if all TCP connections are synchronized in making
their congestion control decisions. This leads to significant
performance improvement in terms of fast convergence to
the optimal operational point, packet loss ratio, and at-
tainable throughput. The above results are corroborated
by ns-2 simulation and empirical experimentation over the
Internet.

In the case of existence of prediction errors, we show via

phase plots that with the use of the MD phase, TCP-TP
can still retain the stability established in the AIMD al-
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gorithm. Moreover, we analyze rigorously the impact of
prediction errors on fairness, and show when the predic-
tion error is 100% (i.e., the predicted value is twice as
large as the original value), the index of fairness only de-
grades 2.5%. Finally we demonstrate the change needed
to incorporate the traffic prediction extension into TCP is
minimal (tens of lines of code changes) by implementing
TCP-TP both in ns-£ and in FreeBSD 4.1 and conduct-
ing experiments. In the case that TCP connections do not
synchronize in window adjustment and are subject to dif-
ferent RTTs, we show via ns-2 simulation and FreeBSD
implementation and experimentation that both TCP and
TCP-TP cannot achieve fairness, but a TCP-TP connec-
tion still performs better than TCP (67% improvement in
terms of packet loss ratio).

TCP-TP is especially well-suited for improving the per-
formance of long-lived TCP connections, as short-lived
TCP connections may not reach the optimal operational
points before they terminate. Although the number of
short-lived TCP connections are much larger than that of
long-lived TCP connections, as reported in {4}, the majority
of Internet traffic is still dominated by long-lived TCP con-

nections and long-lived TCP connections play much more

important roles in network utilization. As TCP-TP im-
proves the -attainable throughput of long-lived TCP con-
nections, it helps to increase the overall network utiliza-
tion. ‘On the other hand, it has been suggested in the work
of Congestion Manager (CM) [7] that (short-lived) TCP
connections destined for the same destination (e.g., web
downloads from a web server) should be bundled together
and subject to the same congestion contro} (so as to avoid
blind competition among concurrent connections). TCP-
TP can be used in conjunction with CM.

The rest of the paper is organized as follows: In Sec-
tion II, we give the definition of long range dependency
and an overview of TCP-TP. Then, we delve into the tech-
nical details of TCP-TP in Section III. In particular, we
elaborate on how a TCP-TP sender predicts its future at-
tainable throughput and adjusts its congestion window. In
Section IV, we analyze how prediction errors impact the
performance in terms of fairness. In Section V, we present
results from ns-2 simulation and FreeBSD 4.1 implemen-
tation based experiments. The paper concludes with Sec-
tion VL

II. EXPLOITATION OF LRD CHARACTERISTICS IN TCP
CONGESTION CONTROL
A. Definition of Self-Similar Traffic

Let {f(t),t € Z+} be a time series which represents the
traffic traces measured at some fixed time granularity. We
define the aggregated series f(™)(k) as

km
==y g, @
tm(k—1)m+1
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Fig. 1. The phase plot that illustrates how fairness is achieved in
the case that N connections traverse a bottleneck link. A TCP
connection usually goes through several Al and MD phases, and
follows the dashed Iinetoreuhth.opdmﬂopenﬁonﬂ point.

where m is the number of time senesampla in a mea-
surement interval and k is used to index the measurement
intervals, .

Let R(k) and R™)(k) denote the autocorrelation func-
tions of f(t) and f{™) (i), respectively. f(t) is (asymptoti-
cally second-order) self-similar, if the following conditions
hold:

R(k) ~ oonst-k~?,
R™(k) ~ R(k),

2
@)

for large values of k- and m where 0 < 8 < 1. That is, f(t) is
self-similar in the sense that the correlation structure is pre-
served with respect to time aggregation (Eq. (8)) and R(k)
behaves hyperbolically with Yoo R(k) = oo (Eq. (2)).
Thehtterptopatyisahord’medtoaslongnngedepen-
dency (LRD).

An important parameter that characterizes the LRD is
the Hurst parameter, H = 1 — /2. By the range of 5,
1/2 < H < 1. It can be seen from Eq. (2) that the larger
H is, the more long-range dependent f(t) is. A test for
LRD can be obtained by checking if H significantly deviates
from 1/2 or not. A comprehensive discussion of LRD can
be found in [2].

Several fractional models and their corresponding pre-
dictors have been proposed for time series with the LRD
characteristic, among which the Fructional Brownian Mo-
tion (FBM) [12] model and the fractal ARIMA model (8]
have perhaps received the most attention. The interested
reader is referred to the extended version of this paper [6]
for a brief summary of the two fractional model-based pre-
dictors.

B. An Oveiview of TCP-TP

The rationale behind exploitation of traffic prediction
in TCP congestion control is to enable TCP to predict,
with exploitation of the correlation structure across mul-
tiple time scales, its attainable throughput at least one
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round trip time (RTT) ahead. With the predicted infor-
mation, the TCP connection then infers the optimal oper-
ational point, and adjusts the window increase/decrease in
its congestion control (in particular, the AI phase of the
AIMD algorithm). The window adjustment scheme is de-
vised with the following objectives:

(1) Packet loss: With consideration of future available
bandwidth, a TCP connection needs not explore the avail-
able bandwidth blindly and rely on packet loss as an indi-
cation of congestion. The packet loss incurred should be
reduced. '

(2) Faimness: The bandwidth of the bottleneck link should
be as fairly shared as poesible by all the connections that
traverse the link. Note that as indicated in {3] the fairness
criterion is 100% met only when al TCP connections are
subject to the same RTT.

(8) Stability: The stability of the AIMD algorithm (which
has been established in [3] under the assumption of equal
RTTs) should not be compromised.

Consider a, TCP connection that traverses a.path, P,
from the source to the destination. We characterize the
background traffic on the bottleneck link of P as a time
series, {r(t),t € Z+}, that exhibits LRD with the Hurst
parameter H. We also assume that
(A1) r(t), as a superposition of numerous component con-
nections, does not adapt to the TCP connection of interest.
(A2) The capacity (bandwidth); C'of the bottleneck link
is known. This is not an unreasonable assumption, as sev-
eral strategies, e.g., the one-packet techniques [8}, [16], the
packet-pair techniques (13}, a combination thereof {10], and
the packet chirp probe train technique {14], have been pro-
poeed to measure, without router support, the bandmdth
(or cross traffic) of a bottleneck link.

With the above setting, nxsclearthatthebandmdth
available to the TCP connection of interest is a time series,
{f(t) = C - r(t),t € Z+}. 1t can be analytically shown
(after simple derivation) that if r(t) exhibit LRD, so does
.f(t) with the same Hurst parameter.. The fact that f(t) is
also self-similar serves the theoretical base of TCP-TP. -

TCP-TP follows TCP, and uses non-duplicate ACKas, du-
plicate ACKs (which serve as NACKs), and timeouts as
means of inferring whether or not congestion occurs and
the level of congestion.. In addition, the. seader of a TCP-
TP .connection keeps track of the amount of data acknowl-
edged and samples the attainable throughput periodically
or aperiodically (e.g., whenever a fixed amount of data is
acknowledged since the last measurement) using a low-pass
filter with an exponentially weighted moving average. That
is, if to and ¢ denote the previous and current sampling in-
stants, then

# bytes acked since to
t—to )
The sender then keeps track of the time series, predicts

the attainable throughput at least one RTT ahead using a
linear minimum mean square ervor (LMMSE) predictor (to

f)=(1=a)-flto) +a-
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be discussed in Section III-A), and adjusts its congestion
window, with the objective of reaching the optimal opera-
tional point without incurring MD phases (to be discussed
in Section II-B).

III. DETAILED DESCRIPTION OF TCP-TP
A. Prediction of Attainable Throughput

Given the time series of the. attainable throughput,
{f(t),t € Z+}, a TCP-TP sender keeps track of the a§gre-
gated series, f(™)(k —n +1), f™)(k —n +2),..., f(m)(K),
measured in the past n measurement intervals (Eq (1)).
Based on these aggregated-series samples, the sender pre-
dicts the attainable throughput, .f(™)(k + 1), in the next
measurement interval. The reasons for using aggregated
time series in the prediction are two fold: first, LRD im-
plies that the autocorrelation function. of the aggregated
smesobeysthesamelawasthatoftheonpmltxmese-
ries (Eq. (3)). Hence the aggregated series is still a good
representative of the original series. Second, the averaging
operat.non in Eq. (1) can be viewed as sampling and smooth-

ing operations. As reported in [15], smoothed and sampled
tmﬂic exhibits more predictable behavior, and hence pre-
diction based on the aggregated series is more accurate.

We propose to use a LMMSE predictor to predict the
attainable throughput in the next measurement inter-
val. Specifically, given the series f(™)(k),k = 1,..,n,

'f{™)(n+1) can be expressed s a weighted sum of the past

n samples. That is, the estimate (written as f(™)(n + 1))

of f(™)(n + 1) is expressed as
[ fog
e+ = (o ] 70
f"'"(n)
where alicg,...,a,. are the LMMS? oodi?dents and can be
[ 61 2 ]-—' [ R(n) R(n—‘l) - ﬂ(l) )
RO RN . Rm-1) 70
x HoRO - Eed Q
.R(r—-1) R(n-2) R(0)

where R(n) is the covariance function of the time series,
and can be estimated in practice as

RE)ZR™E) = = 3 f™@sme-i), ()
. taid-1

for 0 < i < n—1, where n is the number of aggregated series
samples kept and is a tunable parameter. (In both the
simulation and empirical studies, we use n = 20, as in all
the experiments conducted, the performance improvement
in prediction accuracy beyond n = 20 is marginal.) Note
that the parameter H that characterizes LRD has been
implicitly calculated in the covariance function R(i).
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(a) prediction induced error (b) total prediction error

Fig. 2. Compu;iaon of estimation errors among the FBM, FARIMA,
and LMMSE predictors.

The mean square error of the LMMSE predictor can be
calculated (after a few algebraic operations) as

# = o-[ Rm) Rn-1) - RO ]x
R(0) Rn-1) ~' [ R(n) ]
R(1) R(n—-2) R(n-1) .
R(n-1) R(0) R(0)

™M

Implementation issues:. To practically implement the

- f(t) represent, respectively,

Why we use a LMMSE predictor:. As mentioned
in Section II-A, several fractional models and their cor-
responding predictors have been proposed for time series

"1 with LRD. The reasons for designing a LMMSE predictar,
| rather than using FBM and fractal

ARIMA, are two fold:
Accuracy: The most important criterion in choosing a
predictor is the accuracy. Specifically, let f(t), f(t), and
the real traffic, the result of
fitting f(t) into a model (FARIMA or FBM), and the esti-
mated traffic. Then the total predictor error is-

If@e+7) = £ +7) fe+n) -Fe+n)+Fe+7) - fe 47
fe+7) - Fa+n+1ft+7) - f+7)
eTTmodel + €T Tpredictor- 9

That is, the total prediction error consists of the model fit-
ting error, errmoder, introduced by fitting real traffic into
a model and the prediction error, eff'gredictor: introduced
by the predictor itself. The second”term can usually be
analytically derived, while the first term has to be em-
pirically measured. We depict the second term versus H
under the LMMSE predictor (Eq. (7)/03), the FBM pre-
dictor (Eq.(34) in [6]), and the fractal ARIMA predictor
(Eq. (39) in [6]) in Fig. 2 (a). When H - 1 the relative
error converges to 0 under all three models. Moreover, the
three curves are close to one another when H < 0.85 (be-
yond which the curve correspouding to the fractal ARIMA

niA M

LMMSE predictor, wta confider f.he following three issu?x model differs notably from the other ). Since analysis
1. The LMMSE predictor is derived under the assumption of reg) traffic traces indicates that the H. parameter of the
of zero mean stationary stochastic process. As the time piermet traffic rarely exceeds 0.85 [20], from the theoretic

series on-line measured is nqt .of zeT0 mean, we subtract perspective, all three predictors are eq ually well-suited for
the mean value from the original time series, apply the [yiernet traffic prediction.

LMMSE predictor to estimate the aggregated series in the  We have also conducted simulation to evaluate these three

next interval, and then add back the mean value. o predictors in terms of the total prediction errors. The three
2. We have to determine how far ahead traffic prediction :

, ; ' 5 predictors are used to predict the composite traffic that
is made. This translates into the problem of determin- 4 5verse a bottleneck link of capacity 20 Mbps and buffer
ing an appropriate value, 7, for the measurement interval. .o 100 packets. Totally 60 connections are established,
Fortunately, the LRD characteristic of the network traf- ik each generating packets (of size 1000 bytes) using the
fic implies the relatively low decay of the autocorrelation o, off traffic model in ns-2. "As shown in Fig. 2 (b), the
function, and hence the value of T is not very critical 0 [ \MSE makes better prediction than the other two pre.
the performance. In the simulation study, we set T to be  gictors. This is perhaps because L MMSE is non-model
in the order of one to severa! RTTs. ) ) based and hence does not int.roduoe eTmodel-

3. The operations involved in the calculation of LMMSE Implementability: To implement the two fractional
coefficients (Eqgs. (5) and (6)) are multiplication of time . del based predictors, one has to on-line estimate the H
series samples and matrix manipulation, for which fast al- parameter and engage in complicated calculation of weight
gorithms exist [1] and can be readily implemented. In par-  oefficients. Specifically, one has to estimate the value of
ticular, the author of [1] gave an adaptive algorithm in 7 in the FBM model and calculate the weight coefficient
linear prediction in which matrix inverse in Eq. (6) can be ;1 the form of

avoided. Specifically, the algorithm starts with an initial

estimate of the coefficient ag. Each time a new data point,
f™(n), is obtained, the algorithm updates Gg41 using the
recursive equation:

sin(x(H - 3)) - o (r(r + T))#-4
e A S

where T is the interval during which the history informa-
tion is gathered to predict the value at time T+t. Similarly,
one has to estimate the value of d = H —1/2 in the fractal
ARIMA model and calculate the weight coefficient in the
form of :

ﬁu=-(

®

where e(n) is the prediction error and p is a constant. If
f™(n) is stationary, a; is shown to converge in the mean
to the optimal solution [1}.

Gnp1 = Gn + - €(n) - f7(0),

k
i

TG -dr(k—d—j+1)
T(-dT(k-d+1)
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(a) actual vs. estimate (b) estimation error

Fig. 3. Actual and estimated throughput attained by a TCP con-
nection.

where I'() is the gamma function. (The interested reader is
referred to [6] for a detailed account.) The LMMSE predic-
tor, on the other hand, does not require estimation of such
parameters, but instead calculates the parameter needed
(i.e., R(f)’s in Eq. (6)) directly from the collected series
samples. Moreover, as mentioned above, there exist fast
algorithms that can be readily implemented to perform op-
erations involved in the calculation of LMMSE coefficients
(Egs. (5), (6), and (8)) [1].

Validation of the LMMSE predictor:. To validate the
design of the LMMSE predictor, we have implemented it
at the TCP seiider in ns-£ and tested its prediction capa-
bility in both the single-bottleneck and multiple-bottleneck
networks. We found that the throughput actually attained
and the corresponding estimate agree very well. To illus-
trate this, we depict in Fig. 3 (a) the simulation results
of the actual/estimated throughput of a TCP counection
in the single bottleneck network. Totally 60 TCP connec-
tions are established over the bottleneck link, and generate
packets using the on-off model. The H parameter of the
attainable throughput series is 0.75, confirming the LRD
characteristic. The estimated attainable throughput agrees
very well with the actual values, andtheratlooftheman
estxmahonenoﬂotheactual value is 0.05.

B. Congestion Control unth the Use of Prediction Results
'Ibstudytheeﬂ'ectofthenumbero(backgrmmdoom

nections on the prediction accuracy, we repeat the above -

experiment, butvu'yNanddep:cttheresulthxg 3 (b).
The estimation error (|44=£8)) of the LMMSE predictor
decreases as N increases and is less than 0.15 when N > 10.

We use the phase plot in Fig. 1 to describe how the
prediction result, f(™)(n + 1), can be utilized to adjust the
window increase/decrease in TCP congestion control. As
discussed in Section I, the optimal operational point of N
TCP connections sharing the capacity, C, of a bottleneck
link is the interaction of line f + B = C (the capacity line)
and line f/B ="1/(N —1) (the fairness line).

Suppose the initial operational point is the cross point.
Without the knowledge of N, a TCP connection employs
the AIMD algorithm, and follows the dashed line to reach
the optimal operational point in several round trip times
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Fig. 4. The phase plots that illustrate why the operational point
occasionally goes beyond the capacity line.

[3). Moreover, in the course of reaching the optimal point,
the dashed line crosses the capacity line multiple times,
implying that multiple packet losses occur (and the MD
phase takes effect multiple times). If the TCP connection
can infer the value of N (and hence the optimal operational
point), it can adjust its congestion window to directly move
to the optimal operational point (as shown by the solid line
in Fig. 1). Moreover, this can be achieved, in the best case,
in one RTT without crossing the capacity line (and hence
incurring packet losses).

The key issue now is how to infer the number of connec-
tions, N. Let W;(n) and W;(n+1) denote, respectively, the
current congestion window size and the congestion window
size in the next RTT for connection i, and 75(n) denote
the ratio of W;(n + 1)/W;(n). With the estimate of the
attainable throughput, f(™ (n + 1), in the next RTT, and
under the fairness criterion, the TCP-TP sender sets

=|—<

fmn+1) |
TCP-TP then operates as follows. TCP-TP does not
change the operations in the slow start phase or the MD
portion in the congestion avoidance phase. It only changes
the AI portion in the congestion avoidance phase. That
is, when positive acknowledgment is received, a TCP-TP
sender sets the congestion window, W;(n + 1), in the next
RTT as c

 Wiln+1) « = 5 (11)

Note that the new adjustment in the AI phase may be
(multiplicative) window increase or decrease, depending on
the ratio 7ni(n) is greater than or less than 1. In what
follows, we give the correctness claim of TCP-TP under
the “ideal” case in Theorem 1.

Theorem 1: If (i) all TCP connections are subject to the
same RTTs, (ii) the initial opérational point is below the
capacity line, and (iii) the throughput prediction can be
accurately made, then the operational point of a TCP-
TP connection will not go beyond the capacity line and
the TCP-TP connection will reach the optimal operauonal
point in one RTT. Proof: Refer to [6]. o

Now we discuss how TCP-TP operates if one or more
of the conditions in Theorem 1 do not hold. If the initial

(10)
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operational point is above the capacity line, the MD phase
eventually takes effect and drags the operational point be-
low the capacity line. In the case that prediction errors
occur and/or RTTs differ among connections, the opera-
tional point may occasionally go beyond the capacity line
and packet loss may occur (Fig. 4). For example, as shown
in Fig. 4 (b), if the TCP-TP connection of interest responds
to the system significantly faster (i.e., with a smaller RTT),
then the system follows the thin dotted line to reach the
optimal operational point. On the other hand, if the “com-
posite” background traffic responds faster, then the system
follows the boldfaced line, and may go beyond the capacity
line and incur packet loss (at which point the MD phase
takes effect). Since we do not modify the MD phase, once
packet loss occurs, the congestion window is halved and
the operational point is dragged back to below the capac-
ity line (along the dashed line from the filled circle point
to the cross point in Fig. 4). After that, the revised Al
phase takes effect and attempts to drag the operational
point toward the optimal point in the next RTT (along the
solid line from the cross point to the hollow circle point
in Fig. 4). As indicated in [3], the MD phase is necessary
for TCP to reach equilibrium. By leaving the MD phase
unchanged, we ensure that the stability is not impaired by
the modification made in the Al phase.

In the case that prediction errors persist, the opera-
tional point may never reach the optimal operational point,
but instead stagger in the neighboring area of the optimal
point. Although the stability is ensured with the use of the
MD phase, the long-term fairness may be impaired. We
will analytically study the impact of inaccurate prediction
on the fairness in Section IV.

IV. IMPACT OF PREDICTION ERRORS ON FAIRNESS

In this section, we analyze how prediction errors affect
the performance of TCP-TP in terms of fairness. Specifi-
cally, let f‘("') (n+1) and f‘("') (n + 1) denote, respectively,

the estimate and actual values of the throughput attained
by connection i. Then the prediction error is written as

f™n+1)-f™m+1)
Y TV

and the fairness index among N connections (deﬁned in
[3]) as

Ti(n) = , (12)

=3 1" (n)*
_.ELJ—_
N4 (™))
Note that F(r) = 1 if the bandwidth of the bottleneck
link is fairly shared among the N' connections (f{™ (n) =
‘C[N,Vi). We will analyze the impact of ;(n) on F(r)
-under the cases of N = 2 and N > 2. We will only focus
on the case of N > 2, interested readers please refer to [6]
for detail%d derivation of case N = 2.

Let v = max(jn (n)|,...,|rn(n)]). Then, as shown in
Fig. 5 (a), the predicted optimal operational point falls

F(r) = (13)
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(b) congestion window

Fig. 5. The phase plot and the time diagram of the congestion
window in the case that the prediction error is bounded by .
W; is the initial window sise.

(a) plme:-lot

inarectangle with edges equal to 3%'1 and 2N-NCY g¢
the buffer size at the bottleneck link is £, then under the
assumption that all connections are synchronous, packet
loss occurs when the operational point goes beyond line
f 4+ B = C + gy (which we call the augmented capacity
line, Fig. 5 (a)). For clarity of notation, let £ 2 L/RTT.
For ease of analysis, we assume that the prediction is in-
dependently made by each individual connection and that
the prediction made in disjoint time intervals is indepen-
dent of one another. Then the probability that the pre-
dicted optimal point falls in any point in the square is uni-
form over the square. The probability that the predicted
optimal point goes beyond the capacity line is then
shaded area in Fig. 5 (a)

p= (14)

rectangular area
As shown in Fig. 5 (b), all the congestion windows un-
der TCP-TP are constrained the two dashed lines

between
m C(1+7)/2 and RTT - C(1 - 7)/2. Furthermore, in
the time intervals labeled as R1, R3, RS, o OC-
curs, and the congestion window is reduced in half in the
following interval. The long-term attainable throughput T
can be calculated as

o i)
M—oc M X RTT
M x RIT

T

lim
M—=v00

where M., My, and M, are, respectively, the number of
intervals in which congestion occurs, the number of inter-
vals immediately following an interval in which congestion
occurs, and the number of the other intervals, and E(W,),
E(W,), and E(W,) are, respectively, the average window
sizes in the M., M4, and M, intervals.

Derivation of M., M4, and M,:. Based on the uniform
distribution assumption, with probability p (Eq. (14)) the
predicted optimal point goes beyond the augmented ca-
pacity line and congestion occurs. Following the interval
in which congestion occurs, the MD phase takes effect,
the congestion window is halved, and the operational point
falls below the augmented capacity line. Then, in the next
interval a new prediction is made and the cycle repeats.
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(a) p.df. for Lemma 1 (b) p.df. for Lemma 2

Fig. 6. Probability density functions of two random variables, X and
Y.

-0y W

(a) Sub-case 1

Fig. 7. mphueyloﬂntheanthathepmdmionmhbamdd
byvyand N> 2.

Consequently,

M.=My= —2—

-M;
1+p '

(16)
Derivation of E(W,), E(Wy), and E(W,):. To facilitate
derivation of E(W,), E(Wy), and E(W,,), we first give the
following two lemmas:

Lemma 1: Given two random variables, X and Y, with
the joint probability density function

»!(sa)-{ S'b"z)-l otherarise.

Then E(X) = E(Y) = ﬂ;ﬁ
Lemma 2: Given two random variables, X and Y, with
the joint probability density function

f(=z,9) = { (L"t) othearise.

Then E(X) = E(Y) = 282,

As shown in the enlarged version of the rectangle that

characterizes the prediction error in Fig. 7 (a)—(b), we have
to consider the following three sub-cases.
Sub-Case 1:. In this case, 0 < £ < &F2 - C - 9, and the
rectangle area can be divided into four areas, labeled as A,
B, C, and D in Fig. 7 (a). When the operational point falls
in area C or D, packet loss occurs, the probability of which
can b:} dlexc-lvet}v lthh a little bit geometrical reasoning, as
p=

To dmve E(Wc) (and hence E(W,)), note that when
packet loss occurs, (i) with probability P = y=iids=mt:

if (z,y) € shaded triangle in Fig. 6(a),

, if (z,y) € shaded triangle in Fig. 6(b),
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! tional point falls in area A, and

the operational point falls in area C, and the average win-

dow size s RTT - XE+IHE-F) _ prr. (f+&)

(Lemma 1); and (ii) thhpmbabxhty 1 - Fc, the opera-

tnonal pomt falls in area D, and the average window size is
Thus, E(W_) can be written as

E(W.) = Po-RIT- (C+-—)+(1~1 ). RTT - C( 17)
and
B(We) _
B(Wyq) = 2 = RTT - (l+s(—N——l)gceW) (18)

To derive E(W,), notethatwhmpachetloudoenot
occur, (i) with probability Py = _1 -+~ the opera-
average wmdow size
is RTT - ﬁ and (ii) with probab:hty 1 — P,, the average
window size is RTT - %42 ‘= RTT-(§ - &)
(Lemma 2). Thus E(W,) can be writben as

E(W.) PA-m-%+(1—m)-mv'~(%-f—~1)(m

Finally, the long-term attainable throughput T' can be ex-
p as:

1
21+p) N~
-

(N=-1)Cy+ Nt

Sub-Case 2:.Inthiscase,‘%§)ﬁ < £ < C7, and the
rectangle area can also be divided into four areas (Fig. 7
(b)). When the operational point falls in area D, packet
loss occurs, the probability of which can be derived, fol-
lowmgthesamelmeofreasonmgmsub—caselwbe

T = (+p+c"’

er K.
(N-1)07- Nt

) (20)

-m‘%’%f’-y Following the same line of reasoning
msub—casel we also have M, = Md——LMand
M, = + .M.

Using Lemma 1, E(W,) can be written as:
N-1
sw.) = mrr.X )+ ( a"’"f )
- prr.XANG+Q-NOY @
3N
and hence E(W;):E%Vdmbe'expmedu
EW,) = RIT. 3C+Nl+(3—N)C‘7 (22)

6N

To derive E(W.), note that (i) with probablhty Pe
N’_ f T the operational point falls into
area C, and the average window size is RITT -

+ += ) (1 emma 2); (ii) with probability

3
P = 2 )OI, the operational point falls in

area B, and the average window size is RTT(§ + § — g
and (iii) with probability 1~ Pc - Pg, the operational point
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Fig. 8. The plot of the long-term attainable throughput, T, versus
the maximum percentage of prediction errors, 7.

falls in area A, and the average window size is RTT - §.
Thus E(W,) can be written as:

EW,) = (1-P,-P¢)-m-%+P.-m-( +--—-)

+Po - RIT- i"’i""(ﬁ“‘ﬁ"d )

3 (23)

Finally the long-term attainable throughput T can be ex-
pressed as

—C__
(1+p)2N

(3Pp +4Pc) + L2 (4 - 2M)Pe — N Pp)).

Npt

T = @49+ 2 +(3—N)n+(—1—'§;3£

(24)

Sub-Case 3:. In this case, £ < C-, the operational point
always falls within the augmented capacity line, no packet
loss occurs (p =0), and hence T = § and F = 1.

Fig. 8 gives an example plot of T versus v, with C = 10.
Mbps, N-= 20, L = 40 packets with the average packet
size of 1000 bytes, and RTT = 20 ms. As v increases from
0 to 1, T decreases from C/N = 0.5 Mbps to 0.42 Mbps
and F decreases from 1.0 to 0.975 (approximately 2.5%
.degradation). This conclusion also holds true for other
combinations of C, N and L. This demonstrates that the
impact of prediction errors on fairness is minimal. :

V. PERFORMANCE EVALUATION

We have implemented TCP-TP both in ns-2 and in the
FreeBSD 4.1. kernel, and conducted simulation and empir-
ical studies to validate the proposed design and compared
the performance of TCP-TP against TCP-new Reno.

A. Simulation Results

In the simulation study, we examine the behavior of
TCP-Reno and TCP-TP under a variety of network topolo-
gies, e.g., the single bottleneck topology, the multiple bot-
tleneck link topology (e.g., Fig. 13), and arbitrary network
topology, and under different scenarics. Each data point
is the result averaged over 10 simulation runs. Due to the
space limitation, in what follows we only report on a small
set of simulations which we believe is most representative.
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™
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(a) Packet loss ratio

Fig. 8. Performance of TCP-new Reno and TCP-TP w.ri. packet
Joss rate and attained throughput in the case of equal RTTs.

(b) Attained throughput

1
1y
1
i
¥

.........................

(a) single-bottleneck (b) multiple-bottleneck

Fig. 10. The instantaneous window sise of a connection in Experi-
ment 1.

A.1 Results in the Single-Bottleneck Topology

We establish N TCP connections that generate packets
(of size 1000 bytes) according to the on-off traffic model,
where N varies from 10 to 100. We then measure the
packet loss ratio, and the throughput attained by all TCP
receivers, and the congestion window of each TCP connec-
Performance under the case of equal RTTs;. In the
first experiment, we assume all the connections are subject
to the same RTT = 50 ms. Fig. 9 gives the performance of
TCP-new Reno and TCP-TP. TCP-TP outperforms T'CP-
new Reno both in terms of packet loss ratio and throughput
attamed by all receivers. In particular, the performance im-
pmvementmpacketlossnuombeuhxghuﬁ% The

_performance improvement in the total attained throughput
'innotassxgnlﬁmnt This is due to the fact that the at-
“tained thrmxghputmconstrmnedbythebandwxdthofthe

bottleneck link (evidenced by the decreasing performance
gap between TCP-TP and TCP as N increases). To fur-
ther characterize the cause of the performance gain, we
give in Fig. 10 (a) the instantaneous window size of one
of the connections. It is obvious to see that TCP-TP in-
curs much less window reductions as compared to TCP-new
Reno. This shows that with the prediction results, TCP-
TP can greatly reduce the likelihood that the operational
point goes beyond the capacity line. We also calculate the
fairness, F, under both TCP-TP and TCP-new Reno. The
results are both in the range of 0.98-0.99, and are very
close to each other.
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(c) Derivative'of SN

(b) Sequence number

Fig. 11. Performance of TCP-new Reno and TCP-TP in the case of
dynamic connection establishment and termination.

Performance under dynamic changes of TCP con-
nections:. In the second experiment, we use the same
topology as in Experiment 1, but dynamically estab-
lish/terminate connections. Initially 30 connections com-
merce at time 0s. At time 100s, additional 30 connections
are established. At time 160s, 40 connections are termi-
nated, while the others continue until the end of the simu-
lation (240 s). We measure the instantaneous window size
and the sequence number increment of a connection that
commences at time Os and runs until 240s.

Fig. 11 gives the instantaneous window size, the incre-
ment in sequence number, and the derivative of the se-
quence number increment under both TCP-TP and TCP-
new Remo. As shown in Fig. 11 (a), TCP-TP responds
more quickly to the change of N at time 100s and 160s,
meaning that it reaches the new optimal operational point
faster. This is corroborated by the observation in Fig. 11
(c): around time 100s, TCP-TP has a smaller value of
derivative of séquénce number, implying that the sequence
number increases slower in response to the establishment of
new connections. A similar conclusion can be made at time
160s at which TCP-TP has a larger value of derivative of
sequence number, implying that the sequence number in-
creases faster. Also, as shown in Fig. 11 (b), the sequence
pumber under TCP-TP is always higher than that under
TCP, suggesting a better goodput under TCP-TP.

Performance in the case of different RTTs:. In the
third experiment, we use the same network topology as
in Experiment 1, but vary the RTT experienced by differ-
ent connections. The RT'T of a TCP connection is drawn

i

----- - - - - “ - " - = " » - -
M © s

(a) Attainable throughput (b) Packet loss ratio

Fig. 12. Peﬂ‘ammof'l‘CP—mRmMTCP—TPhthncand

Fig. 13. The multiple bottleneck simulation topology.

from an uniform distribution {20, 100] ms. Fig. 12 gives the
performance of TCP-new Reno and TCP-TP. The perfor-
mance shows the similar trend to that of the equal RTT

case (Experiment 1).

A.2 Results in the Multiple-Bottleneck Topology

The multiple-bottleneck topology used is shown in
Fig. 13, in which there exist five.queues in the topology,
and cross traffic is generated between the second and third
routers {queue 2), and between the forth and the fifth
routers (queue 4). We establish N TCP connections with
the on-off traffic model, where N varies from 10 to 100.

‘The cross traffic is composed of TCP connections as well,

and the number of TCP connections in each cross traffic
bundle is set to 0.5N. The performance is very similar
to that of the single bottleneck case. Hence we depict in
Fig. 10 (b) only the curve of the instantaneous window size
undeér TCP-New Reno and TCP-TP.

B. Empirical Study

‘We have implemented TCP-TP in the FreeBSD 4.1. ker-
nel. The interested reader is referred to [6] for a detailed
account of the new data structures/functions created and
the changes made in the existing kernel functions. The
major changes we made are that we include a LMMSE
predictor in the TCP-Input module. In particular, we
added several data structures into the TCP protocol con-
trol block to keep track of the recent history of the amount
of successfully transmitted (acknowledged) data. This data
is updated by the TCP-input function whenever an non-
duplicate acknowledgment is received. Finally, the window
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Fig. 14. Empirical results of experiments between OSU and UW.

o

increase/decrease operations in the AI phase of the con-
gestion avoidance phase is modified. The implementation
requires an addition/change of approximately 100 lines of
C code into the kernel. We also include an implementation
of Pathcar [9] for measuring the bandwidth of the bottle-
neck link. Although this version of implementation is on
the FreeBSD kernel, it is straightforward to port it to other
UNIX-based operating systems.

We carried out experiments over the Internet, with re-
ceivers located at UCSB (alpha.ece.ucsb.edu), UCI (ro-
dan.ics.uci.edu), UMD (dsp7.eng.umd.edu), and UW-
Madison (hertz.ece.wisc.edu) and the sender located at
OSU (eepcll8.eng.ohio-state.edu). The experiments were
carried out in 3 different time intervals (morning, after-
noon, and night) on a daily basis for a period of 2 weeks.
In each set of experiments, we establish a HTTP connection
between the sender and a receiver, and either TCP or TCP-
TP is used as the underlying transport protocol. The size
of the file to be transferred varies from 30 Kbytes (which
is the average size of a webpage) to 8Mbytes (which repre-
sents extremely large file transfer). We measure the aver-
age throughput for each connection and the total number
of retransmission timeouts occurred (the later is an indica-
tion of multiple, consecutive packet losses). Fig. 14 gives
the empirical results for experiments performed between
OSU and Wisconsin in the afternoon intervals. (The other
results exhibit similar trends and hence are not shown.)
Again TCP-TP outperforms TCP with respect to the av-
erage throughput and the number of retransmission time-
outs.

VI. CONCLUDING REMARKS

‘We have demonstrated in this paper that the self-similar .
characteristics of network traffic can be exploited to affect
throughput gains and reduce packet losses in TCP conges-
tion control. In particular, we show that with the use of
a simple LMMSE predictor, one can accurately (with esti-
mation error < 15%) estimate the future traffic at least one
RTT ahead. A TCP connection can then use the predic-
tion result to infer the optimal operational paint at which
a TCP connection should operate. Although the analysis
.is pinpointed in the context of AIMD stgady-state dynam-
‘ics,*the resulting scheme (called TCP-TP) is light weight,
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requires modification (tens of lines of code change) only
at the TCP sender side, and achieves performance gains
(in some simulation cases, up to 75%) in terms of packet
loss ratio, attainable throughput, and responsiveness to dy-
namic network traffic changes.

Exploitation of LRD characteristics for better resource
control is certainly not restricted to TCP congestion con-
trol. We are currently exploring alternative forms of ex-

" ploiting correlation structures in different network compo-

nents across the protocol stack.
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