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1. Proof of Lemma 1
Let Rln be the collection of restrictions on n Boolean vari-
ables x1, . . . , xn. Each restriction in Rln leaves a set of l
variables J = {xi1 , . . . , xil} open, while it fixes all other
variables xi 6∈ J to either -1 or 1. It is easy to see that the
size of Rln is given by:

|Rln| =
(
n

l

)
· 2n−l. (1)

For a restriction J |z ∈ Rln, call J |z bad if and only if for all
decision tree h with depth t, there exists at least one input
xJ , such that |h(xJ) − f |J|z(xJ)| > γ. Let Bln be the set
of all bad restrictions, ie: Bln = {J |z ∈ Rln : J |z is bad}.
To prove the lemma, it is sufficient to prove that

|Bln|
|Rln|

≤ 1

2

(
l

n− l
8uw

)t
. (2)

In the proof that follows, for every bad restriction ρ ∈ Bln,
we establish a bijection between ρ and (ξ, s), in which ξ is
a restriction in Rl−tn and s is a certificate from a witness set
A. In this case, the number of distinct ρ’s is bounded by
the number of (ξ, s) pairs:

|Bln| ≤ |Rl−tn | · |A|. (3)

For a restriction ρ, we form the canonical decision tree for
f |ρ under precision γ as follows:

1. We start with a fixed order for the variables and an-
other fixed order for the factors.

2. If f |ρ is a constant function, or ||f |ρ||∞ ≤ γ, stop.

3. Otherwise, under restriction ρ, some factors evaluate
to fixed values (all variables in these factors are fixed

or there are free variables, but all assignments to these
free variables lead to value 1), while other factors do
not. Examine the factors according to the fixed factor
order until reaching the first factor that still does not
evaluate to a fixed value.

4. Expand the open variables of this factor, under the
fixed variable order specified in step 1. The result will
be a tree (The root branch is for the first open variable.
The branches in the next level is for the second open
variable, etc).

5. Each leaf of this tree corresponds to f |ρπ1 , in which π1
is a value restriction for all open variables of the factor.
Recursively apply step 2 to 5 for function f |ρπ1

, until
the condition in step 2 holds. Then attach the resulting
tree to this leaf.

Figure 1 provides a graphical demonstration of a canonical
decision tree.

Now suppose restriction ρ is bad. By definition, for any
decision tree of depth t, there exists at least one input x,
such that |h(x) − f |ρ(x)| > γ. The canonical decision
tree is no exception. Therefore, there must be a path l in
the canonical decision tree of f |ρ, which has more than t
variables. Furthermore, these t variables can be split into k
(1 ≤ k ≤ t) segments, each of which corresponds to one
factor. Let fi (i ∈ {1, . . . , k}) be these factors, and let πi be
the assignments of the free variables for fi in path l. Now
for each factor fi, by the definition of the canonical deci-
sion tree, under the restriction ρπ1 . . . πi−1, fi|ρπ1 . . . πi−1
must have a branch whose value is no greater than η (other-
wise fi|ρπ1 . . . πi−1 all evaluates to 1). We call this branch
the “compressing” branch for factor fi|ρπ1 . . . πi−1. Let
the variable assignment which leads to this compressing
branch for fi|ρπ1 . . . πi−1 be σi. Let σ = σ1 . . . σk. Then
we map the bad restriction ρ to ρσ and an auxiliary advice
string that we are going to describe.
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Figure 1. A graphical illustration of a canonical decision tree.

It is self-explanatory that we can map from any bad restric-
tion ρ to ρσ. The auxiliary advice is used to establish the
backward mapping, i.e. the mapping from ρσ to ρ. When
we look at the result of f |ρσ, we will notice that at least
one factor is set to its compressing branch (because we
set f1 to its compressing branch in the forward mapping).
Now there could be other factors set at their compressing
branches (because of ρ), but an important observation is
that: the number of factors at their compressing branches
cannot exceed u = dlogη γe + 1, because otherwise, the
other u − 1 factors already render ||f |ρ||∞ ≤ γ, and the
canonical decision tree should have stopped on expanding
this branch. We therefore could record the index number of
f1 out of all the factors that are fixed at their compressing
branches in the auxiliary advice string, so we can find f1 in
the backward mapping. Notice that this index number will
be between 1 and u, so it takes log u bits to store it.

Now with the auxiliary information, we can identify which
factor is f1. The next task is to identify which variables in
f1 are fixed by ρ, and which are fixed by σ1. Moreover,
if one variable is fixed by σ1, we would like to know its
correct values in π1. To do this, we introduce additional
auxiliary information: for each factor fi, suppose it has ri
free variables under restriction fi|ρπ1 . . . πi−1, we use ri
integers to mark the indices of these free variables. Because
each fi is of width at most w, every integer of this type is
between 1 and w (therefore can be stored in logw bits).
Also, it requires t integers of this type in total to keep this
information, because we have t free variables in total for
f1, . . . , fk.

Notice that it is not sufficient to keep these integers. We
further need k − 1 separators, which tell which integer be-
longs to which factor fi. Aligning these integers in a line,
we need k− 1 separators to break the line into k segments.
These separators can be represented by t− 1 bits, in which
the i-th bit is 1 if and only if there is a separator between

the i-th and (i+1)-th integer (we have t integers at most).
With these two pieces of information, we are able to know
the locations of free variables set by σi for each factor fi.

We further need to know the values for each variable in πi.
Therefore, we add in another t-bit string, each bit is either 0
or 1. 0 means the assignment of the corresponding variable
in πi is the same as the one in σi, 1 means the opposite.

With all this auxiliary information, we can start from ρσ,
find the first factor f1, further identify which variables are
set by σ1 in f1, and set back its values in π1. Then we
start with f |π1, we can find π2 in the same process, and
continue. Finally, we will find all variables in σ and back
up the original restriction ρ.

Now to count the length of the auxiliary information, the
total length is t log u + t logw + 2t − 1 bits. Therefore,
we can have a one-to-one mapping between elements in
Bln and Rl−tn × A, in which the size of A is bounded by
2t log u+t logw+2t−1 = (uw)t · 22t−1.

In all,

|Bln|
|Rln|

≤
(
n
l−t
)
2n−l+t(uw)t · 22t−1(

n
l

)
2n−l

(4)

=

(
n
l−t
)
1
2 (8uw)

t(
n
l

) (5)

=
l(l − 1) . . . (l − t+ 1)

(n− l + 1) . . . (n− l + t)

1

2
(8uw)t (6)

≤ 1

2

(
l

n− l
8uw

)t
. (7)

2. Proof of Theorem 3
For each term in the Fourier expansion whose degree is less
than or equal to d, we can treat this term as a weighted func-
tion involving less than or equal to d variables. Therefore,
it can be represented by a decision tree, in which each path
of the tree involves no more than d variables (therefore the
tree is at most at the depth of d). Because f is represented
as the sum over a set of Fourier terms up to degree d, it can
be also represented as the sum of the corresponding deci-
sion trees.
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3. Proof of Theorem 6
Let the Fourier expansion of f be: f(x) =∑
S f̂(S)χS(x), we have:

f ′(x \ xi)
=f(x \ xi, xi = +1) + f(x \ xi, xi = −1)

=
∑
S:i∈S

f̂(S) · χS\i(x \ xi) · 1+∑
S:i 6∈S

f̂(S) · χS\i(x \ xi)

+
∑
S:i∈S

f̂(S) · χS\i(x \ xi) · (−1)+∑
S:i 6∈S

f̂(S) · χS\i(x \ xi)

=
∑
S:i∈S

f̂(S) · χS\i(x \ xi) · 1+∑
S:i∈S

f̂(S) · χS\i(x \ xi) · (−1)

+
∑
S:i 6∈S

f̂(S) · χS\i(x \ xi)+∑
S:i 6∈S

f̂(S) · χS\i(x \ xi)

=
∑
S:i 6∈S

2 · f̂(S) · χS\i(x \ xi).


