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The need to integrate several versions of a program into a common one arises frequently, but it is a
tedious and time consuming task to integrate programs by hand. To date, the only available tools for
assisting with program integration are variants of text-based differential file comparators; these are
of limited utility because one has no guarantees about how the program that is the product of an
integration behaves compared to the programs that were integrated.

This paper concerns the design of a semantics-based tool for automatically integrating program
versions. The main contribution of the paper is an algorithm that takes as input three programs A,
B, and Base, where A and B are two variants of Base. Whenever the changes made to Base to create
A and B do not “interfere” (in a sense defined in the paper), the algorithm produces a program M
that integrates A and B. The algorithm is predicated on the assumption that differences in the
behavior of the variant programs from that of Base, rather than differences in the text, are significant
and must be preserved in M. Although it is undecidable whether a program modification actually
leads to such a difference, it is possible to determine a safe approximation by comparing each of the
variants with Base. To determine this information, the integration algorithm employs a program
representation that is similar (although not identical) to the dependence graphs that have been used
previously in vectorizing and parallelizing compilers. The algorithm also makes use of the notion of
a program slice to find just those statements of a program that determine the values of potentially
affected variables.

The program-integration problem has not been formalized previously. It should be noted, however,
that the integration problem examined here is a greatly simplified one; in particular, we assume that
expressions contain only scalar variables and constants, and that the only statements used in programs
are assignment statements, conditional statements, and while-loops.
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1. INTRODUCTION

Programmers are often faced with the task of integrating several related, but
slightly different, variants of a system. One of the ways in which this situation
arises is when a base version of a system is enhanced along different lines, either
by users or maintainers, thereby creating several related versions with slightly
different features. To create a new version that incorporates several of the
enhancements simultaneously, one has to check for conflicts in the implemen-
tations of the different versions and then merge them in a manner that combines
their separate features.

The task of integrating different versions of programs also arises as systems
are being created. Program development is usually a cooperative activity that
involves multiple programmers. If a task can be decomposed into independent
pieces, the different aspects of the task can be developed and tested independently
by different programmers. However, if such a decomposition is not possible, the
members of the programming team must work with multiple, separate copies of
the source files, and the different versions of the files must be merged into a
common version.

The program-integration problem also arises in a slightly different guise when
a family of related versions of a program has been created (for example, to
support different machines or different operating systems), and the goal is to
make the same enhancement or bug-fix to all of them. Such a change cannot be
developed for one version and blindly applied to all other versions, since the
differences among the versions might alter the effects of the change.

Anyone who has had to reconcile divergent lines of development will recognize
these situations and appreciate the need for automatic assistance. Unfortunately,
at present, the only available tools for integration are variants of differential file
comparators, such as the UNIX® utility diff. The problem with such tools is that
they implement an operation for merging files as strings of text.

A text-based approach has the advantage of being applicable to merging
documents, data files, and other text objects as well as to merging programs.
Unfortunately, this approach is necessarily of limited utility for integrating
programs because the manner in which two programs are merged is not safe. One
has no guarantees about the way the program that results from a purely textual
merge behaves in relation to the behavior of the programs that are the arguments
to the merge. The merged program must, therefore, be checked carefully for
conflicts that might have been introduced by the merge.

® UNIX is a trademark of AT&T Bell Laboratories.
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This paper describes a radically different approach based on the assumption
that any change in the behavior, rather than the text, of a variant with respect

to the base’ program i is mg\mﬁpanf and must be nroenrvnﬂ in the mprmaﬂ program.

We present an algorithm, called Integrate, that could serve as the basis for
building an automatic program-integration tool. Algorithm Integrate takes as
input three programs A, B, and Base, where A and B are two variants of Base.'
Algorithm Integrate either determines that the changes made to Base to produce
A and B may interfere (in a sense defined in Sections 2 and 4.4), or it produces
a new program M that integrates A and B with respect to Base. To find those
components of a program that represent potentially changed behavior, algorithm
Integrate makes use of dependence graphs, similar to those that have been used
previously for representing programs in vectorizing and parallelizing compilers
[2, 4, 11, 22], and an operation on these graphs called program slicing [24 30].

A preummary 11‘1‘1p1€1‘1‘1€r1tauuu of a program- uuegratwn tool based on the
algorithm presented here has been embedded in a program editor created using
the Synthesizer Generator {25, 26]. Data-flow analysis on programs is carried
out according to the editor’s defining attribute grammar and used to construct
the programs’ dependence graphs. An integration command invokes the integra-
tion algorithm, reports whether the variant programs interfere, and, if there is
no interference, creates the integrated program.

To the best of our knowledge, the program-integration problem has not been

11d h +tod haowevu that tha int +; NP
formalized preViudSIfy It should be noteqa, however, that the muegraucn Prociem

examined here is a greatly simplified one; in particular, algorithm Integrate
operates under the simplifying assumptions that expressions contain only scalar
variables and constants and that the only statements used in programs are
assignment statements, conditional statements, and while-loops.

The paper is organized into seven sections. Section 2 discusses criteria for
integratability and interference. Section 3 illustrates some of the problems that
can arise when programs are integrated using textual comparison and merging
m'\orahnnq

Sections 4.1 through 4.5 correspond to the five steps of algorithm Integrate.
The first step is to build the dependence graphs that represent the programs
Base, A, and B (the dependence graph that represents program P is denoted by
Gp). Section 4.1 defines program dependence graphs and the operation of program
slicing. The second step, discussed in Section 4.2, uses program slicing to
determine sets of affected points of G4 and G as computed with respect to Gpge.
These sets capture the essential differences between Base and the variant
programs. The third step, described in Section 4.3, combines G4 and Gg to create
a merged dependence graph G, making use of the sets of affected program points
that were computed by the second step. The fourth step uses G4, Gg, the affected

m ith +
points of G4 and Gg, and G, to determine whether A and B interfere with respect

to Base; interference is defined and discussed in Section 4.4. The fifth step, which
is carried out only if A and B do not interfere, determines whether Gy, corresponds
to some program and, if it does, creates an appropriate program from Gy.

!In fact, the approach we describe can accommodate any number of variants, but for the sake of

exnosition we consider the common case of two variants 4 and B

expo we congliger 1he commaon ¢ase of varianig 4 ang 4,

ACM Transactions on Programming Languages and Systems, Vol. 11, No. 3, July 1989.



348 . S. Horwitz et al.

Although, as we have shown in [18], the problem of determining whether G,
corresponds to some program is NP-complete, we conjecture that the backtrack-
ing algorithm given for this step in Section 4.5 will behave satisfactorily on actual
programs. Section 4.6 summarizes algorithm Integrate, states a theorem that
characterizes how the semantics of the integrated program relates to the seman-
tics of programs Base, A, and B, and discusses the algorithm’s complexity.

Section 5 discusses applications of program integration in program-
development environments. Section 6 describes related work, concentrating on
the technical differences between the kind of dependence graphs we employ and
the dependence representations that have been defined by others. Section 7
discusses some of the issues we have addressed in extending our work and
outlines some problems for future research.

2. CRITERIA FOR INTEGRATABILITY AND INTERFERENCE

Two versions A and B of a common Base may, in general, be arbitrarily different.
To describe the integrated version M, we could say that the developers of A and
B each have in mind their own specification and that M should be constructed so
as to satisfy both specifications. For example, following the view of specificatiofs
as pairs of pre- and post-condition predicates [8, 13}, given programs A and B
that satisfy {P.} A {Q4} and {Pg} B {Qg}, respectively, A and B are integratable
if there exists a program M that halts such that {P,} M {Q4} and {Ps} M {Qz].

Under certain circumstances, it is not possible to integrate two programs;
we say that such programs interfere. One source of interference for the inte-
gration criterion given above can be illustrated by restating the criterion
as follows: M integrates A and B if M halts and satisfies the three triples
{PA A PB} M {QA A QB}, {PA A —|PB} M {QA}, and {PB A _'PA} M {QB} A and B
interfere if the formula P, A Py is satisfiable, but @4 A @z is unsatisfiable; under
this circumstance, it is impossible to find an M that halts, such that the
specification {P4 A P} M {Q4 A Qp} is satisfied.

An integration criterion based on program specifications leaves a great deal of
freedom for constructing a suitable M, but would be plagued by the familiar
undecidable problems of automated program synthesis. Moreover, the require-
ment that programs be annotated with specifications would make such an
approach unusable with the methods of system development currently in use.
Consequently, this integration criterion is not suitable at the present time as the
basis for building a usable program-integration system.

Given the problems inherent in specification-based integration, we chose to
investigate a different definition of the program-integration problem (with a
different interference criterion). While specification-based integration ignores
program Base, Base plays an important role in our approach. Our basic assump-
tion is that any change in the behavior of the variants with respect to Base is
significant and must be preserved in M. A further assumption is that the
integrated version M must be composed of exactly the statements and control
structures that appear as components of Base, A, and B.

Our notion of changed behavior in program A (respectively, B) with respect to
Base is roughly the following: if there exists an initial state and variable x for
which the final value of x computed by Base is different from the final value
computed by A (B), then the computation of x is considered to be a change in
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behavior of A (B) with respect to Base. The goal of program integration is to
produce a program M that preserves the changed behaviors of both A and B with

racnect to Race f1 if Dnon and A (R) A-can‘vnn aon the final 1ro]nn np the A
ISSPEly LU LGsT L., 1I D& an A \u/ alisagree on ine iinai I X, then M

agrees with A (B)) and also preserves the behaviors that are unchanged in both
A and B with respect to Base (i.e., if Base, A, and B all compute the same final
value of x, then M also computes that final value). Variants A and B interfere
with respect to Base if there exists an initial state and variable x such that Base,
A, and B each compute different final values for x.

Although it is undecidable whether a program modification actually leads to a

change in behavior, it is still possible to base an algorithm on this definition of
program integration. In particular, it is possible to determine a safe approxima-
tion of (i.e., a superset of ) the set of changed computations. To compute this
information, we use a dependence-graph representation of programs similar to
those used previously for representing programs in vectorizing and paralielizing
compilers [2, 4, 11, 22]. We also use program slices {24, 30] to find just those
components of a program that determine the values of potentially affected
variables. (In both cases, these ideas have been adapted to the particular needs
of the program-integration problem.)

To simplify the program-integration problem to a manageable level, we allow
ourselves two further assumptions. First, we confine our attention to a simplified
programming language with the following characteristics:* expressions contain
only scalar variables and constants; statements are either assignment statements,
conditional statements, while loops, or a restricted kind of “output statement”
called an end statement, which can only appear at the end of a program. An end
statement names one or more of the variables used in the program. The variables
named in the end statement are those whose final values are of interest to the
programmer; when execution terminates, the final state is defined on only those

variables in the end statement. Thus a program is of the form:

program
stmt_list
end(id*)

Second, we make two assumptions about the editor used to create variants A
and B from copies of Base.

(1Y Tha editor
\Ls

"
4 IIT TulwuL Y

ng ¢ ommon ¢ 1
statements and predicates) can be identified in all three versions. Each
component’s tag is guaranteed to persist across different editing sessions and
machines; tags are allocated by a single server, so that two different editors
cannot allocate the same new tag.

(2) The operations on program components supported by the editor are insert,
delete, and move. When editing a copy of Base to create a variant, a newly
inserted component is given a previously unused tag; the tag of a component

4‘]—\4:+ ig dalatad ig navar v-nnmor] comnonent that ig m{\uch fram its ogricinal
DAt 1S Geieieq 18 never reused; a component that 15 movea irem 1vs UTrigihiax

position in Base to a new position in the variant retains its tag from Base.

? We believe that our approach to program integration can be extended to more realistic programming
languages. For example, we have made some progress in extending the algorithm to handle languages
with procedure calls [19} and with pointer variables [15].
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A tagging facility meeting these requirements can be supported by language-
based editors such as those that can be created by such systems as MENTOR

An additional goal for an 1ntegrat10n tool, although one of secondary impor-
tance, is ensuring that the program M that results from integrating A and B
resembles A and B as much as possible. There is one aspect of this goal that is
not addressed by the algorithm described in this paper. In particular, when the
final step of the integration algorithm determines the order of statements in M,
it does not make direct use of the order in which statements occur in A or B.
Consequently, it may not preserve original statement order, even in portions of
the programs that are unaffected b 0y the \,haugcb made to the base program to
create A and B. Our integration method does preserve the original variable names
used in A, B, and Base; however, as discussed briefly in Section 4.5, it may be
desirable to abandon this property and permit the final step of the integration
algorithm to perform a limited amount of variable renaming.

3. THE PERILS OF TEXT-BASED INTEGRATION

Integrating programs via textual comparison and merging operations is accom-
panied by numerous hazards. This section describes some of the problems that

can arise, and underscores them with an example that baffles the UNIX program
AFEQ (TDFF2 3a o volativa of Adiff that ran ha nnnrl +n proatn a maroad filo whan

diff3. (Diff3 is a relative of diff that can be used to create a merged file when
supplied a base file and two variants.)

One problem is that character- or line-oriented textual operations do not
preserve syntactic structure; consequently, a processor like diff3 can easily
produce something that is syntactically incorrect. Even if the problem of syn-
tactically erroneous output were overcome, there would still be severe drawbacks
to integration by textual merging, because text operations do not take into
account program semantics. This has two undesirable consequences:

(1) If the variants of the base program do interfere (under a semantic criterion),
diff3 still goes ahead and produces an “integrated” program.
(2) Even when the variants do not interfere (under a semantic criterion), the

integrated program created using diff3 is not necessarily an acceptable
integration.

The latter problem is illustrated by the example given below. In this example,
diff3 creates an unacceptable integrated program despite the fact that it is only

necessary to reorder (whole) lines to produce an acceptable one. The example

vvvvvvvvv VO Teoidel wilQle) 1Ies L0 TOCLLe all accceplalle Qlle, 1210 cxalnlpl

concerns the following base program and two variants:

Base program
program
if P then x := 0 fi
if @ then x := 1 fi

Yy =X i
if R then w := 3 fi
if S then w := 4 fi
zi=w

end(y, z)
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Variant A Variant B

program program
if Q then x ;=1 fi if S then w := 4 fi
if P then x := 0 fi if R then w := 3 fi
yi=x ' z2:=w
if R then w := 3 fi if P then x := 0 fi
if S then w := 4 fi if Q then x := 1 fi
z:=w yi=x

end(y, 2) end(y, 2)

In variant A, the conditional statements that have P and @ as their conditions
are reversed from the order in which they appear in Base. In variant B, the order
of the P-Q pair remains the same as in Base, but the order of the R-S pair is
reversed; in addition, the order of the first and second groups of three statements
have been interchanged.

Under UNIX, a program that (purportedly) integrates Base, A, and B can be
created by the following operations:

diff3 —e A Base B > script
(cat script; echo '1,$p’) |ed — A

rator diff2: the —e flag of

'T‘ha frrof comma r‘ invokes the fhrnn_nyav i]n com
viie UAT alyjc, une lag ©If

diff3 causes it to create an editor script as its output. This script can be used to
incorporate in one of the variants (in this case, A) changes between the base
program (Base) and the second variant (B). The second command invokes the
editor to apply the script to variant A.
The program that results from these operations is
program
if Sthen w:=4fi
if R then w:= 3 fi
Z2i=Ww
if P then x := 0 fi
if @ then x := 1 fi
yi=x
end(y, z)

nnnnnnnnnnnnnnnnnn hin cormea ag +ha ama oivan oa va ....-. D Danarices 1+ A

Thlb PlUslalll lb VAaLzbly lJl.lC Saiiie a ULIT VIIT Z1VelL ad val 1an b D. Decause it aoes
not account for the differences in behavior between Base and variant A, this can
hardly be considered an acceptable integration of Base, A, and B.

We now try a different tactic and exchange the positions of A and B in the
argument list passed to diff3, thereby treating B as the “primary” variant and A
as the “secondary” variant (diff3 is not symmetric in its first and third argu-
ments). The program that results is

program
if @ then x:= 1 fi
if Pthenx:=0fi
y —

Clearly, this program is unacceptable as the integration of Base, A, and B.
This example illustrates the use of diff3 to create an editing script that merges
three documents whether or not there are “conflicts.” Under some versions of
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UNIX, it is also possible to have diff3 produce an editing script that annotates
the merged document at places where conflicts occur. At such places, the script
inserts both versions of the text, and brackets the region of the conflict by
<< <<<” and “>>>>>>>." For instance, the outcome for the second case
discussed above is

program
<<<<<<< B
if Sthenw:=4fi
if R then w:=3fi
zZi=w
if Pthen x := 0 fi

SSS>>>> A
if @ then x :=1 fi
if P then x := 0 fi
yi=x

end(y, z)

When we apply the program-integration method that is described in this paper

to this same example, there are several programs it might create, including the
following three:

program program program

if S then w:=4 fi
if R then w := 3 fi
2i=w

if @ then x := 1 fi

if @ then x := 1 fi
if P then x := 0 fi
yi=x

if S then w:= 4 fi

if Q then x := 1 fi
if P then x := 0 fi
if S then w :=4 fi
if R then w :=3 fi

if P then x := 0 fi if R then w := 3 fi yi=x
yi=x zi=w z=w
end(y, z) end(y, z) end(y, z)

In contrast to the programs that result from text-based integration, any of the
algorithm’s possible products is a satisfactory outcome for integrating Base, A,
and B.

4. AN ALGORITHM FOR INTEGRATING NONINTERFERING VERSIONS
OF PROGRAMS

4.1 The Program Dependence Graph

Different definitions of program dependence representations have been given,
depending on the intended application; they are all variations on a theme
introduced in [21], and share the common feature of having an explicit represen-
tation of data dependences (see below). The “program dependence graphs”
defined in [11] introduced the additional feature of an explicit representation for
control dependences (see below). The definition of program dependence graph
given below differs from [11] in two ways. First, our definition covers only the
restricted language described earlier, and hence is less general than the one given
in [11]. Second, because of the particular needs of the program-integration
problem, we omit certain classes of data dependence edges and introduce one
new class; reasons for these changes are provided in Section 6.1. Despite these
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differences, the structures we define and those defined in [11] share the feature
of explicitly representing both control and data dependences; therefore, we refer
to our graphs as “program dependence graphs,” borrowing the term from [11].

The program dependence graph (or PDG) for a program P, denoted by Gp, is a
directed graph whose vertices are connected by several kinds of edges.’ Program
dependence graph Gp includes four kinds of vertices:

(1) For each assignment statement and control predicate that occurs in program
P, there is a vertex labeled with the assignment or predicate.

(2) Thereis a distinguished vertex called the entry vertex.
(2)
A\

3!

ach variable x for which there is a nnfh in the standard control-flow

nr
UL i

<

avii va §2L02 4 U & Lo 11l LIV Suvauiua

graph for P on wh1ch x is used before bemg defined (see [1]), there is a vertex
called the initial definition of x. This vertex represents an assignment to x
from the initial state. The vertex is labeled “x := InitialState(x).”

(4) For each variable x named in P’s end statement, there is a vertex called the

final use of x. This vertex represents an access to the final value of x computed
by P, and is labeled “FinalUse(x).”

We assume that vertices of PDGs are also labeled with an additional piece of
information (which is not shown in our examples). Recall that we have assumed
that the editor used to modify programs provides a tagging capability. Vertices
of a PDG are labeled with the tags of the corresponding program components.
The edges of G» represent dependences between program components. An edge
represents either a control dependence or a data dependence Control dependence
cugcb are labeled either true or uuac, and the source of a control uepei‘xueubc
edge is always the entry vertex or a predicate vertex. A control dependence edge
from vertex v, to vertex v,, denoted by v, —. v,, means that, during execution,
whenever the predicate represented by v, is evaluated and its value matches the
label on the edge to v,, then the program component represented by v, will be
executed (although perhaps not immediately). A method for determining control
dependence edges for arbitrary programs is given in [11]; however, because we

are assuming that programs include only assignment, conditional, and while

cfafnmnnfc the control denendence edoes of G- can be determined in a much

D UR VO LT 1 v VAIT LULIVIUL UOPUIIUTILILUT CTUETS Ui Up L4l U0 WOWrinaiata 14 Q alil

simpler fashlon. For the language under consideration here, the control depen-
dence edges reflect a program’s nesting structure; program dependence graph Gp
contains a conirol dependence edge from vertex v; to vertex v, iff one of the
following holds:

nt of P that nt
v v

1 N
UL 4 viiav 1S 11y

(1) 5. ig the antrv ve
4y U7 18 UN€ CINUr Ve

subordinate to any control predicate; these edges are labeled true.
(2) v, represents a control predicate, and v, represents a component of P
immediately subordinate to the control construct whose predicate is repre-
sented by v,. If v, is the predicate of a while-loop, the edge v; —. v, is labeled
true; if v, is the predicate of a conditional statement, the edge v, —, v, is

3 A directed graph G consists of a set of vertices V(G) and a set of edges E(G), where E(G) € V(G) %
V(G). Each edge (b, c) € E(G) is directed from b to ¢; we say that b is the source and c¢ the target of
the edge.
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labeled true or false according to whether v, occurs in the then branch or
the else branch, respectively.*

Note that initial-definition and final-use vertices have no incoming control
dependence edges.

A data dependence edge from vertex v, to vertex v, means that the program’s
computation might be changed if the relative order of the components represented
by v, and v; were reversed. In this paper, program dependence graphs contain
two kinds of data dependence edges, representing flow dependences and def-order

dependences.
The data dependence edges of a program dependence graph are computed using

data-flow analys1s. Fo h restricted language considered in this paper, the
necessary computatio ns can be deflned a syntax-directed manner (see [14]).

——— 1 . g iy PRI PR SRR S, [ Y RN
1ains a Jjiow aepenaence eqage 1rom vervex v,

A pIUgldul dependence g‘r pI

—
~—

). 18 a vertex th
jisaverex t

<

(2) v, is a vertex that uses «x.

(3) Control can reach v, after v, via an execution path along which there is no
intervening definition of x. That is, there is a path in the standard control-
flow graph for the program [1] by which the definition of x at v, reaches the
use of x at v,. (Initial definitions of variables are considered to occur at the

beginning of the control-flow graph, and final uses of variables are considered
to occur at its end.)

A flow dependence that exists from vertex v, to vertex v, will be denoted by
U1 —; Us. (When it is necessary to indicate that a dependence is due to a particular
variable x, it will be denoted by v, —7 v;).

Flow dependences are further classified as loop independent or loop carried [3].
A flow dependence v, —; v, is carried by loop L, denoted by vy —i) Ug, if in
addition to (1}, (2), and (3) above, the following also hold:

(4) There is an execution path that both satisfies the conditions of (3) above

and inechides 2 hackadeoe tao the nredicate of laon 7.0 and
andg mciuGes a vacgkeqage to tne preqicaie 01 100p L; ana

(6) Both v, and v, are enclosed in loop L.
d

Y ; denoted by v; —; v, if In
addition to (1), (2), and (3) above, there is an execution path that satisfies (3
above and includes no backedge to the predicate of a loop that encloses both v,
and v,. It is possibie to have both v, —.(1, U2 and v; —y; vs.

A program dependence graph contains a def-order dependence edge from vertex
U, to vertex vy iff all of the following hold:

o~

(1) v; and v, are both assignment statements that define the same variable.

(2) vy and v, are in the same branch of any conditional statement that encloses
both of them.

* In other definitions that have been given for control dependence edges, there is an additional edge
for each predicate of a while statement—each predicate has an edge to itself labeled true. By
including the additional edge, the predicate’s outgoing true edges consist of every program element
that is guaranteed to be executed (eventually) when the predicate evaluates to true. This kind of

edge is unnecessary for our purposes, and hence is left out of our definition.
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program
sum :=0;
x:=1;
whilex <11 do
swn = sum+Xx;

x:=x+1
end
end(x, sum)

Fig. 1. An example program, which sums the integers from 1 to 10 and leaves the result
in the variable sum, and its program dependence graph. The boldface arrows represent
control dependence edges, dashed arrows represent def-order dependence edges, solid arrows
represent loop-independent flow dependence edges, and solid arrows with a hash mark
represent loop-carried flow dependence edges.

(3) There exists a program component v; such that v, —; v; and v, —>; vs.
(4) v, occurs to the left of vy in the program’s abstract syntax tree.

A def-order dependence from v, to v, is denoted by v, —40(u,) Vs-

Note that a program dependence graph is a multigraph (i.e., it may have more
than one edge of a given kind between two vertices). When there is more than
one loop-carried flow dependence edge between two vertices, each is labeled by a
different loop that carries the dependence. When there is more than one def-
order edge between two vertices, each is labeled by a vertex that is flow-dependent
on both the definition that occurs at the edge’s source and the definition that
occurs at the edge’s target.

Example. Figure 1 shows an example program and its program dependence
graph. The boldface arrows represent control dependence edges; dashed arrows
represent def-order dependence edges; solid arrows represent loop-independent
flow dependence edges; solid arrows with a hash mark represent loop-carried flow
dependence edges.

4.1.1 Def-order Dependences versus Anti- and Output Dependences. Previous
program dependence representations have included flow dependence edges as
well as edges for two other kinds of data dependences, called antidependences
and output dependences. (All three kinds may be further characterized as loop
independent or loop carried.) Def-order dependences have not been previously
defined. The definition of program dependence graphs given in Section 4.1 omits
anti- and output dependences in favor of def-order dependences. Our reasons for
using this definition are discussed in Section 6.1; this section merely clarifies the
differences among these three kinds of dependences.

For flow dependences, antidependences, and output dependences, a program
component v, has a dependence on component v, due to variable x only if
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execution can reach v, after v, and there is no intervening definition of x along
the execution path by which v, is reached from v,. There 1s a flow dependence if
v, defines x and v, uses x (a “write-read” dependence); there is an antidependence
if v, uses x and v, defines x (a “read-write” dependence); there is an output
dependence if v, and v, both define x (a “write-write” dependence).

Although def-order dependences resemble output dependences in that they are
both “write-write” dependences, they are two different concepts. An output
dependence Uy —>, Ug between two definitions of x can hold Oi'ily if there is no
intervening definition of x along some execution path from v; to vy; however,
there can be a def-order dependence v; —4, U, between two definitions even if
there is an intervening definition of x along all execution paths from v, to v,.
This situation is illustrated by the following example program fragment, which
demonstrates that it is possible to have a program in which there is a dependence
U1 —40 U2 but not v, —, v», and vice versa:

1]  x:=10
[2] if P then
[3] x:=11
[4] x:=12
i5] fi
[6] yr=x
The one def-order dependence, sotiep 141, ) nmen

1] —uotiep [4], ex bvca“se the assignments to

s
the use of x in ] In contrast, the output
(3]

1.2 Program Slices. For a vertex s of a program dependence graph G, the

clino of (7 with resnect to s “nnfl-o“ as (/e ia a oranh containing Q]' nnrf-‘nnc on
slice of &G with respect 1o s, written as /s, 18 & grapn containing ail vertices on

which s has a transitive flow or control dependence (i.e., all vertices that can
reach s via flow or control edges): V(G/s) = {w € V(G) |w —>cf s}. We extend
the definition to a set of vertices S = U, s; as follows: VIG/S) = V((J/(U s;)) =
U; V(G/s;). It is useful to define V(G/v) = for any v & G.

The edges in the graph G/S are essentially those in the subgraph of G induced
by V(G/S), with the exception that a def-order edge v —4,(,) w is only included
if, in addition to v and w, V(G/S) also contains the vertex u that is directly flow
dependent on the definitions at v and w. In terms of the three types of edges in

a PDG, we have

EG/S) = {(v - w) € E(G) lv, w € V(G/S)}
U {(v = w) € E@G) | v, w € V(G/S)}
U {(v = w) € EG)|u, v, w € V(G/S)}

Example. Figure 2 shows the graph that results from slicing the program
dependence graph from Figure 1 with respect to the final-use vertex for x.

4.1.3 Program Dependence Graphs and Program Semantics. In choosing which

dependence edges to include in our program dependence graphs, our goal has
been to characterize partially programs that have the same behavior—two ine-

©il VO Lillalalibllie vidily piOgiallls Lilal 114y VAT Salllt LRlila 11T

quivalent programs should not have the same program dependence graph, al-
though two equivalent programs may have different program dependence graphs.
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program
x =1
whilex <11 do
x:=x+1
end
end(x)

FinalUse (x)

Fig. 2. The graph that results from slicing the example from Figure 1 with respect
to the final-use vertex for x, together with the one program to which it corresponds.

This property is crucial to the correctness of our program-integration algorithm.
In particular, the final step of the algorithm reconstitutes the integrated program
from a program dependence graph. Because this graph may correspond to more
than one program, we need to know that all such programs are equivalent.

The relationship between a program’s PDG and the program’s execution
behavior has been addressed in [17, 18]. It is shown in [17, 18] that if the program
dependence graphs of two programs are isomorphic, then the programs have the
same behavior. It is also shown that if any of the different kinds of edges included
in our definition of program dependence graphs were omitted, programs with
different behavior could have the same program dependence graph. The concept
of “programs with the same behavior” is formalized as the concept of strong
equivalence, defined as follows:

Definition. Two programs P and @ are strongly equivalent iff for any state o,
either P and @ both diverge when initiated on ¢ or they both halt with the same
final values for all variables. If P and @ are not strongly equivalent, we say they
are inequivalent.

The term “divergence” refers to both nontermination (for example, because of
infinite loops) and abnormal termination (for example, because of division by
Zero).

The main result of [17, 18] is the following theorem (we use the symbol = to
denote isomorphism between program dependence graphs):

THEOREM (Equivalence Theorem [17, 18]). If P and Q are programs for which
Gp = Gy, then P and Q are strongly equivalent.

Restated in the contrapositive, the theorem reads: Inequivalent programs have
nonisomorphic program dependence graphs.

The relationship between a program’s PDG and a slice of the PDG has been
addressed in [27]. We say that G is a feasible program dependence graph iff G is

ACM Transactions on Programming Languages and Systems, Vol. 11, No. 3, July 1989.



358 . S. Horwitz et al.

the program dependence graph of some program P. For any S C V(G), if G is a
feasible PDG, the slice G/S is also a feasible PDG; it corresponds to the program
P’ obtained by restricting the syntax tree of P to just the statements and
predicates in V(G/S) [27].

THEOREM (Feasibility of Program Slices [27]). For any program P, if Gs is a
slice of Gp (with respect to some set of vertices), then Gs is a feasible PDG.

Example. Figure 2 shows the one program that corresponds to the graph
that results from slicing the graph in Figure 1 with respect to the final-use
vertex for x.

The significance of a slice is that it captures a portion of a program’s behavior
in the sense that, for any initial state on which the program halts, the program
and the slice compute the same sequence of values for each element of the slice
f27]. In our case, a program point may be (1) an assignment statement, (2) a
control predicate, or (3) a final use of a variable in an end statement. Because a
statement or control predicate may be reached repeatedly in a program, by
“computing the same sequence of values for each element of the slice,” we mean:
(1) for any assignment statement the same sequence of values is assigned to the
target variable; (2) for a predicate the same sequence of Boolean values is
produced; and (3) for each final use the same value for the variable is produced.

THEOREM (Slicing Theorem [27]). Let Q be a slice of program P with respect
to a set of vertices. If ¢ is a state on which P halts, then for any state o’ that
agrees with o on all variables for which there are initial-definition vertices
in Gg: (1) Q halts on ¢’, (2) P and @ compute the same sequence of values at each
program point of Q, and (3) the final states agree on all variables for which there
are final-use vertices in Gg.

4.2 Determining the Differences in Behavior of a Variant

In this section, we characterize (an approximation to) the difference between the
behavior of Base and its variants. Since we do not know the specification of
Base or its variants, we assume that any and only changes in the behavior of a
variant with respect.to Base are significant. The program dependence graphs are
a convenient representation from which to determine these changes.

Recall the assumption made in Section 4.1 that the vertices of a PDG are
labeled with the tags maintained by the editor on program components. These
tags provide a means for identifying PDG vertices that correspond in all three
versions. It is these tags that are used to determine “identical” vertices when we
perform operations on vertices from different PDGs (e.g., V(G') — V(G)).
Similarly, when we speak below of “identical slices,” where the slices are actually
taken in different graphs, we mean that the slices are isomorphic under the
mapping provided by the editor-supplied tags.

If the slice of variant G4 at vertex v differs from the slice of Gg,,. at vertex v
(i.e., they are different graphs), then values at v are computed in a different
manner by the respective programs. This means that the values at v may
differ, and we take this as our definition of changed behavior. We define
the affected points AP4 p... of G4 as the subset of vertices of G, whose slices
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in Gpes. and G4 differ:

A D = & VG )]
4117 A, Base W= vuag g

The slice Go/AP4 pas. captures the behavior of A that differs from Base. Note
that when there is a vertex v that is present in Ga,,. but not in G4, any vertex
still present in G4 that in Gg,,. depends on v is an affected point of G,; thus,
although such “deleted” vertices are not themselves affected points, they may

...... Alwnndt oaffandta ~n A D A hhaman Al

el
have indirect effects on Al A,Base \auu nence on uA/ru A, Base}

/ - 1
\M Base/ ¥

Example. Figure 1 shows a program that sums the integers from 1 to 10 and
its corresponding program dependence graph. We now consider two variants of

this program, shown in Flgure 3 with thelr program dependence graphs:

(1) In variant A, two statements have been added to the original program to
compute the product of the integer sequence from 1 to 10.

(2) In variant B, one statement has been added to compute the mean of the
sequerce.

These two programs represent noninterfering extensions of the original summa-

tion program |l'\n cat AD containg throa xn:n'funnc tha agsionmont vartinog
tion program. 1ine 88U AL 4 Bese CONLAINS TNRree VEruees: tie assignment veruices

labeled “prod := 1” and “prod := prod = x” as well as the final-use vertex for
prod. Similarly, APg .. contains two vertices: the assignment vertex labeled
“mean := sum/10” and the final-use vertex for mean. Figure 4 shows the slices
Ga/AP4 o and Gp/APg s, which represent the changed behaviors of A and B,
respectively.

There is a simple technique to determine AP, g, that avoids computing all of
the slices stated in the definition. The technique requires at most two complete
examinations of G, and is based on the following three observations:

(1) All vertices that are in G, but not in Gg,,. are affected points.

(2) Each vertex w of G, that has a different set of incoming control or flow edges
in G, than in Gp,. gives rise to a set of affected points—those vertices that
can be reached via zero or more control or flow edges from w.

70N

(3) Each vertex w of G4 that has an incoming def-order edge w’ —y,) w that
does not occur in Gpg. gives rise to a set of affected points—those vertices
that can be reached via zero or more control or flow edges from u.

The justification for observation (1) is straightforward: for w € V(G,) —
V(Ggase), Gruse/w is the empty graph, whereas w € V(G,/w), so G,4/w is not
empty. The justification for observation (2) is also straightforward. By the
definition of slicing, when w differs in incoming flow or control edges, G,/w and
Gpas/w cannot be the same, hence w itself is affected. For any vertex v that is
(directly or indirectly) flow or control dependent on w in G,, the slice G4/v
contains the subgraph G,/w. Therefore, if w is affected, all successors of w in G4
via control and flow dependences are also affected.

The justification for observation (3) is more subtle. When a def-order
edge w’ —go) W occurs in G4 but not in Gg.., then the slice G4/u will include
both w’ and w and the def-order edge between them, while Gpa./u will not
include this edge. Hence u is affected. The reverse situation, where w’ —g,w) w
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program Cam >
prod:=1;
sum :=0; T ¥ T T
x:=1;
while x <11 do
prod :=prod * x;
. > . S
4. ;

Sum = sum+x;
x:=x+1
end
end(x, sum, prod)

program ENTRY

sum =0

x:=1; T T

H
while x <11 do

swn = sum+x;

end; .

mean =sun/ 10
end(x,sum, mean)

\-/

(b)

Fig. 3. Variants A and B of the base program shown in Figure 1, and their program dependence
graphs.

occurs in Gpue, but not in G4, means u is affected if u € V(G4). But it is not
necessary to examine this possibility since either w’ —4,y W in Gpg. is replaced
by w —uw) w’ in G4, in which.case w’ € V(G,) will contribute u as affected, or
else one or both of the flow edges w — w and w’ — u in Gpase will be missing in
(., in which case u is affected by the change in incoming flow edges. As before,
for any vertex v that is (directly or indirectly) flow or control dependent on u,
the slice G4/v contains the subgraph G,/u; therefore, if u is affected, all successors
of u via control and flow dependences are affected. Note that neither w’ it
nor w itself is necessarily an affected point.

Observations (1), (2), and (3) serve to characterize the set of affected points.
If v € V(G,) is affected, there must be some w in G, /v with different incoming
edges in G4 and Gp... By the arguments above, either w itself is an affected point
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program
prod:=1;
x:=1;
whilex <11 do
prod :=prod * x;
x:=x+1
end
end(prod)

program
sum :=0;
x:=1;
whilex <11 do
sum = sum+ x;
x:=x+1
end;
mean = sum/ 10
end(mean)

Fig. 4. The slices that represent the changed behaviors of A and B.

(b)

(cases (1) and (2)), or it contributes a vertex u € V(G,/v) that is an affected
point (case (3)); therefore, it is possible to identify v as an affected point by
following control and flow edges. This latter observation forms the basis for the
function AffectedPoints(G’, G), given in Figure 5.

It computes the set of affected points of G’ with respect to G by examining all
vertices w in G’ that have a different set of incoming edges in G’ than in G, and
collecting the affected points that each vertex contributes. Then a worklist
algorithm is used to find all vertices reachable from this set by flow or control
edges.

4.3 Merging Program Dependence Graphs

We now show how to create the merged program dependence graph G. Graph
Gy is formed by taking the union of three slices; these slices represent the
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function AffectedPoints(G’, G ) returns a sct of vertices
declare

G’.G : program dependence graphs

S . Answer : scts of vertices

w.u,b,c: individual vertices
begin

§:=0

for cach vertex w in G’ do

If wisnotin G then
Insertw into §

If the sets of incoming {low or control edges to w in G’ are different from the incoming sets tow in G then
Insertw into §

fi

for cach def-order edge w’ —> 4y w that occurs in G butnot in G do
Insertu into §

end
end
Answer =@
while S 2 do

Sclect and remove an element b from S
Insert b into Answer
for each vertex ¢ such thatb — ,c orb —> ;¢ isanedge in G’ and ¢ ¢ (Answer uS ) do
Insert ¢ into §

end

end

return(Answer )

end

Fig. 5. The function AffectedPoints determines the points in the program dependence
graph G’ that may yield different values in G’ than in G.

changed behaviors of A and B with respect to Base and the behavior of Base that
is preserved in both A and B.

The previous section discussed how to compute the slices G4/AP4 .. and
Gp/APj5p.., which represent the changed behaviors of A and B with respect
to Base. The slice that represents preserved behavior is computed similarly. If
the slice of Gp.,. with respect to vertex v is identical to the slices of G4 and Gg
with respect to vertex v, then all three programs produce the same sequence of
values at v. We define the preserved points PPgy. 4 p 0f Gpue as the subset of
vertices of (g, with identical slices in Ggue, Ga, and Gg:

PPpose.ss = (U € V(Gaase) | (Gpase/V) = (Ga/v) = (Gp/v)}.

The slice Gpuse/ PPRase.a.p captures the behavior of Base that is preserifed in both
A and B.

Example. When integrating the base program from Figure 1, variant A from
Figure 3(a) and variant B from Figure 3(b), the slice Gguee/ PPpose 4.8 CONsists of
Gpase in its entirety. That is, the graph that represents the behavior of the original
program that is preserved in both variant A and variant B is identical to the
graph shown in Figure 1.

The merged graph Gy is formed by taking the graph union of the slices that
characterize the changed behavior of A, the changed behavior of B, and behavior
of Base preserved in both A and B.

GM = (GA/APA,Base) u (GB/APB,Base) U (GBase/PPBase,A,B)'
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mean :=sum/ 10

FinalUse (sum)

Fig. 6. G is created by taking the union of the graphs shown in Figures
4(a), 4(b), and 1.

Example. The merge d aph Gy, shown in Figure 6, is formed by taking the

minm of tha gnanbka aha Wi T rawma nwrd T msnn
union of the grapis snown inF igure 1\:1;, F 15u1c ‘t\u;, ana rigure 1.

4.4 Determining Whether Two Versions Interfere

A merged program dependence graph, Gy, that is created by the method described
in the previous section can fail to reflect the changed behavior of the two variants
A and B in two ways. First, because the union of two feasible PDGs is not
necessarily a feasible PDG, G, may not be a feasible PDG. Second, it is possible

that Gy, will not preserve the differences in behavior of A or B with respect to
Rage. If either condition occurs, we say that A and B interfere, ’T‘pehha for

interference due to the former condmon is addressed in Section 4.5; this section
describes a criterion for determmlng whether a merged program dependence
grapn preserves T/Ile cnangea DenaVlOI' OI A dnﬂ D

To insure that the changed behavior of variants A and B is preserved in Gy,
we introduce a noninterference criterion based on comparisons of slices of G4,
Gg, and Gy; the condition that must hold for the changed behavior of A and B
to be preserved in Gy is

Gm/APA pose = GafAPapase and Gu/APppus. = Go/APB pose.
On vertices in PPg,, 4,5 the graphs G, and Gg agree, and hence Gy is correct for

ege vartices
VEIVODUV VYUl Livuwo,.

The verification of the invariance of the slices in Gy, and the variant graphs is
closely related to the problem of finding affected points: G must agree with

-+
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program
sum :=0;
x =1,
whilex <11 do
sum = sum+ x;
If sum > 5 then
sum = sum + 1
fi
x:=x+1
end
end(x, sum)

Fig. 7. Variant C and its program dependence graph.

variant A on AP, p.. and with B on APj p... Therefore, an easy way to test for
noninterference (using function AffectedPoints) is to verify that

APM,A n APA,Base =@ and APM’B N APB,Base = .

Example. An inspection of the merged graph shown in Figure 6 reveals that
there is no interference; the slices Gp/AP4 pose and Gy/APg g are identical to
the graphs that appear in Figures 4(a) and 4(b), respectively.

To illustrate interference, consider integrating the base program of Figure 1,
variant B from Figure 3(b), and variant C from Figure 7. As in the previous
integration example, the slice Gg/APp g, is shown in Figure 4(b); the slice G/
AP puse includes all of the vertices of variant C except for FinalUse(x). The
merged graph is shown in Figure 8.

Variants B and C interfere (with respect to Base) because B’s changed behavior
(with respect to Base) is not preserved in the merged graph G)s. In particular,
the vertex “mean := sum/10” is an affected point of B with respect to Base,
but the slice Gy/“mean := sum/10” includes vertices “sum := sum + 1” and
“if sum > 5”, which are not included in the slice Gg/“mean := sum/10.”

4.5 Reconstituting a Program From the Merged Program Dependence Graph

The final step of the integration algorithm involves reconstituting a program
from the merged program dependence graph. Given a program dependence graph
G that was created by merging variants A and B, function ReconstituteProgram
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Fig. 8. The merged program dependence graph G, resulting from the integration of
Base, B, and C.

must determine whether G, is feasible (i.e., corresponds to some program), and,
if it is, create an appropriate program from G,.

Example. The program dependence graph shown in Figure 6 is feasible and
corresponds to the program:

program
prod = 1;
sum = (0
x:==1,
while x < 11 do
prod = prod * x;
sum = sum + x;
x=x+1
end;
mean = sum/10
end(x, sum, prod, mean)

Because we are assuming a restricted set of control constructs, each vertex of
() has at most one incoming control dependence edge (from a predicate vertex
or the entry vertex), that is, the control dependences of Gy, define a tree rooted
at the entry vertex. The crux of the program-reconstitution problem is to
determine, for each predicate vertex v (and for the entry vertex as well), an
ordering on the targets of v’s outgoing control dependence edges that is consistent
with the data dependences of Gj. Once all vertices are ordered, the control
dependence subgraph of G can be easily converted to an abstract-syntax tree.

Unfortunately, as we have shown in [18], the problem of determining whether
it is possible to order a vertex’s children is NP-complete. We have explored two
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function ReconstituteProgram(G,, ) returns a program or FAILURE
declare
Gu .G ,Gp: program dependence graphs
v,w:vertices of G
begin
[1] G :=acopyofGy

[2] for each vertex v of G in a post-order traversal of the control-dependence subgraph of G do
1 1f OrderRegion(G, {w | (v =—> Tw)e E(G)}) fails then return( FAILURE ) &

{3] ¥ OrderRe gion(G, ! Ye E(G)}) fails then return( FAILURE ) &

4] {fv represents an lf prcdlcalc then

5} If OrderRegion(G, {w | (v — Fw)e E(G)}) fails then return( FAILURE ) fi

(61 fi

171 end

1) b

{8] P :=TransformToSyntaxTree(G );
[9] if Gy =Gp then return( P )
[10] else return( FAILURE)

[11]

end

Fig. 9. The operation ReconstituteProgram(Gy) creates a program corre-
sponding to the program dependence graph G, by ordering all vertices, or
discovers that G, is infeasible.

approaches to dealing with this difficulty:
(1) For graphs created by merging PDGs of actual programs, it is likely that

problematic cases rarely arise. We have explored ways of reducing the search
space, in the belief that a backtracking method for solving the remaining
step can be made to behave satisfactorily. These techniques are described in
the remainder of this section.

(2) Itispossible to sidestep completely the need to solve an NP-complete problem

hv nerformine a limited amount of variable renaming, This technigue is

peiiQiilllily & 12130V eq amoun vaiiqRie Iellalilllly. 118 WeCINgue IS

descrlbed in Section 4.5.3, where it can be used to avoid any difficult ordering
step that remains after applying the techniques outlined in approach (1).

The rest of this section describes the function ReconstituteProgram, which is
invoked as step five of the program-integration algorithm. ReconstituteProgram

ic nragsanted in onutline form in Fioure Q
A5 PAUSTIILCA 111 UUUiilll (UL 1) L iguiT U

ReconstituteProgram alters graph G, which is a copy of Gys; Gy itself is saved,
unaltered, for use in the test on line [9]. In the for-loop (lines [2]-[7]), the tree
induced on G by its control dependences is traversed in postorder. For each
vertex v visited during the traversal, an attempt is made to determine an
acceptable order for v’s children; this attempt is performed by the procedure
OrderRegion, which is explained in detail below. We assume that a function,
named TransformToSyntaxTree, has been provided to convert G with ordered
vertices into the corresnondmg abstract-syntax tree.

ReconstituteProgram can fail in two different ways. Failure can occur because
procedure OrderRegion determines that there is no acceptable ordering for the
children of some vertex. Failure can also occur at a later point, after OrderRegion
succeeds in ordering all vertices of G. In this case, TransformToSyntaxTree is
used to produce program P from G, P’s program dependence graph Gp is built,
and Gp is compared to Gy failure occurs if Gy and Gp are not identical. Examples
of these kinds of failure are given in Section 4.5.4.

The correctness of ReconstituteProgram is captured by the following theorem.

THEOREM. ReconstituteProgram(Gy) succeeds iff graph Gy is feasible.
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It is easy to show that ReconstituteProgram fails when G, is infeasible: If Gy,
is infeasible, there is no program whose dependence graph is isomorphic to Gu;
hence the test in step [9] of ReconstituteProgram {see Figure 9) must fail.

The proof that ReconstituteProgram fails only when Gy is infeasible is rather
lengthy and is omitted here; the proof can be found in [5].

4.5.1 Procedure OrderRegion: Ordering Vertices Within a Region.

Definition. The subgraph induced on a collection of vertices, all of which are
targets of control dependence edges from some vertex v, is called a region; v is
the region head. If v represents the predicate of a conditional, v is the head of

two reg ono v-arnr\n |nn]nr]nc qn statements n f]nn “frnn” krahn}\ nf tha
L\/SLULIB, one regicn nciud 1 Stateinenis 1n rancn e

conditional, the other region includes all statements in the “false” branch of the
conditional. For all vertices w, EnclosingRegion(w) is the region that includes w
(not the region of which w is the head). Because the entry vertex and the vertices
representing initial definitions and final uses of variables are not subordinate to
any predicate vertex, they are not included in any region (however, the entry
vertex is a region head).

Given region R, the main job of procedure OrderRegion (shown in Figure 10)
1s to find a total ordering of the vertices of K that preserves the flow and def-
order dependences of G, or to discover that no such ordering is possible.

Note that simply using a topological ordering of the region is not satisfactory.
For example, consider the dependence graph fragment shown in Figure 11.

A topological ordering of the vertices of the region subordinate to vertex C is
F, D, G, E; however, the ﬂnnnndpnnp cranh of the nrogram generated npnnrﬂuno‘

£, 27, M, I, HOWOVED, LIIT Gopeiitieille paapil QL VA0 PIVEIGLL gRIICIALTL QLU

to this ordering would mcorrectly have flow edges from D to G and from D to H,
rather than the ones from F to G and from F to H.

A secondary responsibility of OrderRegion is to project onto the head of R
information from the vertices of R regarding variable uses, variable definitions,
and incoming and outgoing edges. This projection ensures that, when the head
of R is considered as a vertex in its enclosing region, it represents all uses and
definitions that occur in R.

To order the vertices of K, OrderRegion calls procedures PreserveExposed-
UsesAndDefs and PreserveSpans (discussed below). These procedures add edges
to R to force an ordering of the vertices consistent with the region’s data
dependences. {(This process is roughly that of introducing anti- and output
dependences consistent with the flow and def-order dependences of region R. As
explained in Section 6.1, there are fundamental problems in trying to perform
integration with a dependence representation that inciudes anti- and output
dependences; thus, OrderRegion must discover these dependences from the
merged graph.) If this process introduces a cycle in R, OrderRegion fails; other-
wise, a topological sort of region R produces an ordering consistent with the

region’s data dependences.

Information is projected onto the head of region R hoth by procedure
PreserveExposedUsesAndDefs which projects the loop-carried flow edges of R
and the edges of G with only a single endpoint in R onto the region head, and by
procedure ProjectUsesAndDefs, which projects onto the head of R information
from the vertices in region R about variable uses and definitions. For example,
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procedure OrderRegion(G,R)

Fig. 10. Procedure OrderRégion adds new edges decéa.r : graph
to the given region to ensure that dependences R:arcgionof G
are respected, projects information onto the re- begin
gion head, and topologically sorts the vertices of PreserveExposedUsesAndDefs(G, R)
the region If PreserveSpans(R ) fails then fail.else TopSort(R )
glon. ProjectUsesAndDefs(G, R)
end

Fig. 11. Dependence graph fragment: Topological ordering
F, D, E, G, of the vertices subordinate to vertex C is not
acceptable.

procedure ProjectUsesAndDefs would designate vertex C of Figure 11 as repre-
senting uses of w and x and definitions of x, y, and z.

4.5.2 Procedure PreserveExposedUsesAndDefs: Preserving Upwards-Exposed
Uses and Downwards-Exposed Definitions. For all variables x, a use of x that is
upwards-exposed [1] within a region must precede all definitions of x within the
region other than its loop-independent flow-predecessors (a use of x can be
upwards-exposed and still have a loop-independent flow-predecessor that defines
x within the region if the flow-predecessor represents a conditional definition).
Vertex E in Figure 11 represents-an upwards-exposed use of variable w.

Similarly, a definition of x that is downwards-exposed within a region must
follow all other definitions of x within the region other than those to which it
has a def-order edge (again, a definition of x can be downwards-exposed and still
precede a conditional definition of x). Vertex F in the example of Figure 11
represents a downwards-exposed definition of variable x.

Procedure PreserveExposedUsesAndDefs uses flow edges of G having only one
endpoint inside the given region R, and loop-carried flow edges having both
endpoints inside R to identify exposed uses and definitions. It then adds edges
to R to ensure that exposed uses and definitions are ordered correctly with respect
to other definitions within the region. Finally, the edges used to identify exposed
uses and definitions are removed from R and are projected onto the region head.
Def-order edges with a single end-point inside R are also projected onto head(R).
This ensures that the region that includes the head of R will be ordered correctly
during a future call to OrderRegion. PreserveExposedUsesAndDefs performs the
following four steps:

Step (1): Identify upwards-exposed uses. A vertex with an incoming loop-
independent flow edge whose source is outside region R, or with an incoming
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Fig. 12. Dependen
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UPWARDS-EXPOSED-USE(x).

Step (2): Identify downwards-exposed definitions. A vertex that represents a
definition of variable x and has an outgoing loop-independent flow edge whose
target is outside region R, or has an outgoing loop-carried flow edge with arbitrary
target, represents a downwards-exposed definition of x.> Mark each such vertex
DOWNWARDS-EXPOSED-DEF(x).

Step (3): Preserve exposed uses and definitions For each vertex n marked
UPWARDS-EXPOSED-USE(x), add a new edge from n to all vertices m in the
region such that m represents a definition of variable x, and m is not a loop-
independent flow predecessor of n. For each vertex n marked DOWNWARDS-
EXPOSED-DEF(x), add a new edge to n from all vertices m in the region, such
that m represents a definition of x and there is no def-order edge from n to m.

Step (4): Project edges onto the rnfnnn head. Let S stand for R fhnnr"p“

o) JEele CLg (220N 7424 Slailts 105 AL \., (AACaUR s Sy,

Replace all ﬂow and def-order edges w1th source outside of S and target inside S
with an edge (of the same kind) from the source to head(R). Replace all flow
and def-order edges with source inside S and target outside of S with an edge
(of the same kind) from head(R) to the target. Consider each loop-carried
flow edge v, —i ) U2 such that both v, and v, are in S. If head(R) = L, then
remove the edge; otherwise, replace the edge with a loop-carried flow edge
head(R) — .z, head(R).

Figure 12 shows the example dependence graph fragment of Figure 11 after
the four steps described above have been performed on the region headed by
vertex C.

The edge from D to F was added in Step (3), due to F being downwards-
exposed, and this prevents F from preceding D in a topological ordering. The
edges from B to C and from C to H were added in Step (4), replacing those from
B to E and F to H, respectively.

b

5 Our use of the term “downwards-exposed” is slightly nonstandard; we consider a definition to be
downwards-exposed in code segment C only if it reaches the end of C and the variable it defines is
live at the end of C.
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4.5.3 Dependences Induced by Spans. To simplify this section’s presentation,
we begin by considering regions that only include assignment statements; under
this restriction, each use of variable x within a region is reached by at most one
definition of x that occurs within the region.

In the example dependence graph fragment of Figure 12, the ordering D, F, E,
G of the vertices subordinate to vertex C is a topological ordering, but an
unacceptable one for our purposes. The problem with this ordering is that it
allows the definition of variable x at vertex F to “capture” the use of x at vertex
E. The dependence graph of the program generated according to this ordering
would incorrectly have a flow edge from F to E, rather than the one from D to
E. In general, a definition d of variable x must precede all uses it reaches via
loop-independent flow edges; other definitions of x must either precede d or
follow all the uses reached by d. This observation leads to the following definition:

Definition. The span of a definition d, where d defines variable x, is the set
{d}, together with all uses of x that are loop-independent flow targets of d and in
the same region as d.

Span(d, x) = {d} U {u| (d =} u) € E(EnclosingRegion(d))}.
Span(d, x) is called an x-span, and vertex d is its head.

Restating the observation above in terms of spans, a definition d; of variable
x must precede all vertices in Span(d;, x); other definitions of x must either
precede d; or follow all vertices in Span(d,, x). Furthermore, for any other
x-span with head d,, if any vertex in Span(d;, x) must precede a vertex in
Span(d,, x), then all vertices in Span(d,, x) must precede d,.

Unacceptable topological orderings are excluded by considering, for each
variable x, all pairs (d,, d;) of definitions of x. If there is some vertex v in
Span(d,, x) that must precede some vertex w in Span(d,, x), because of a path
from v to w, then edges are added from all vertices in Span(d,, x) — Span(d,, x)
to vertex d,. Similarly, if there is a path from a vertex in Span(d,, x) to a vertex
in Span(d,, x), edges are added from all vertices in Span(d,, x) — Span(d,, x) to
vertex d,. For example, in the graph fragment of Figure 12, the edge E — F would
be added because the edge D — F (introduced by PreserveExposedUsesAndDefs)
forms a path from Span(D, x) to Span(F, x), and vertex E is in Span(D, x) —
Span(F, x).

The reason for taking the set difference Span(d,, x) — Span(d,, x) is that, even
in regions containing only assignment statements, spans can overlap, as illus-
trated in Figure 13.

Because C is itself in Span(B, x), adding edges from all vertices in Span(B, x)
to C would create a self-loop at C, making a topological ordering impossible.

Allowing vertices that represent loops and conditionals introduces the possi-
bility that spans may overlap in two new ways, as illustrated in Figure 14.

In the first case in Figure 14 there must be a def-order dependence edge from
d, to d,, or vice versa, or the graph would fail the interference test of Section 4.4,
In the second case there is a flow edge from d;, to d,. These edges force an
ordering of the two spans. Thus, allowing conditionals and loops does not
complicate PreserveSpans.
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=8

x+y,

R

>

Span(B, x) Span(C, x)

Fig. 13. Straight-line code fragment and corresponding dependence graph fragment
(control edges omitted) with overlapping x-spans.

\\T;E ¢

Fig. 14. Conditionals and loops can lead to the two additional
kinds of overlapping spans shown above.

There may be pairs of spans, Span(d;, x) and Span(d., x), such that there is
no path in either direction between Span(d,, x) and Span(d,, x); such pairs are
called independent x-span pairs. It is still necessary to add edges to force one
span to precede the other so as to exclude unacceptable topological orderings.

A]fhnno']-\ it micht seem that an nrh1frnr\7 choice can be mar]e F‘igure 15 gives an

t migh mad
example in which making the wrong ch01ce leads to the introduction of a cycle
in a fragment of a feasible graph.

The fragment of Figure 15 inciudes two x-spans: Span{A, x} and Span(D, x),
and two y-spans: Span(B, y) and Span(C, y). There are paths neither between
the two x-spans nor between the two y-spans; thus, it appears that one is free to
choose to add edges from the vertices of Span(A, x) to vertex D, or from the
vertices of Span(D, x) to vertex A, or from the vertices of Span(B, y) to vertex
C, or from the vertices of Span(C, y) to vertex B. However, while three out of
these four choices lead to a successful ordering of the vertices, choosing to add
edges from the vertices of Span(D, x) to vertex A leads to the introduction of a
cycle This is because the introduction of these new cuges creates paths both
from a vertex in Span(B, y) to a vertex in Span(C, y), and vice versa. Figure 16
shows the fragment of Figure 15 with the new edges added; the path from
Span(C, y) to Span(B, y) is shown using dashed lines. The path from
Span(B, y) to Span(C, y) is shown using dotted lines.

Unfortunately, as we have shown in [18], the problem of determining the right
choice in a situation like the one illustrated in Figure 15 is NP-complete. However,
we expect that in practice there will be very few such choices to be made, and a
simple backtracking algorithm will suffice: if a cycle is introduced when ordering

spans, procedure PreserveSpans backtracks to the most recent choice point and
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Span(A, x)

Span(D, x)

Fig. 15. Graph fragment (control edges omitted) with two x-spans and two y-spans.

Span(A, x)

Span(D, x)

Fig. 16. Span(D, x) has been chosen to precede Span(A, x). Paths have been created from
Span(B, y) to Span(C, y) and vice versa. The path from Span(C, y) to Span(B, y) is indicated
using dashed edges; the path from Span(B, ¥) to Span(C, y) is indicated using dotted edges.

tries a different choice. If all choices lead to the introduction of a cycle, the graph
is infeasible. Procedure PreserveSpans is presented in Figure 17.

PreserveSpans makes use of an auxiliary procedure, OrderDependentSpans, to
order any span pairs of region R whose relative order is forced by a connecting
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procedure PreserveSpans(R )
declare
R:arcgion
hy, hy: vertices of R
Stack: a stack
begin
TransitivelyClose(R )
if R is cyclic then fail fi
Unmark all edges of R

OrderDependentSpans(R )
Stack := EmptyStack()
do

R is acyclic and there exist independent x -span pairs (for some variable x ) with heads 4, and by —>
Push(Stack,R , hy, h3)
AddEdgeAndClose(R , (hy, ha))
OrderDependentSpans(R )

[ R is cyclic and Empty(Stack) —> fail
[ R is cyclic and ~Empty(Stack) —
R, hy, hy:=Pop(Stack)
AddEdgeAndClose(R , (ha, hy))
OrderDependentSpans(R )
od
end

procedure OrderDependentSpans(R )
declare
R: arcgion
a.b,c,u,v,w:vertices of R
A, B: scts of vertices
x: avariable
begin
while there cxists an unmarked edge (v,w)in R do
{1]  Mark edge (v, w)
[2] for cach variable x € (Defs(v)uUses(v)) ~ (Defs(w ) uUses(w )) do
/* v isinan x-span and w is in an x -span */
A :={u lveSpan(u,x)) /* heads of x -spans of which v is a member */
B :={u ! we Span(u,x)} /* heads of x -spans of which w is a member */
[3] for cach vertex a € A do
[41 for cach vertex b € B do
[51 for cach ¢ € (Span(a,x) ~ Span(b,x)) do
if(c,b)e¢ E(R) then AddEdgeAndClose(R, (c.b)) fi
end
end
end
end
end
end

Fig. 17. Procedure PreserveSpans introduces edges into region R to preserve the
spans of R.

path. An invariant of the two procedures, established in the first line of
PreserveSpans, is that graph R is transitively closed. The basic operation used
in PreserveSpans and OrderDependentSpans is “AddEdgeAndClose(R, (a, b))”,
whose first argument is a graph and whose second argument is an edge to be
added to the graph. AddEdgeAndClose(R, (a, b)) carries out two actions:

(1) edge (a, b) is inserted into R;
(2) any additional edges needed to transitively close R are inserted into R.

Because R is transitively closed, paths that force span orderings correspond to
edges of R; furthermore, the cost of AddEdgeAndClose is quadratic (rather than
cubic) in the number of vertices of R.

Each edge of R can be marked or unmarked; the edges added to R by
AddEdgeAndClose (by either 1 or 2) are unmarked. Edges are marked at line [1]
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in OrderDependentSpans. An invariant of the while-loop in Order-
DependentSpans is that, for each marked edge e, all spans for which e forces an
ordering are appropriately ordered. Thus, after an unmarked edge (v, w) is
selected (and marked), the invariant is reestablished as follows: line [2] generates
all variables x for which both v and w are elements of an x-span (but not
necessarily the same x-span); lines [3] and [4] iterate over all pairs of x-spans
(represented by their heads), such that v is a member of the first span and w is
a member of the second; line [5] orders the two spans as forced by the presence
of edge (v, w).

The initial call on OrderDependentSpans in PreserveSpans serves to introduce
edges for all forced span orderings. The do-od-loop then implements a backtrack-
ing algorithm that examines all choices for independent span pairs. Each pair of
independent spans (represented by their span heads, say h, and h,) represents
two possibilities—the elements of Span(h,, x) could precede the elements of
Span(h,, x), or vice versa. The first possibility is represented by the call Add-
EdgeAndClose(R, (h,, h;)), which introduces an edge directed from h, to hy; the
second possibility (which is tried only in the backtracking step, guarded by the
condition “R is cyclic and " Empty(Stack)”) is represented by the call Add-
EdgeAndClose(R, (hs, h;)). In both cases, OrderDependentSpans is called to
introduce edges for all span orderings forced as a consequence of the new edge.
(A single edge, such as (h,, h2), may force an ordering between spans other than
those headed by h, and h;.)

The information needed for backtracking is kept as a stack of triples: the graph
R as it existed before a given “choice,” span head h,, and span head h,.
Backtracking terminates with failure if R is cyclic and the stack is empty, because
no alternative remains to be tried. When R is cyclic but the stack is not empty,
one entry is popped from the stack and the “choice” is tried in the opposite
direction. (Since there are only two choices to be tried for each pair of span
heads, there is no Push before continuing the search with the second alternative.)
PreserveSpans terminates with success if R is acyclic and there remain no
independent x-span pairs.

The cost of OrderDependentSpans can be expressed in terms of the following
parameters:

N the maximum number of vertices in a region,

|4 the number of variables in the program,

G the maximum number of spans of which any vertex is a member,
S the maximum size of a span.

Our statement of the complexity of OrderDependentSpans is based on the
assumption that the set operations Insert, Delete, and MemberOf have unit cost,
and that Union, Intersection, and Difference can be performed with linear cost.
At most N? edges can be inserted in R; for each edge, the processing cost is N%
the cost of reclosing R, plus the product of the costs of lines [2], [3], [4], and [5],
which are O(V), O(G), O(G), and O(S), respectively. Thus, the cost of Order-
DependentSpans is bounded by O(N? . (N?+ V . G? - §)).

PreserveSpans performs at least one call on OrderDependentSpans; if back-
tracking is needed, there can be an additional factor of 27, where P is the number
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x:=0 x:=0 x:=0
P thenx =11 if P then fi IfP thenx :=2fi
y i =x =X

A Base B

Fig. 18. Illustration of interference due to failure in OrderRegion.
Fragments of a base program and two variants, and the infeasible
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ordered so as to preserve both the flow edge from “x := 1”7 to “y :=
x”, and the flow edge from “x := 2” to “z := x”.

of pairs of independent spans that remain after the initial call on Order-
DependentSpans.

It is possible to sidestep entirely the need for backtracking in PreserveSpans
by allowing a limited amount of variable renaming to be performed. In particular,
when two x-spans, s, and s,, are independent, all occurrences of the name x in s,
(as well as in any x-spans that overlap s, in the region) can be replaced by a new
name not appearing elsewhere in the program. This renaming removes all
problematic choices, and thus PreserveSpans need never backtrack. The disad-
vantage of this measure is that the integrated program will include variable
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the integrated program be composed of exactly the statements and control
structures that appear as components of the base program and its variants.
Further work is needed to determine whether this technique will be necessary in
practice.

4.5.4 Examples of Interference Due to Infeasibility. In this section, we illustrate
the two ways in which ReconstituteProgram can fail. Failure can occur in
procedure OrderRegion because there is no acceptable ordering for the children
of some vertex of the merged program dependence graph G,. This kind of
infeasibility is illustrated in Figure 18.

An attempt to integrate any programs Base, A, and B that include the program
fragments shown in Figure 18(a) would produce a merged PDG that includes the
subgraph shown in Figure 18(b). OrderRegion would fail because the children of
the vertex “if P” cannot bhe ordered so as to preserve both the flow er]m:x from

“x:=1" to “y := x” and the flow edge from “x := 2” to “z := x.”

Failure can also occur in ReconstituteProgram after acceptable orderings are

found for the children of every vertex in Gy. After all calls to OrderRegion
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x:=1
while P doy :=x end while P do od while P dox :=2 end
A Base B
(a)

(b)

x =1
while P do @

yi=x
x =2

OQ‘Q

(c)

Fig. 19. Illustration of interference discovered in the final step of
ReconstituteProgram. The merged dependence graph Gy, shown in (b), is
not identical to the dependence graph of program Q, shown in (c), which
is the program generated from Gy, by ReconstituteProgram.

succeed, TransformToSyntaxTree is used to produce a program P, P’s program
dependence graph G is built, and Gp is compared to Gay; failure occurs if Gy, and
Gp are not identical. This kind of infeasibility is illustrated in Figure 19.

Again, an attempt to integrate any programs Base, A, and B that include the
program fragments shown in Figure 19(a) would produce a merged PDG that
includes the subgraph shown in Figure 19(b). OrderRegion would succeed, and a
program P that includes the program fragment shown in Figure 19(c) would be
produced. P’s program dependence graph would include the subgraph shown in
Figure 19(c), which is not identical to the subgraph shown in Figure 19(b); thus
ReconstituteProgram would fail.

4.6 Recap of the Program Integration Algorithm

The function Integrate, given in Figure 20, takes as input three programs, A, B,
and Base, where A and B are variants of Base. Whenever the changes made to
Base to create A and B do not interfere, function Integrate produces a program
P that integrates A and B.
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function Integrate(A, B, Base ) returns a program or FAILURE
declare
Base,A,B M : programs
Gp.o G4 .G, Gy program dependence graphs
begin
Gy :=(Gp /AP, po ) W (Gp /AP pare) Y (Chase | PPpose n.8)
W(Gu /AP pase # GaIAPA B} V (Gu I APp pose # Gp I APp ., ) then return( FAILURE ) &
M= Rcconsmulcl’ms:ram((m)
if M = FAILURE then return( FAILURE ) fi
return(M)
end

Fig. 20. The function Integrate takes as input three programs A, B, and Base,
where A and B are variants of Base. Whenever the changes made to Base to
create A and B do not interfere, function Integrate produces a program P that
integrates A and B.

The following theorem characterizes the execution behavior of the integrated

program produced by function Integrate in terms of the behaviors of the base
program and the two variants [27, 28]

ripialll ailQQ Lk allallls £0Oj .

THEOREM (Integration Theorem [27, 28)). If A and B are two variants of Base
for which integration succeeds (and produces program M), then for any initial state
¢ on which A, B, and Base all halt, (1) M halts on ¢; (2) if x is a variable defined
in the final state of A for which the final states of A and Base disagree, then the

final ctate of M aoroee mith the final ctate of A (Y 1f n nariahlo dofined
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in the final state of B for which the final states of B and Base disagree, then the
final state of M agrees with the final state of B on y; and (4) if z is a variable on
which the final states of A, B, and Base agree, then the final state of M agrees with
the final state of Base on 2.
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(with respect to Base) as well as the unchanged behavior of all three.

The cost of algorithm Integrate breaks down into three components: (1)
building the program dependence graphs for Base, A, and B; (2) building the
merged program dependence graph G, and determining whether the changed
behaviors of A and B are preserved in Ga; and (3) reconstituting a program
from Gy.

(1) Building a program dependence graph is dominated by the cost of computing
reaching definitions; for the limited language considered here, this has cost
O((# program components) - (# of assignment statements)).

(2) Function AffectedPoints (Figure 5) is linear in the size of its arguments;
slicing a graph is linear in the size of the slice. Consequently, the cost of
creating the merged graph Gy is linear in the sum of the sizes of GBase, GA,

an(l UB Dlmlldl’ly, Eﬂe (,OSE OI Lesmng IOI' lnterleren(,e Uy r,ne Eebl} aescrweu 1n
Section 4.4 is linear in the sum of the sizes of G4, Gg, and Gy,

(3) The cost of ReconstituteProgram is dominated by the cost of the calls on
PreserveSpans made by OrderRegion. If no backtracking is needed, the cost
of ReconstituteProgram is O(R - N? . (N*+ V . G2 S)), where R is the
ni ro on 10 18r 1 S are as

described in
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Section 4.5.3; backtracking can contribute an additional exponential factor
for each region.

5. APPLICATIONS TO PROGRAMMING IN THE LARGE

An environment for programming in the large addresses problems of organizing
and relating designs, documentation, individual software modules, software re-
leases, and the activities of programmers. The manipulation of related versions
of programs is at the heart of these issues. In many respects, program integration
is the key operation in an environment to support programming in the large.
Three specific applications for program integration are discussed below.

5.1 Propagating Changes Through Related Versions

The program-integration problem arises when a family of related versions of a
program has been created (for example, to support different machines or different
operating systems), and the goal is to make the same change (e.g., an enhance-
ment or a bug-fix) to all of them. Our program-integration algorithm provides a
way for changes made to the base version to be automatically installed in the
other versions.

For example, consider the diagram shown in Figure 21, where Figure 21(a)
represents the original development tree for some module (branches are num-
bered as in RCS [29]).

In Figure 21(b}, the variant numbered “1.1.2.1” represents the enhanced version
of the base program “1.1” (created by editing a copy of base program “1.1”).
Variant “1.1.2.2,” which is obtained by integrating “1.1.2.1” and “1.2” with respect
to “1.1,” represents the result of propagating the enhancement to “1.2.” Figure
21(c) represents the new development history after all integrations have been
performed and the enhancement has been propagated to all versions.

5.2 Separating Consecutive Program Modifications

Another application of program integration permits separating consecutive edits
on the same program into individual edits on the original base program. For
example, consider the case of two consecutive edits to a base program O; let O +
A be the result of the first modification to O and let O + A + B be the result of
the modification to O + A. Now suppose we want to create a program O + B that
includes the second modification but not the first. This is represented by situation
(a) in the following diagram:

O _ 0+A4
/ \ﬂ / \l
0+A\ /0+B O+A+B\ /O
W . /
O+A+B 0+ B

(a) (b)

Under certain circumstances, the development-history tree can be rerooted so
that O + A is the root; the diagram is turned on its side and becomes a program-
integration problem (situation (b)). The base program is now O + A, and the two
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el /l\ ”\

1111 12 11 12 1.1.21 1121
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Fig. 21. Propagating changes through a development-history tree.

variants of O + A are O and O + A + B. Instead of treating the differences
between O and O + A as changes that were made to O to create O + A, they are
now treated as changes made to O + A to create 0. For example, when O is the
base program, a statement s that occurs in O + A but not in O is a “new”
statement arising from an insertion; when O + A is the base program, we treat
the missing s in O as if a user had deleted s from O + A to create O. Version O +
A + B is still treated as being a program version derived from O + A. O + B is
created by integrating O and O + A + B with respect to base program O + A.

5.3 Optimistic Concurrency Control

An environment for programming in the large must provide concurrency control;
that is, it must resolve simultaneous requests for access to a program. T'raditional
database approaches to concurrency control assume that transactions are very
short-lived, and so avoid conflict using locking mechanisms. This solution is not
acceptable in programming environments where transactions may require hours,
days, or weeks.

An alternative to locking is the use of an optimistic concurrency control strategy:
grant all access requests and resolve conflicts when the transactions complete.
The success of an optimistic concurrency control strategy clearly depends on the

- existence of an automatic program-integration algorithm to provide acceptable
conflict resolution.

6. RELATION TO PREVIOUS WORK

We are not aware of any other work that permits the integration of program
variants so as to preserve changes to a base program’s behavior. One piece of
work that addresses a related, but different, problem is [7]; however, it treats the
integration of program extensions, not program modifications:

A program extension extends the domain of a partial function without altering

any of the initially defined values, while a modification redefines values that were
defined initially [7].

In [7], functions A and B are merged without regard to Base. The function
that results from the merge preserves the (entire) behavior of both; thus, A and
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0=
[ /|
—

Fig. 22. A base program and two variants, the program dependence graphs that would
be built for the three programs if program dependence graphs were to include anti- and
output dependence edges, and the merged graph. Control dependence edges are shown
in boldface; flow dependence edges are shown using (unlabeled) arrows; output depen-

“ 9,

dence edges are shown using arrows labeled “0”; antidependence edges are shown using
arrows labeled “—1”,

B cannot be merged if they conflict at any point where both are defined. In
contrast, this paper addresses the integration of modifications (in the sense
defined in [7], quoted above). With our technique, a program that results from
merging A and B preserves the changed behavior of A with respect to Base, the
changed behavior of B with respect to Base, and the unchanged behavior common
to all three.

In the rest of this section, we discuss some technical differences between the
program dependence graphs and operations on them that are used in this paper
and those used by others.

6.1 Program Dependence Graphs

There are several reasons for our use of program dependence graphs that include
def-order dependence edges but omit anti- and output dependence edges. The
basic problem is that, for the purposes of program integration, anti- and output
dependences impose unnecessary ordering constraints. Two consequences of this
problem are illustrated in Figures 22 and 23.

Figure 22 shows a base program and two variants, the program dependence
graphs that would be built for the three programs if program dependence graphs
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Fig. 23. Two strongly equivalent programs with different

/‘ =10 /‘ =11 sets of anti- and output dependences (antidependences are
ol a:=x V.4 of b:=x 1.i shown to the right of the program using arrows labeled “—17;
=11 =10 output dependences are shown to the left of the program

ol b=x of a =x using arrows labeled “0”). The programs have the same
y =12 )«'1 ¥ =12 ;1 (empty) sets of def-order dependences, and the same sets of

flow dependences.

combines the changed computations of the arlants w1th the computatlon com-
mon to all three programs. The merged graph is infeasible; it is not possible to
order the assignments to x so as to preserve the merged graph’s anti- and output
dependences. In contrast, if anti- and output dependences are omitted from the
program dependence graphs of this example, the merged graph is feasible and
corresponds to both of the programs shown in Figure 23 (ignore the anti- and
output dependence annotations).

~.
s
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than anti- and output dependences; using def-order dependences allows a larger
class of equivalent programs to have the same program dependence graph. Figure
23 shows two strongiy equivalent programs that have different sets of anti- and
output dependences .(and thus would have different program dependence graphs
if such graphs included anti- and/or output dependences). The programs have
the same (empty) sets of def-order dependences and the same sets of flow
dependences; thus, they have the same program dependence graphs, using the
definition from this paper.

6.2 Operations on Program Dependence Graphs

e Ao d A .

The pruuu—:m of geuelauug program text from a prograin a pex ence gxapu has
previously been addressed only in a context that admits a considerably simpler
solution. In previous work, the program dependence graph is known to correspond
to some program. For example, in the work on program slicing, because the slice
is derived from a program dependence graph whose text is known, when creating
the textual image of a slice, it suffices to take the text of the original program
and delete all tokens that do not correspond to components of the slice [24].
Our work requires a solution to a more general problem because the final

nrogram danandance oranh ic oeraatad hv meroing threoa +har nrogram dan
Pi axuxxl u\,yvxxuuxnuv SIGMIL IS LITAUW U Uy 11IUIH1llE LIILITT ULVl pPiygialll uvyv&xuv;nvv

graphs. The merged program dependence graph may not correspond to any
program at all, but even if it does, this program is not known a priori, when
ReconstituteProgram is invoked. As shown in [i8], the probiem of deciding
whether a PDG is feasible is NP-complete.

Ferrante and Mace describe an algorithm for generating sequential code for
programs written in a language with a multiple GOTO operator and impose the
condition that the algorithm not duplicate any code in this process [10]. Programs
written in the language they consider have a close correspondence to the subgraph
of control dependences of a program dependence graph. They discuss the appli-
cation of their algorithm to compiling a program dependence graph for execution

PPy n.—.+ al smanhine: hawrava naatime that anly o camtainrn oalage of

on a [TYyu €iitial 11iavliiiiie, ILUWCVUI, blle assuine uwnat Ullly a uveliuvalll uviass vl

optimizing transformations has been applied to the original (feasible) PDG. They
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assert that the transformations of this class preserve the property that the
resulting graph is feasible. Thus, while their results are relevant to generalizing
ReconstituteProgram to work on PDGs generated from programs with arbitrary
control flow [11], they will have to be extended to account for the possibility of
infeasibility.

7. EXTENSIONS AND FUTURE WORK

In this paper, the problem of program integration is studied in an extremely
simplified setting. For this reason, the algorithm described in the paper is not
yet applicable to real programming languages; however, we feel that the approach
that we have developed provides a strong foundation for creating a system that
supports program integration. In this section, we describe some of the issues we
have addressed in extending our work and outline some problems for future
research.

7.1 Applicability to Realistic Languages

A e Py S Aofinlinnmalisag af +ha ant atiidr ana tha ok
nuluug uuc UUVIULIB uUllblb‘llblUb UL l/llU IJLCDUIIKI buuu.y altT uiIc ak

programming constructs and data types found in languages used for writing “real”
programs. Certainly, one area for further work is to extend the integration
method to handle additional programming language constructs, such as declara-
tions, break statements, and I/O statements, as well as other data types, such
as records and arrays.

The major challenge when extending the integration method to handle other
programming language constructs is devising a suitable extension of the program

danandance ranracantation n‘r\v avamnla tha ﬁ\mr\]ncf way r\f" handling arravs 1c
UTPULIUTLIVT ITPITOTIIVALVIVEL. CAQILLIPIT, VT BllpPItoy Ay nangaian H Ariays

to treat an update to any cell as a conditional update to the entire array. However,
this strategy would preclude the integration of some noninterfering variants.
Analyses of array index expressions developed for vectorizing compiiers provide
sharper information about the actual dependences among array references
[2, 3, 6, 31]. Because the definition of program dependence graphs that we
use for program integration differs from that used in previous work, previous
results in this area will require adaptation.

We have recently made progress towards handling languages with procedure

calls and pointer-valued variables. Our results in these areas are summarized
below.

o an
DTLILT U

7.1.1 Interprocedural Slicing Using Dependence Graphs. As a first step toward
extending our integration algorithm to handle languages with procedures, we
have devised a multiprocedure dependence representation and developed a new
algorithm for interprocedural slicing that uses this representation [19]. The
algorithm generates a slice of an entire system, where the slice may cross the
boundaries of procedure calls. It is both simpler and more precise than the one
previous algorithm given for interprocedural slicing [30].

The method described in [30] does not generate a precise slice because it fails
to account for the calling context of a called procedure. The imprecision of the
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method can be illustrated using the following example:

program Main
sum = 0;
x =1
while x < 11 do
call Add(sum, x);
call Add(x, 1) return
end
end(x, sum)

procedure Add(a, b)

a:=a+b

Using the algorithm from [30] to slice this system with respect to variable x at
the end of program Main, we obtain everything except the final use of sum at
the end of program Main:

sum := 0;
=L procedure Add(a, b)
call Add(sum, x); e +b
call Add(x, 1)
e d
end(x)

However, further inspection shows that the value of x at the end of program
Main is not affected by the first call on Add in Main, nor by the initialization of
sum in Main. The reason these components are included in the slice is (roughly)
the quOv‘v‘iﬁg" the statement “call Add{.& L} > in prograin Main causes the slice
to “descend” into procedure Add. When the slice reaches the beginning of Add,
it “ascends” to all sites that call Add, both the site in Main at which it “descended”
as well as the (irrelevant) site “call Add(sum, x).” :

In contrast, our algorithm for interprocedural slicing correctly accounts for the
calling context of a called procedure; in the example give above, the first call on
Add in Main and the initialization of sum in Main are both correctly left out of

the slice:

program Main
x =1
while x < 11 do
call Add(x, 1)
end
end(x)

procedure Add(a, b)

a:=a+b
return

A key element of this algorithm is an auxiliary structure that represents calling
and parameter-linkage relationships. This structure, called the linkage grammar,
takes the form of an attribute grammar. Transitive dependences due to procedure
calls are determined using a standard attribute-grammar construction: the com-
putation of the nonterminals’ subordinate characteristic graphs. These depen-
dences are the key to the slicing algorithm; they permit the algorithm to “come

back up” from a procedure call (e.g., from procedure Add in the above example)
without first descending to slice the procedure (it is placed on a queue of

ALITOVL A2IsL CGeslCliQlly VO R0 UAIE plOoLeddlllc iz pial
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procedures to be sliced later). This strategy prevents the algorithm from ever
ascending to an irrelevant call site [19].

7.1.2 Dependence Analysis for Pointer Variables. To incorporate pointer-val-
ued variables, an analysis of pointer usage is necessary; without the information

that such an analvsis provides, an update via a dereferenced pointer has to be

hat such an analysis provides, an update a dereferenced pointer has to
considered a potential update to every location in memory.

We have devised a method for determining data dependences between program
statements for programming languages that have pointer-vaiued variabies (e.g.,
Lisp and Pascal). The method determines data dependences that reflect the
usage of heap-allocated storage in such languages, which permits us to build (and
slice) program dependence graphs for programs written in such languages. The
method accounts for destructive updates to fields of a structure, and thus is not
limited to simple cases where all structures are trees or acyclic graphs; the method
is applicable to programs that build up structures that contain cycles.

Unlike the situation that exists for programs with (only) scalar variables—
where there 1s a fixed “layout” of memory—for programs that manipulate heap-
allocated storage, not all accessible memory locations are named by program
variables. In the latter situation, new memory locations are allocated dynamically
in the form of cells taken from the heap. To compute data dependences between
constructs that manipulate and access heap-allocated storage, our starting point
is the method described by Jones and Muchnick in [20], which, for each program
point g, determines a set of structures that approximates the different “layouts”
of memory that can possibly arise at ¢ during execution. We extend the domain
employeu in the Jones-Muchnick abstract uwerpretauon so that the \austract)
memory locations are labeled by the program points that set their contents. Flow
dependences are then determined from these memory layouts according to the
component labels found along the access paths that must be traversed to evaluate
the program’s statements and predicates during execution.

7.2 An Interactive Integration Tool

It remains to be seen how often integrations of real changes to programs of
substantial size can be automatically accommodated by our integration technique.
Due to fundamental limitations on determining information about programs via
data-flow analysis and on testing equivalence of programs, both the procedure
for identifying changed computations and the test for interference must be safe
rather than exact. Consequently, the integration algorithm will report interfer-
ence in some cases where no real conflict exists. Whether or not fully automatic
integration is a realistic proposition can be determined only through experience;
an integration tool must be built and used on real programs.

A successful integration tool will certainly have to provide facilities for pro-
grammers to cope with reported interference—facilities that would enable diag-
nosing spurious interference of the kind described above, as well as aids for
resolving true conflicts. For these situations, it is not enough merely to detect

and report interference; one needs a tool for semiautomatic, interactive integration
so that the user can cuide the integration process to a successful combletion.

viiadv Uil Call gl VT Ul piauilill VLT=S VO & SLCasilil LOLAPRTAL

Some rudimentary dlagnostlc facilities have been incorporated in a prototype
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program-integration tool embedded in an editor created using the Synthesizer
Generator [25, 26]. The tool’s integration command invokes the integration
algorithm on a base program and two variants, and reports whether the variant
programs interfere. If interference is reported, it is possible for the user to
examine sites of potential conflicts-—sites which may or may not represent actual
conflicts. (Roughly speaking, the sites reported are those at which slices of the

two variants become “intertwined” in the merged graph.) The tool’s slice com-
mand makes it possible for the user to display the elements of program slices;

mand mal ces it possible for the user to display the elements of program slice
slicing can be invoked to provide further information about potential integration
conflicts.

Further work on this tool is needed to provide capabilities for the user to
resolve conflicts and create a satisfactory merged program. Renaming program
variables and suppressing dependences between program components would be
two ways a user might interact with an interactive integration tool. Conflict-
resolution facilities could operate directly on the merged program dependence
graph, which is built by the integration algorithm whether or not the variants

interfere.
7.3 Alternative Program-Integration Criteria

We anticipate that it will be useful to define variations on the technique presented
in this paper. It will undoubtably be desirable for users to be able to supply
pragmas to furnish additional information to the program-integration system.
For example, a user-supplied assertion that a change to a certain module in one
variant does not affect its functionality (only its efficiency, for example) could
be used to limit the scope of slicing and interference testing.

A somewhat different possibility exists when one can anticipate that a suc-
u:bbxuu_y ulbchaucu program will never have to be examined u_y a human pro-
grammer. Under these conditions, there are perhaps more liberal notions of
program integration; for example, the integration procedure should be permitted
to rename freely any variable that occurs in the program.

Finally, there may be cases where it is desirable for programs produced through
integration to have somewhat different semantic properties than those guaran-
teed by the algorithm given above. For example, consider the integration of
programs that contain I/O statements. I/O statements could be treated as
accesses to two special objects input and output, which may be thought of as
streams that are updated whenever operations are performed on them. For
example, an output statement “write x” could be treated as an assignment
“output := output | StringValueOf(x},” where the symbol “|” represents siring
concatenation. Consequently, output statements would be treated just like as-
signment statements in terms of detecting changes to a base program’s behavior,
and the relative order of output statements appearing in a program P would be
captured in Gp by flow dependence edges [24]. Unfortunately, the integration of
a base program with two variants that both affect the output stream would fail
due to interference. Thus, it may be useful to develop an alternative representa-
tion for output statements in dependence graphs that would allow the creation

of an intooratad nrooram that wonld not nececsarily nreserve the sutnut atream
vi Qi1 leucsxuucu vasxalu VilAAU YYUuUlu l1uvvyY IICLUDB(AIAIJ PICDCL YO Ul Uubyuu ouULTAlLll

of either variant, but instead produce an interleaving of their output streams. In
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cases where interleaved output is an appropriate property, this might make it
possible to perform integrations that would otherwise fail.
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