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ABSTRACT
In this paper, we present an automated debugging technique that explains a failure by computing its causal path leading from the root cause to the failure. The technique assumes two executions, one passing and the other failing. The two executions could be directly available if the failure is caused by a regression fault. Otherwise, the passing run is automatically generated by searching for a dynamic patch. Fine-grained program state comparison between the two runs is performed to isolate the causal path. We identify that a key step is to align two executions before comparison. We propose to use a technique called execution indexing, whose goal is to establish a mapping between equivalent points in two different executions based on execution structure so that comparison can be meaningfully performed. We formally define the technique, identify and prove properties that are crucial to efficiency and efficacy. Experiments show that the proposed approach is able to compute high quality causal paths that explain failures, with reasonable cost.

1. INTRODUCTION
Debugging identifies faults in software by diagnosing runtime failures. It is an indispensable process for software dependability and productivity. It would be ideal to be able to prevent mistakes in the first place or identify faults statically without letting them manifest as runtime failures. However, due to the limitations of the enabling techniques (e.g., formal verification, model checking, and static program analysis), and the fact that error-prone humans play an important role in employing these techniques, it is unlikely runtime failures can be fully prevented in the near future. Therefore, debugging remains a key challenge.

Over the years, software has evolved from small sequential programs to concurrent or distributed programs with millions of lines of code. The common practice of debugging is still that upon observing a failure, the programmer sets breakpoints, restarts the execution, changes values at breakpoints, and inspects the result of the perturbation. Such a practice is tedious and sometimes becomes unmanageable for large software.

Automated debugging has been increasingly studied lately [22, 23, 9, 18, 7]. Existing techniques have the following limitations. First, the outcome of most automated techniques is a ranked list of statements that are fault candidates. The onus is on the programmer to understand the failure and correlate these fault candidates to the failure in order to decide which one is the real fault. Second, these techniques handle only coding errors, i.e. assume faults reside in code. It is reported in [17] that, in reality, many failures cannot be attributed to coding errors. One of the largest classes of problems arises from errors made in the eliciting, recording, and analysis of requirements. The resulting failures cannot be simply blamed on specific program statements. Understanding the causality of these failures is highly desirable. Third, many techniques assume a large test suite, which may not be easily satisfiable.

Recently, Zeller et al. proposed a technique to isolate state transitions that are critical for a failure [37, 7]. The idea is to compare the failing execution with a similar but correct execution generated from a different input. The sequence of state difference transitions can serve the goal of failure explanation to some extent. However, using an execution from a different input for comparison introduces misleading noise into the results due to the underlying semantic differences between the two executions. Moreover, the points in the two executions where comparisons are conducted have to be selected manually or by ad-hoc methods such as using timestamps. The incurred inaccuracy often leads to state transitions that are irrelevant to the failure being isolated.

In this paper, we propose a technique to compute failure explanations automatically. Given 1) a defective program, 2) input that causes the defect to be observed, and 3) a non-regression version of the faulty program or the desired output if such a version is not available, the system automatically derives a failure explanation. The explanation is a minimal sequence of causally related, executed statements that produce faulty values in the failing run, starting from the root cause and leading to the observable defective behavior. Informally, two executed statements are causally related with respect to sets of variables if the values of one set at the earlier statement decide the values of another set at the later statement. These explanations capture both the exact source code relevant for fixing the defect and the behavior that encompasses how the faulty code interacts with the program to produce a defective result. Hence, they can substantially facilitate the process of understanding and then
correcting defects.

**Motivating Example.** To better illustrate the capability of the proposed technique, one of the case studies for real world applications is presented as follows.

Version 2.5.1 of the *grep* utility has a flaw which causes *grep* to fail to find strings that match the user provided pattern if both -F and -w options are specified [39]. These options require that the pattern be a string and a word respectively, but those cases are not mutually exclusive and should not preclude matching. This is a design bug.

**Code Snippet**

Fexecute(buf, size, match_size, exact):
1  if (match_words) {
2    /*verify the match is a word*/
3    return -1;
4  grepbuf (char const *beg, char const *lim):
5  while (match_offset != -1) {
6    /*Print results & Keep scanning*/

**main(argc, argv):**
7  while (opt != -1) {
8    case 'w': match_words = 1;
9    case 'F': setmatcher ("fgrep");
10   n += grepbuf (beg, lim);*

**Causal Path**

At 7, opt is given 1
At 9, match_words is given 1
At 1, (match_words) is true
At 3, Fexecute returns -1
At 4, match_offset is given -1
At 5, (match_offset != -1) is false
Thus the output ... differs from ...

**Figure 1: Causal Path for grep 2.5.1**

The resulting causal path and relevant code is reproduced in Fig. 1. First, the causal path reveals that the -w option is required for the error and that it requires word patterns by setting the *match_words* flag. The third step says this flag is checked in *Fexecute*, whose execution is dictated by the option -F. Due to the erroneous design, *Fexecute* immediately and prematurely returns -1 to *match_offset*, signaling that the buffer is done scanning. Finally, at statement 5, *match_offset* is checked and the program ends without printing any matches.

For this case, there is no single statement to blame for the failure. Understanding the causal path of the failure becomes much more important. In *grep* 2.5.3, the bug is fixed by placing a multi-line patch at statement 2. Observe that this is where the explanation deviates from the programmer’s intent and returns prematurely. The fact that the causal path provides an explanation and points the programmer to the faulty location clearly demonstrates the power of proposed technique. Note that the explanation contains only 6 steps while the program has over 9000 lines of code.

The overarching design of the system involves first generating a reference execution modeling the correct behavior, either from a non-regressing version or by dynamically patching the failing execution, driven by the given expected output. It then aligns the failing and reference runs. This is necessary because the two executions may differ in control flow as well as in program state, so comparison may be carried out at incomparable places if executions are not carefully aligned. Program states at aligned points are compared and state differences are minimized. The chain of minimal state differences that are critical to the manifestation of the failure is reported as the causal path of the failure.

In summary, this paper makes the following major contributions.

- We propose a technique that can automatically explain software failures by computing their causal paths. We develop a formal model in which the causal path computation is defined.
- We present two ideas that are key to efficacy. One is to use a technique called execution indexing (EI) to align executions before they are compared. The other is to use a reference execution originating from the same input instead of a different input for comparison.
- We identify and prove that the causal path computation must terminate at the root cause if the root cause is a single line fault.
- We propose fast pass optimizations that can avoid redundant computation. We also prove these optimizations are safe, meaning that they do not alter the final outcome.
- We implement a prototype and evaluate it on a few hundred synthetic bugs in the Siemens test suite [10] and a set of real world bugs from medium-sized open source programs. The evaluation demonstrates the effectiveness and efficiency aspects of the technique. In 80% of the synthetic cases that are not caused by code omissions (the fault is that a piece of code missing) and 85% of the real cases, it precisely captures the perfect failure explanations. These causal paths start exactly at the root cause, end at the point of failure. Most of them have a length less than 10 steps, requiring very little effort for a human to understand the failures.

2. OVERVIEW

The central idea of the technique is to compare two executions generated from the same input, with one passing and the other failing. The comparison is done by contrasting the states at corresponding points in the two respective runs, starting from the point of failure and proceeding backwards. In particular, the faulty variables at a step are derived by comparing their values in the failing run with those in the correct run. Not all faulty variables are relevant to the failure. Our technique minimizes the set of relevant faulty variables at each step. The process terminates when there are no relevant variables, often implying the faulty statement has not yet polluted program state at that point in the failing execution. The causal path is essentially the chain of definitions that produce the relevant faulty variables.

Consider the example in Fig. 2. The code on the left computes the sum of values stored in a linked list. There is a regression fault at line 5, which alters the result of the predicate variable x. The predicate controls whether or not the current element should be skipped. The table presents the two executions. Columns *Execution* present the statement traces and columns *σ(…)* present the program state before each statement execution. A state comprises the values of the listed variables. Pointer values are represented by linked list states on the bottom. For example, at point 2 the running state “S1, 1, ...” means that before executing the statement at 2, the pointer p is pointing to the head of the list, *sum* has the value of 1 and *x* has not been defined.
The two executions are first aligned, using the information in the Index column. Explanation of execution indexing will be presented in Section 3. In the table, the two executions have already been aligned, i.e., corresponding points are in the same row. The computation is conducted by stepping backwards at the aligned points. As the first step of the causal path computation, it is observed that the two outputs have already been aligned, i.e., corresponding points are in sum=\(s=p=\text{null}\), N. 3. EXECUTION INDEXING

The success of the technique hinges on correctly identifying corresponding points in the two executions. Comparisons are only performed at such aligned points. If points for comparison are not carefully chosen, the resulting state difference may very likely be due to the intrinsic semantic differences between the two points instead of the fault. As a consequence, the resulting causal path may fail to explain the failure. A simple strategy is to align two execution points (across executions) that have the same statement, calling context, and instance count. However, such an idea fails short in practice. Following this strategy, in Fig. 2, the first instances of statement 7 (the grey lines in columns Execution) in the two runs align. Comparing their states identifies that the values of \(x\) concur, which implies \(x\) has the correct value. However, \(x\) has a faulty value in the failing run. This is masked by the fact that the comparison is performing between undesirable points.

In this paper, we use execution indexing (EI) developed in our prior work [20] to facilitate alignment. Informally, an index tree is constructed for an execution, representing the nesting structure of execution points. In particular, a leaf node is created for each execution point. Internal nodes are created to represent control structures such as branches of conditionals, loop bodies, and method invocations. The index trees for the two executions in Fig. 2 are shown in Fig. 4. Consider the left tree. The root node represents the whole execution, which consists of three statement executions preceded with the failure and hence include points such as \(\sigma\) (because the failure is transitively dependent on it through the edge from \(\tau\) to \(\omega\)). In contrast, our causal path is very precise and often captures the root cause as the head of the path; individual steps in the path contain only faulty values and are causally related; and the path ends at the failure.

![Figure 2: Example for causal path computation. Code is on the left; column Index represents an abstraction for executions points that allows execution alignment; Execution presents the trace; \(\sigma\) shows program state; symbol \(s\) is the abbreviation for variable sum; value differences that are relevant to the failure are boxed; pointer values \(s_1, s_2, s_3\), and \(n\) are explained on the bottom.](image-url)
Figure 3: Structural indexing trees for the executions in Fig. 2 with boxes representing leaf nodes and circles representing internal nodes. Dotted lines show part of the alignment.

sented as the leaf children of the root. Since the while statement has substructure, an internal node 2, represented as the leaf children of the root. Since the while statement is created to represent the loop body. The remainder is constructed similarly. Execution alignment is achieved by aligning the index trees. The intuition is that at the highest level, the two roots should align because the two executions as a whole should align. The terminal children of the roots, namely, the three statements at the first level, should align as represented by the dotted lines because their executions are dictated by their parent. The internal nodes may or may not align, depending on their branch outcomes. If they do align, the recursive alignment of their children should be further performed. It is easy to tell that all the nodes in the left tree have corresponding instances in the right tree except for the shaded 6 and 7. That clearly indicates the branch was taken in the failing run but not in the passing run.

The index of an execution point is defined as the path leading from the root of the index tree to the terminal node representing the point. For instance, the index of the shaded 7 in the corner of the left tree is [S, 2, 6, 7], implying the statement execution is inside the first iteration of the loop and the true branch of the if statement at 6. It has been proved in [36] that an index uniquely represents an execution point. Optimizations and handling non-structural control flow caused by break/continue/longjmp/setjmp are also discussed in [20]. EI has been used in [36, 19] to identify corresponding dynamic points across concurrent executions.

In this paper, we compute indices on the fly and emit them to a trace. This index trace is used to align the two executions and drive causal path computation.

4. FORMAL MODEL

4.1 The Language

We first introduce a simple imperative language. The syntax is shown in Fig. 4. We will discuss extensions to handle methods, pointers, etc. in Section 5. In the language, statements are uniquely labeled to denote static program points. Only variables are allowed as predicates of conditional and loop statements. If an expression is intended to be used as a predicate like in C programs, it will be expressed as an assignment to a variable followed by a predicate on the variable. We also use a special statement endif to explicitly denote the end of the conditional statement. Note that the grammar dictates that a endif uniquely matches with a if statement. Skip represents an empty statement. A value could be a boolean or an integer.

The operational semantics for the core language is presented in Fig. 5. Relevant definitions are given on the top. Symbol σ is used to represent the store, which is a mapping from variables to constants. Index is a sequence of labels, which may be annotated with boolean values, to denote the index of the current evaluation point.

4.1.1 Evaluation Rules

The evaluation rules along with instrumentation semantics to compute indices are presented in Fig. 5. Expression evaluation is of the form (e, σ) → v, meaning an expression e is evaluated to a value v with the store σ.

The configuration of statement evaluation is of the form (s, σ, I), in which s represents a statement and I represents the nesting structure of the current evaluation. The current index is the concatenation of I and the label of the statement under evaluation. Rule Assignment evaluates the right hand side expression and updates the store accordingly. In conditional statements (If-True and If-False) evaluation, the branch is taken according to the value of the predicate variable, and the index is updated by pushing the label of the conditional statement (annotated with the branch outcome to distinguish the two branches), indicating the subsequent statement evaluations are nested in the branch of the conditional. At the end of the taken branch, Rule Endif is applied to evaluate the endif statement, which pops the most recently pushed label from I, indicating the following statement evaluations are no longer nested in the branch. The index manipulations are analogous to call stack manipulations, both following the LIRO rule. The difference is that index computation requires pushing at predicates and popping in the end of branches. Rule While expands a loop statement to a conditional statement, whose evaluation will update I. Note that in the expanded form, the if statement

KERNAL-LANGUAGE L

<table>
<thead>
<tr>
<th>Kernel-Language L</th>
</tr>
</thead>
<tbody>
<tr>
<td>e ∈ Expression ::= x</td>
</tr>
<tr>
<td>s ∈ Statement ::= x = e</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>v ∈ Constant ::= true</td>
</tr>
</tbody>
</table>

Figure 4: Syntax
### Definitions

\[\sigma \in \text{Store} ::= \text{Variable} \rightarrow \text{Constant}\]

\[\mathcal{I} \in \text{Index} ::= (T/F/\epsilon)\]

#### Right Hand Side Rules

\[\langle x, \sigma \rangle \rightarrow \sigma(x)\]

\[\langle v, \sigma \rangle \rightarrow v\]

#### Statement Rules

\[\langle e_1, \sigma \rangle \rightarrow v_1\]

\[\langle e_2, \sigma \rangle \rightarrow v_2\]

\[\langle e_1 + e_2, \sigma \rangle \rightarrow v_1 + v_2\]

#### Assignment

\[\langle e = v, \sigma, \mathcal{I} \rangle \rightarrow \langle \text{Skip}, \{x \rightarrow v\}, \mathcal{I} \rangle\]

#### Endif

\[\langle \text{endif}, \mathcal{I}, \sigma \rangle \rightarrow \langle \text{Skip}, \mathcal{I} \rangle\]

#### If

\[\langle \text{if} x \; \text{then} \; s_1 \; \text{else} \; s_2; \; \text{endif}, \; \sigma, \; \mathcal{I} \rangle \rightarrow \langle s_1; \; \text{endif}, \; \sigma, \; \mathcal{I} \cdot \ell^T \rangle\]

\[\langle x, \sigma \rangle \rightarrow \text{false}\]

\[\langle x, \sigma \rangle \rightarrow \text{true}\]

#### While

\[\langle \text{while} \; x', \; \{s\}, \; \sigma, \; \mathcal{I} \rangle \rightarrow \langle \text{if} \; x' \; \text{then} \; s; \; \text{while} \; x' \; \{s\} \; \text{else} \; \text{Skip}; \; \text{endif}, \; \sigma, \; \mathcal{I} \rangle\]

\[\langle s_1, \sigma, \mathcal{I} \rangle \rightarrow (r', s'), \text{~} (\text{Sequence})\]

\[\langle \text{Skip}; \; s, \sigma, \mathcal{I} \rangle \rightarrow \langle s, \sigma, \mathcal{I} \rangle\]

Figure 5: Evaluation Rules.

and the \text{while} statement have the same label, ensuring that iterations can be correctly represented by having the same label repeated on \mathcal{I}. Rule \text{Sequence} handles the evaluation of a statement sequence. Rule \text{Skip} represents a no-op and reduces the statement sequence. The evaluation terminates if the program evaluates to a \text{Skip} statement.

**Example.** The following example demonstrates how \mathcal{I} is updated in loop evaluation. For brevity, the stores are not presented and an expression is used as the loop predicate. Variable \(i = 0\) initially.

\[
\begin{align*}
\langle \text{while} \; i < 2^1 \{ i = i^2 + 1 \}, [S] \rangle &\rightarrow \\
\{ \text{if} \; i < 2 \; \text{then} \; i = i^2 + 1; \; \text{while \; else \; ...; \; endif}, [S] \} &\rightarrow \\
\{ i = i^2 + 1; \; \text{while \; endif}, [S, \; 2^1] \} &\rightarrow \\
\{ \text{while} \; i < 2^1 \{ i = i^2 + 1 \}; \; \text{endif}, [S, \; 2^1] \} &\rightarrow \\
\{ \text{if} \; i < 2^1 \; \text{then} \; \text{while \; else \; ...; \; endif}, [S, \; 2^1] \} &\rightarrow \\
\{ i = i^2 + 1; \; \text{while \; endif}, [S, \; 2^1, \; 2^1] \} &\rightarrow \\
\text{...} &\rightarrow \\
\langle \text{endif}, [S, \; 2^1, \; 2^1] \rangle &\rightarrow \\
\langle \text{endif}, [S, \; 2^1] \rangle &\rightarrow \\
\end{align*}
\]

The while statement is expanded to a if statement. The if statement evaluation at each iteration pushes an annotated label 2 to \mathcal{I}, which is popped when the corresponding endif statement is encountered later. A more complicated example on index computation can be found in Fig. 2

In order to drive causal path computation, we introduce the tracing semantics in Fig. 6. These evaluation rules yield a sequence of index and store pairs. If the statement being evaluated is an assignment or a conditional, the rules are of the format on the top. More particularly, a trace entry is emitted, consisting of the index of the evaluation and the store right before the evaluation. The index is the concatenation of \mathcal{I} and the label of the statement. For statements whose evaluations do not have any effect on data or control flow, namely, do not change the store or the index, the tracing rules have the format on the bottom. Loop statements and skip statements fall into this category. Note that in our implementation, we do not collect stores in the trace. Instead, we only collect the index trace and since we consider only deterministic execution, the stores can be reproduced through re-execution.

### 4.2 Causal Path Computation

In our formal model, we consider two program versions: \(P_F\) represents the passing version and \(P_F\) represents the failing version. From now on, we use superscripts \(F/P\) to distinguish terms or operations in the failing evaluation and the passing evaluation, respectively. Let \(\Delta\) be a sequence of code edits, including statement changes, additions, and eliminations.

\[P_F = \Delta P_P\]

We further assume a unique label is associated with each distinct statement across versions. In other words, the statements that have not been changed must have the same label. This ensures our execution indices are able to correlate execution points across runs.

Next, we present evaluation rules for causal path computation. The evaluation configuration has the form of \((\Lambda, \Gamma, CP)\). The definitions of the terms are presented in Fig. 7. In particular, \(\Lambda\) is a sequence of alignment entries, representing the join \((\nabla x)\) of the passing trace and the failing trace on the index field. The join operator in defined in Fig. 7. Intuitively, it realizes trace alignment by finding entries that have identical indices in both traces and composing them into alignment entries. An alignment entry, denoted as \text{align}, consists of an index that is present in both traces and the stores for the index in the two traces. Term \(\Gamma\) represents the set of...
relevant variables at an alignment entry. Informally, relevant variables contain different values in the two runs and they transitivity cause the failure. A variable in a relevant set is also called a value difference. Term \( CP \) represents the causal path, it is essentially a set of causally related definition points denoted by their indices. It provides reasoning about the failure generation.

Rule \textit{Induction} defines a helper relation. A set of variables \( \Gamma_0 \) at an earlier alignment entry \( \text{align}_0 \) induces a given relevant set \( \Gamma_1 \) at a later alignment entry \( \text{align}_1 \), if all variables in \( \Gamma_0 \) have different values in the earlier stores, and replacing their values in the passing evaluation with their values in the failing evaluation leads to the later evaluation at \( I_1 \cdot \ell_1 \), and the variables in \( \Gamma_1 \) have the same faulty values. Note that symbol \( \neg P \) represents program evaluation with the passing program version. The causal path evaluation is driven by \( \Lambda \) in a reverse order. Intuitively, the process evaluates each entry in \( \Lambda \) from the end to the beginning. Relevant variables are computed at each step, definition points of relevant variables are inserted into \( CP \) to construct the causal path. In Fig. 7 Rule \textit{Initialization} initiates the evaluation. The alignment is the join of the passing trace and the failing trace. The relevant set is initialized to be empty. Rule \textit{Single-Step} explains how a single step causal path evaluation is conducted. It concerns two consecutive alignment entries identified by \( I_0 \cdot \ell_0 \) and \( I_1 \cdot \ell_1 \), i.e. \( \text{align}_0 \) and \( \text{align}_1 \), with \( I_0 \cdot \ell_0 \) being the predecessor in the program evaluation order. Symbols \( I_0 \) and \( I_1 \) represent the statements in the two entries. We use \( \ell \) to denote statement \( s \) with a label \( \ell \). Given the relevant variables \( \Gamma_1 \) at \( \text{align}_1 \), the rule generates the relevant variables at the preceding entry \( \text{align}_0 \). The evaluation can progress as long as there is a minimal non-empty relevant set at the preceding entry that induces \( \Gamma_1 \) at the later entry. Minimality is simply set cardinality minimality. The causal path is updated with the definition points of the variables in \( \Gamma_0 \) in the failing run, i.e. the points generate the faulty values.

\textbf{Example.} Consider our running example. The application of the \textit{Initialization} rule sets \( \Lambda \) to
\[
\begin{align*}
\text{align}([S,1], &\{p \leftarrow N, s \leftarrow 0, \ldots\}, \{p \leftarrow N, s \leftarrow 0, \ldots\}) \cdot \\
\text{align}([S,1], &\{p \leftarrow S_1, s \leftarrow 0, \ldots\}, \{p \leftarrow S_1, s \leftarrow 0, \ldots\}) \cdot \\
\ldots &
\end{align*}
\]

The shaded trace entries such as that at \( \odot \) are not part of \( \Lambda \).

The relevant set \( \Gamma \) is set to \{s\} as \( s \) is an output variable that has different values. For brevity, we use shorthands, e.g., \( \text{align}_s \) is the shorthand for the alignment entry at \( \odot \).

Since

\[
\{s\} \subseteq \{y \mid \sigma^0_H(y) \neq \sigma^0_F(y)\}
\]

Rule \textit{Induction} applies and

\[
\{\{s\}, \text{align}_H\} \Rightarrow \{\{s\}, \text{align}_F\}
\]

We can also easily infer that

\[
\{\{s, x\}, \text{align}_H\} \Rightarrow \{\{s\}, \text{align}_F\}
\]

However, \( \{s, x\} \) is not the minimal inducing set. Therefore, Rule \textit{Single-Step} applies and we have

\[
\{\Lambda_s \cdot \text{align}_H \cdot \{s, \phi\} \Rightarrow \{\Lambda_s \cdot \text{align}_H \cdot \{s\}, \{s \cdot I_E\} \}
\]

Note that \( \text{defpoint}(s, I_H) = I_E \). Other steps are similarly conducted.

\subsection{4.3 Root Cause Acquisition}

We can prove that the causal path always starts with the root cause when certain conditions are satisfied. In other
words, such paths are rooted at the faulty statement, end at the failure manifestation point, and have causally related intermediate steps, thus serving as an explanation for the failure. According to Rule Single-Step in Fig. 1 the causal path computation is a backward process that updates the relevant set \( \Gamma \), driven by the alignment \( \Delta \). We say the process terminates if the evaluation rule cannot proceed, namely, one of the three premises of Rule Single-Step is not satisfied.

**Theorem 1.** If the fault is a single definition mutation as follows,

\[
x = \ell_0 \cdot e_1; \ldots \Rightarrow x = \ell_0 \cdot e_2; \ldots
\]

and the faulty statement is evaluated once, then

\[
(\Delta, \Gamma, \phi) \xrightarrow{cp} \ldots \xrightarrow{\phi} (\ldots \text{align}_0 \cdot \text{align}_1 \{x\}, CP) \xrightarrow{\phi} \text{holds.}
\]

In other words, the causal path computation must terminate at entry \( \text{align}_1 \) with the index \( \ell_0 \cdot \ell_0 \) and the relevant set at the following alignment entry \( \text{align}_0 \) must be a singleton containing \( x \).

**Proof.** Let \( \text{entry}_0^F \) be the shorthand for \( \text{entry}(\ell_0/1 \cdot \ell_0/1, \sigma_0^F) \). Let the causal path computation terminate at \( \text{align}_n \), which is the shorthand for \( (\ell_0 \cdot \ell_0, \sigma_0^F, \sigma_0^n) \). Let \( \text{align}_0 \) be the following alignment entry. Operator \( \subset \) is used to represent the sub-sequence relation. Operator \( \xrightarrow{T} \) represents tracing rule application in the failing evaluation. Operator \( \xrightarrow{=} \) represents semantic rule application in the failing evaluation.

\[
\text{align}_0 \cdot \text{align}_1 \subset \Delta = T^P \xrightarrow{\phi} T^F \Rightarrow T^F = T_0 \cdot \text{entry}_1^F \ldots \cdot \text{entry}_1^F \ldots \Rightarrow (s_1^F; S_0, \sigma_0^F, T_0, \text{entry}_0^F) \xrightarrow{T^F} \ldots \xrightarrow{\phi} (s_1^F, \sigma_1^F, T_1, \text{entry}_0^F) \quad (1)
\]

Similarly, we have

\[
(s_1^F, S_0, \sigma_0^F, T_0) \rightarrow \ldots \rightarrow (s_1^F, S_1, \sigma_1^F, T_1) \quad (2)
\]

Assume

\[
\Delta = \{ x \mid \sigma_0^P(x) \neq \sigma_1^P(x) \} \neq \phi, \quad (3)
\]

meaning there are value differences at index \( \ell_0 \cdot \ell_0 \). It can be inferred that \( \Delta \rightarrow \sigma_0^P(\Delta) \sigma_0^F \rightarrow \sigma_0^F \). Together with (1), we can infer that

\[
(s_1^F; S_0, \Delta \rightarrow \sigma_0^P(\Delta) \sigma_0^P, T_0, \text{entry}_0^F) \xrightarrow{T^F} \ldots \xrightarrow{\phi} (s_1^F, \sigma_1^F, T_1, \text{entry}_0^F) \quad (4)
\]

Since there are value differences at \( \ell_0 \cdot \ell_0 \), it is implied that the faulty statement has been evaluated, leading to program state being contaminated. According to the premise that the faulty statement is evaluated only once and (4), we can infer that

\[
(s_1^F; S_0, \Delta \rightarrow \sigma_0^P(\Delta) \sigma_0^P, T_0, \text{entry}_0^F) \xrightarrow{T^F} \ldots \xrightarrow{\phi} (s_1^F, S_1, \sigma_1^F, T_1, \text{entry}_0^F) \quad (5)
\]

Intuitively, it says since the evaluation from \( s_0^F; S_0 \) to \( s_1^F; S_1 \) with the faulty program does not involve the faulty statement, the evaluation result must be identical to the evaluation with the correct program.

Due to (3), (5), and the tautology \( \sigma_1^P(\Gamma_1) = \sigma_1^P(\Gamma_1) \), the Induction Rule can be applied to conclude that

\[
(\Delta, \text{align}_n) \sim (\Gamma_1, \text{align}_1) \quad (6)
\]

Intuitively, it says that replacing the variables in \( \Delta \) at \( \ell_0 \cdot \ell_0 \) essentially mutates the passing evaluation to the failing evaluation such that it dictates that the same faulty state \( \Gamma_1 \) is observed at \( \ell_1 \cdot \ell_1 \) in the mutated run, we say \( \Delta \) induces \( \Gamma_1 \).

Next, we want to prove that there exists a non-empty minimal subset \( \Gamma_0 \subseteq \Delta \) that satisfies \( (\Gamma_0, \text{align}_0) \sim (\Gamma_1, \text{align}_1) \). Assume the opposite is true, the minimal subset is empty such that

\[
(\phi, \text{align}_0) \sim (\Gamma_1, \text{align}_1) \quad (7)
\]

From Rule Induction, we infer that

\[
(s_0^F; S_0, \{\} \sigma_0^F, T_0) \rightarrow \ldots \rightarrow (s_1^F; S_1, \sigma_1^F, T_1, \text{entry}_0^F) \quad (8)
\]

\[
\sigma_1^F(\Gamma_1) = \sigma_1^P(\Gamma_1) \quad (9)
\]

From (2) and (8), we can infer that \( \sigma_1^F = \sigma_1^P \). Since \( \Gamma_1 \neq \phi, \) it must be true that \( \sigma_1^P(\Gamma_1) = \sigma_1^P(\Gamma_1) \), which is a contradiction to (9). Hence, the assumption (7) is not true, there must be a non-empty minimal subset of \( \Delta \) that induces \( \Gamma_1 \). According to Rule Single-Step, the causal path computation can progress, which contradicts to the premise that the computation cannot progress. Hence, the assumption (3) cannot be true. Intuitively, so far we have proved that the causal path computation cannot terminate at a point that has value differences in the two runs.

Hence, when the causal path computation cannot progress from \( \text{align}_0 \) to \( \text{align}_n \), \( \Delta = \phi \). Assume the terminating statement \( s_0^F \) is not the faulty statement. (10)

In the failing evaluation, we have the following steps that generate two consecutive entries in \( T^F \) with the first one being the terminating entry \( \text{entry}_0^F \).

\[
(s_0^F; S_0, \sigma_0^F, \text{entry}_0^F, \text{entry}_0^F) \xrightarrow{T^F} \ldots \xrightarrow{\phi} (s_1^F, \sigma_1^F, \text{entry}_0^F, \text{entry}_0^F) \quad (11)
\]

Similarly, in the passing evaluation, we have the following steps that generate two consecutive entries in \( T^P \).

\[
(s_0^P; S_0, \sigma_0^P, \text{entry}_0^P, \text{entry}_0^P) \xrightarrow{T^P} \ldots \xrightarrow{\phi} (s_1^P, \sigma_1^P, \text{entry}_0^P, \text{entry}_0^P) \quad (12)
\]

Note that since the above passing and failing evaluation steps start from the same configuration, reflecting they align at \( \ell_0 \cdot s_0^F \) and do not have value differences. According to the assumption (10), it must be true that \( \ell_1^F = \ell_1^F, \sigma_1^F = \sigma_1^F \), and \( \text{entry}_1^F = \text{entry}_1^F \). Hence, \( \text{entry}_1^F \equiv \text{entry}_1^F \). In other words, \( \text{align}_0 \equiv \text{align}_1 \subset T^P \Rightarrow T^F \). Since \( \sigma_1^F = \sigma_1^F, \sigma_1^F(\Gamma_1) = \sigma_1^F(\Gamma_1) \), which is a contradiction to the premise of \( \Gamma_1 \) being a non-empty relevant set. Intuitively, it says a benign statement cannot produce a faulty value from correct values. Hence, assumption (10) does not hold, \( s_0^F \) must be the faulty statement. Finally, it is easy to infer that \( \Gamma_1 \) is a singleton as the faulty statement can only define one variable. □
We haven’t proven the property in the presence of multiline faults and multiple occurrences of the single-line fault. However, the experiments in Section 5.2 show that in practice, our technique is still highly effective in these cases.

4.4 Fast Pass Optimization

The rules in Fig. 7 demand step-by-step backward evaluation. If there are \( n \) entries in the alignment \( A \), the Single-Step rule will be applied \( n \) times, which implies the Induction rule will be applied \( n \) times, entailing \( n \) program re-evaluations and value difference minimizations. We observe that computations at many of these steps are redundant and can be optimized. The modified rules are presented in Fig. 8.

The goal of the fast pass rules is to avoid the expensive program re-evaluation and value difference minimization. Both rules require that the two consecutive alignment entries during causal path computation also denote consecutive entries in both the passing and the failing traces, expressed as the first two premises in both rules. Rule Def-Free specifies that if none of the relevant variables in \( \Gamma \) is defined at the statement with label \( \ell_0 \) in either evaluation, the same relevant set and the same causal path are resulted in the earlier alignment entry without computation. Note that the statements with label \( \ell_0 \) in the two evaluations may define different variables as the two program versions are different. Rule Definition specifies that when the statement at \( \ell_0 \) in the two evaluations use the same set of source variables to define the same destination variable and a variable in \( \Gamma \) is defined at \( \ell_0 \), the right hand side variables of the definition are added to the relevant set if they represent minimal value differences. Before we prove the two rules are safe, i.e. producing the same results as Rule Single-Step, let us revisit our running example to demonstrate how these rules are used.

**Example.** In Fig. 2, \( \Gamma \) is initialized to \( \{s\} \) at the end of the program execution. The causal path computation is carried out in a backward order on the alignment entries. The first two entries, denoted by Fig. 1 and Fig. 2, are consecutive in both runs and they do not define \( s \), hence Rule Def-Free applies and the expensive computation on these steps can be skipped. As Fig. does not immediately follow its preceding alignment entry with index \( \{3, 2, 2, 2, 6\} \) in the passing run, fast passes cannot be taken. The expensive Single-Step and hence Induction rules are applied. After this, fast passes can be taken again. At Fig. Rule Definition can be applied such that \( s \) is removed from the relevant set and the operand of the assignment that is a value difference, pointer \( p \), is directly inserted into the relevant set.

**Theorem 2.** Fast pass rules are safe, meaning they produce the same results as Rule Single-Step.

**Proof.** Due to space limitation, we present a proof sketch as follows.

Consider Rule Def-Free first. Since none of the variables in \( \Gamma \) are defined at \( \ell_0 \cdot \ell_0 \) in either evaluation, \( \Gamma \) still represents value differences at \( \ell_0 \cdot \ell_0 \) and hence satisfies the first condition in Rule Induction. Since \( \ell_0 \cdot \ell_0 \) and \( \ell_1 \cdot \ell_1 \) denote consecutive entries in both traces, \( s^o \) must not be a predicate using a variable that has different values in the two evaluations, otherwise, different branches would have been taken, leading to unmatched next trace entries. Replacing the variables in \( \Gamma \) in the passing evaluation at \( \ell_0 \cdot \ell_0 \) with their faulty values follows the same evaluation rule in the next step (i.e. control flow is not changed). Moreover, it results in the variables in \( \Gamma \) having the same faulty values at \( \ell_1 \cdot \ell_1 \) because none of them are re-defined, and hence the second and third conditions are satisfied. Hence, \( (\Gamma, \text{align}_0) \sim (\Gamma, \text{align}_1) \) according to Rule Induction. The set \( \Gamma \) is also minimal, thus the Def-Free rule produces the same result as Single-Step.

Now consider Rule Definition. The premises specify that one of the value differences in \( \Gamma \) is defined at \( \ell_0 \cdot \ell_0 \). It is easy to tell that all variables in \( \Gamma \) must be value differences and hence the first premise of Rule Induction is satisfied. Following the same reasoning as described earlier, none of the variables in \( \Gamma \) is used as a predicate variable at \( \ell_0 \cdot \ell_0 \). Hence, replacing the variables in \( \Gamma \) does not change the next evaluation rule application. Furthermore, it leads to the value differences in \( \Gamma \). Hence, Rule Induction can be applied. Since \( \Gamma \) is also minimal, the Def-Free rule produces the same result as the Single-Step rule.

5. PRACTICAL CHALLENGES

In this section, we discuss how we handle a number of practical issues such that our technique can scale to real world C programs.

5.1 Handling Methods

Methods can be handled with easy extensions to the core language. At method invocations, the Assignment rule is applied to assign actual arguments to the formal arguments. \( I \) is updated by pushing the label of the invocation, indicating entry into another level of nesting (the method body). The label is popped when the method returns. The aforementioned theorems still hold in the presence of methods. The rules and proofs are elided.

5.2 Handling Complex Types

![Figure 9: Pointer Comparison and Replacement.](image-url)

Arrays and structs can be handled by treating each array element or each field as an individual variable. The main challenge lies in handling pointers.

Pointers, especially heap pointers, may contain different address values in different runs even though they point to the same data structure in practice. To address this issue, we propose the pointer comparison and value replacement rules in Fig. 9. Note that these rules are no longer syntactically bounded by our simple \( I \). Rule Equivalence compares two pointers by recursively comparing their fields. Rule Val-Replacement specifies copying a pointer to another
is carried out by recursively copying the fields that have different values, which may entail allocating new space. Our technique currently considers all void pointers as holding the same value.

![Figure 10: Pointer replacement at 3 in Fig. 2](image)

Consider the example in Fig. 2. At 3, in order to decide if p is a relevant variable, the algorithm replaces s2 with s3 in the passing run and tests if s=4 can result at 3. According to Rule Val-Replace, the second element of the linked list is set to have the values of the third element, including the NULL value for the next field. The resulting linked list state is presented in Fig. 10. It leads to s=4 at 3. Note that the replacement also changes the state of the linked list due to aliasing. However, the perturbation does not affect the causal path computation, which is a local computation, meaning it only concerns consecutive alignment entries.

### 5.3 Value Difference Minimization

In Rule Single-Step, the Γ0 of the preceding entry is required to be minimal. Our implementation first computes the set of value differences and then tries to find the minimal subset that still satisfies the Induction rule. Theoretically, the minimality requirement has an exponential complexity, which is often too expensive. We make use of the Delta Debugging algorithm [35], which is a binary search like algorithm. It has much better efficiency but finds the subsets with 1-minimality, meaning any one-element-less subsets of the 1-minimal subset do not satisfy the Induction rule while the 1-minimal subset itself does. In practice, we have found 1-minimality is sufficient in most cases.

### 5.4 Static Version Alignment

When a regression bug is analyzed, the prior, non-regressing version of the program may be used as the correct reference execution with which to compare. However, because this static program is itself different from the buggy one, we need to first assign labels to matching statements in the two versions. This static statement alignment is formed by finding the maximal tree correspondence between the control dependence trees of each function in the two program versions [2]. Significant differences in variables and types are simply viewed as incomparable differences between the two programs.

### 5.5 Composing Reference Executions

If the non-regressing version of the program is not available, which is the common case in the real world, we have to find a reference execution that represents the correct behavior. One simple idea is to use a passing execution of the faulty program that is similar to the failing run but generated from a different input [7, 37, 9, 28, 4]. Unfortunately, since the two executions are derived from different inputs, the computed causal path often explains the semantic differences resulting from input differences instead of the faulty statements. We have detailed and exemplified discussion regarding this problem in our technical report [31].

In contrast, we propose to construct a reference execution out of the failing execution. More particularly, we leverage the technique called predicate switching [39] that can patch a failing execution by switching the branch outcome of a dynamic predicate. It was reported that for a set of Unix utility programs, only 0.26%-3.33% of an execution does not converge on a predicate. This implies that, in a failing run, faulty state caused by faulty non-predicate instruction execution converges and drives a predicate to take the wrong branch. Therefore, patching the predicate has the same effect as patching these arbitrary faulty non-predicate executions. Note that predicates have a boolean domain in which searching for a patch is much more tractable than in alternative domains. In [39], it was shown that by switching the branch outcome of a single predicate instance, 9 out of 12 real bugs for Unix utility programs can be patched. In order to further validate the observation, in this project we have conducted a larger scale study on the Siemens [8] debugging suite. We found that 80% of the over 9000 failing runs can be patched. The maximum time required to patch a failure is under 5 minutes. More details can be found in our technical report [31].
posed to very low level execution details such as registers and stack operations. State differencing and minimization algorithms are implemented using Python, reusing part of the open source delta-debugging package [7].

<table>
<thead>
<tr>
<th>Benchmark</th>
<th># Failures</th>
<th># ¬CO</th>
<th>Path Length</th>
<th>Roots</th>
</tr>
</thead>
<tbody>
<tr>
<td>schedule</td>
<td>28</td>
<td>20</td>
<td>8.1</td>
<td>34</td>
</tr>
<tr>
<td>schedu2</td>
<td>28</td>
<td>12</td>
<td>7.9</td>
<td>12</td>
</tr>
<tr>
<td>print_tokens</td>
<td>24</td>
<td>16</td>
<td>8.21</td>
<td>4</td>
</tr>
<tr>
<td>print_tokens2</td>
<td>32</td>
<td>20</td>
<td>12.4</td>
<td>20</td>
</tr>
<tr>
<td>replace</td>
<td>38</td>
<td>38</td>
<td>12.6</td>
<td>14</td>
</tr>
<tr>
<td>tcas</td>
<td>40</td>
<td>40</td>
<td>9</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 1: Results for Siemens programs.

In the first experiment, we used the Siemens programs [8]. For each program, Siemens provides the correct version of the program, a set of mutants with faults injected, and a test suite. The injected faults include multiple line faults and code omissions (the fault is that a piece of code is eliminated). For the first four programs, we used all the available mutants that terminate with failures. For programs replace and tcas, the first ten mutants were selected, as there are too many mutants for our study. For each mutant, we strictly used the first four failing unit tests for reproducibility. Note that an injected fault may fail in multiple unit tests. A failing test case of the mutant and the corresponding passing run of the correct version are subject to our technique. Table 1 presents the results. In the table, path length refers to the number of elements in the causal path. Number of failures denotes how many failing test cases have gone through our technique. Two of the failing cases in replace crashed our system and the results cannot be presented. In some other case, the mutants did not exhibit any failure or did not terminate. Roots refers to how many of the causal paths start with the root cause. Note that in many cases, the faulty statement gets executed multiple times. We consider a path to start with the root cause if it starts with an instance of the faulty statement. # ¬CO lists how many of the failures are not due to code omission. The root causes for omission faults are not captured by definition because they are absent from failing executions.

The following observations can be made from the results.

**Observation One.** The causal paths generally capture the root causes as their starting points, except for code omission errors. For the last three benchmarks, most of the root causes are captured. Manual inspection of these cases show that the causal paths precisely explain the failures. Let’s use one example to illustrate this observation. The replace program in the Siemens suite substitutes a pattern in an input string with an alternative user provided pattern. In the tenth mutant, the injected fault is that esc() returns ‘\0’ instead of an escape pattern. This is propagated as seen in the causal path in Fig. 11 until it is assigned to a position in a substitution string, truncating it and causing several characters to be omitted from the output. Observe that the root cause is perfectly captured at the start of the causal path, and each step causes or collaborates with successive steps to create the failure. For code omission cases, the causal paths root at definitions that should have been overwritten by the root causes, and capture how such omitted definitions pollute the program state and finally lead to the failures. We argue that such information is also very useful.

**Code Snippet**

```c
1 result = '\0'; // was '0'
2 return result
3 junk = addstr(es<junk, sub, kj, 100);
4 makesub(arg, from, delim, sub);
5 escjunk = esc(arg, kj);
6 while (sub[i] != '\0') { 7 fputch([j], stdtoul);
8 makesub(arg, 0, '\0', sub);* 9 putsub([i, m, sub]);
```

**Ideal Causal Path:**

At 1, result is given ‘\0’. At 4, escjunk is given ‘\0’. At 5, arg is given ‘\0’. At 3, sub/outset[59] is given ‘\0’. At 6, (sub[i] != ‘\0’) is false. Thus the output ... differs from ...

**Figure 11:** The causal path for a replace case

**Observation Two.** Most causal paths are succinct, meaning most failures can be explained in a few steps. The large average length for replace is caused by a few cases whose causal paths contain loop iterations, i.e. relevant faulty variables are loop related. Recall that our causal paths capture statement executions instead of static statements.

**Observation Three.** In some cases, our technique does not capture the root causes, especially for benchmarks schedule2 and print_tokens. The causal path computation terminates prematurely for these cases. The main reason is that these programs have external states, namely, data is stored on files. External states are invisible to our current system. Since faulty states unfortunately reside externally and the internal states are identical, our technique does not find any value differences and hence terminates. In a few cases, our current solution to pointer value comparison and replacement is not sufficient in the presence of substantial aliasing. We leave it to our future work. However, these partial paths still largely explain the failures.

In the second experiment, we applied the prototype to 6 real bugs for 3 Unix utility programs, including bc, cmp, and grep. Additional programs and bugs can be found in our technical report [31]. The tests were performed on a 2 GHz dual core machine with 2GB of RAM. For each bug, we first used predicate switching to isolate a critical predicate that could be negated to generate the reference execution. Using this reference execution, we extracted the causal path that explains the bug. Each phase was timed independently, and results from the experiment can be found in Table 2. For each program, we list the number of inducing definitions in the causal path in Path Length, time taken to derive the causal path without optimization in Time w/o FP and the time taken using the fast pass optimization in Time w/ FP. The predicate switching phase required fewer than 20 seconds in every case. Note that the naïve algorithm to derive causal paths, computing the relevant state at every alignment, timed out after 1 hour in several cases, as denoted by ‘-’. As seen in Table 2, the fast pass approach generally takes from a few seconds to several minutes on these medium sized programs, due to the very frequent applications of the
fast pass rules. Finally, the Root column denotes whether or not the causal path captures the faulty region of code that was actually patched to fix the bug. Observe that all but one of the chains included the faulty region.

Looking closely at one particular case, grep has the abilities of printing out only the first few occurrences of a pattern in a file, using option ‘-m’, and of printing out lines before and after any matching pattern to provide context. In version 2.5.1, using these together leads to a segfault. Interestingly, the failure is not explained and no fix was given in the bug report. However, the causal path of the segfault, in Fig. 12 both explains the failure and leads to potential fixes. The critical predicate of the path, at line 1, is true in the Fig. 12, both explains the failure and leads to potential fixes. At 4, max_count is given 1. At 7, outleft is given 1. At 10, outleft is given 0. At 11, (!outleft) is true. So Eexecute() crashes at 12.

Figure 12: Causal path for segfault in grep 2.5.1

7. RELATED WORK

Delta Debugging. The most relevant related work is delta debugging [22, 37, 7, 14]. Particularly, [7, 37] try to compute a notion of causal paths of failures by comparing a failure with a similar but passing execution. We have conducted experiments to compare our technique with theirs regarding failure explanation. The results show that our technique supersedes delta debugging largely because our approach composes an execution from the failure, instead of using a different run and aligns executions before comparison. Details can be found in [31].

Large Scale Comparison based Fault Localization

Many fault localization techniques [12, 15, 29, 21, 23, 11, 22, 27, 20, 29, 12] compute fault candidates by looking at many executions, both passing and failing. Compared to the proposed work, these techniques require a large number of runs. They lack or are limited in the ability to explain failures. They usually produce a ranked candidate set containing static statements. Inspecting such a set is labor-intensive. In [15], control flow paths that connect fault candidates are also reported to facilitate understanding. In [7], the cost of producing such paths is reduced.

Other Fault Localization. Some fault localization techniques compare execution profiles of a failure with a small number of correct runs (usually one) [25, 34, 19, 14]. They only compare simple profiles such as control flow paths and code coverage, and hence are not as effective. They don’t perform causality testing. Like other fault localization techniques, they produce a static fault candidate list without explanations. Crisp [5] is a technique that helps developers in regression testing, allowing developers to selectively apply a set of code edits and then observe the correlation between code edits and regression failures. In [14], traces of regression failures are compared with passing runs through multiple views. The technique has similar limitations. While this paper lays down the formal foundation for causal path computation and presents the comprehensive design, an empirical comparison of the efficiency of various algorithms can be found in [32].

Program Slicing. Program slicing [22, 29, 11, 22] was introduced as an aid to debugging. Compared to fault localization, slicing features the ability to capture causality through program dependencies. However, slicing tends to produce very fat slices that contain all possible paths that lead to the failure, including those that do not originate from the faulty statement. Although various techniques have been proposed to prune slices [10, 10, 20], without using a reference execution to exclude benign dependences, inspecting pruned slices still requires non-trivial human effort. Dicing [1] is a slicing technique that aggregates slices from multiple executions; however, the involved simple set manipulations undermine causality in slices and make the resulting dices hard to understand. Furthermore, it does not handle cases in which the faulty statement occurs in both the benign and faulty slices. PSE [24] can be considered as a special technique that tries to explain a failure by performing state-aware static slicing. It only works on memory errors.

8. CONCLUSIONS

We propose a highly effective technique to automatically compute the causal path of a failure. The idea is to compare the failing execution with a reference execution, which could be generated from the non-regression version on the same input or by patching the failing execution if the non-regression version is not available. The key is to align executions before they are compared. A formal model is proposed, which allows us to formally describe the technique and prove important properties. Safe optimizations are also proposed to improve scalability. Our results on synthetic bugs and real bugs show that the proposed technique can precisely explain failures with reasonable cost.
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Table 2: Examined bugs and their causal path properties. ‘Bug’ is an identifier for a bug report, if applicable. ‘Path length’ is the number of inducing definitions in the causal path. ‘Time w/o FP’ is the time in seconds taken to derive the causal path without the fast pass optimization. ‘Time w/ FP’ is the time in seconds taken to derive the causal path using the optimization.

<table>
<thead>
<tr>
<th>Program</th>
<th>Failing Ver.</th>
<th>Bug</th>
<th>Path Length</th>
<th>Time w/o FP</th>
<th>Time w/ FP</th>
<th>Roots</th>
</tr>
</thead>
<tbody>
<tr>
<td>gcc</td>
<td>1.06</td>
<td>savannah.gnu.org/bugs/24298</td>
<td>4</td>
<td>814</td>
<td>916</td>
<td>no</td>
</tr>
<tr>
<td>cfp</td>
<td>11 Dec 2001</td>
<td>savannah.gnu.org/diffutils/cmp.c...rev1.26</td>
<td>4</td>
<td>41</td>
<td>41</td>
<td>yes</td>
</tr>
<tr>
<td>cfp</td>
<td>9 Mar 2006</td>
<td>debian bug 356084</td>
<td>3</td>
<td>198</td>
<td>21</td>
<td>yes</td>
</tr>
<tr>
<td>cfp</td>
<td>7 May 2006</td>
<td>gnu.utils.bug/2006-05/msg00018.html</td>
<td>7</td>
<td>515</td>
<td>48</td>
<td>yes</td>
</tr>
<tr>
<td>grep</td>
<td>2.5.1</td>
<td><a href="http://savannah.gnu.org/bugs/179320">http://savannah.gnu.org/bugs/179320</a></td>
<td>7</td>
<td>-</td>
<td>109</td>
<td>yes</td>
</tr>
<tr>
<td>grep</td>
<td>2.5.1</td>
<td><a href="http://savannah.gnu.org/bugs/141491">http://savannah.gnu.org/bugs/141491</a></td>
<td>9</td>
<td>-</td>
<td>104</td>
<td>yes</td>
</tr>
</tbody>
</table>