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3

Orthogonal polynomials on the real line

Gradimir V. Milovanović

In about two dozen papers, Walter Gautschi developed the so-called constructive
theory of orthogonal polynomials on R, including effective algorithms for numerically
generating orthogonal polynomials, a detailed stability analysis of such algorithms
as well as several new applications of orthogonal polynomials. Furthermore, he
provided software necessary for implementing these algorithms (see Section 23,

Let P be the space of real polynomials and Pn ⊂ P the space of polynomials of
degree at most n. Suppose dμ(t) is a positive measure on R with finite or unbounded
support, for which all moments μk =

∫
R
tkdμ(t) exist and are finite, and μ0 > 0.

Then the inner product

(p, q) =

∫

R

p(t)q(t)dμ(t)

is well defined for any polynomials p, q ∈ P and gives rise to a unique system of
monic orthogonal polynomials πk( · ) = πk( · ; dμ); that is,

πk(t) ≡ πk(t; dμ) = tk + terms of lower degree, k = 0, 1, . . . ,

and

(πk, πn) = ||πn||2δkn =

{
0, n �= k,

||πn||2, n = k.

11.1. Three-term recurrence relation

Because of the property (tp, q) = (p, tq), these polynomials satisfy a three–term
recurrence relation

πk+1(t) = (t− αk)πk(t)− βkπk−1(t), k = 0, 1, 2 . . . , (11.1)

Vol. 3) and applications.



4 Gradimir V. Milovanović

with π0(t) = 1 and π−1(t) = 0, where (αk) = (αk(dμ)) and (βk) = (βk(dμ)) are
sequences of recursion coefficients which depend on the measure dμ. The coefficient
β0 may be arbitrary, but is conveniently defined by β0 = μ0 =

∫
R
dμ(t). In the

case of a discrete measure dμ = dμN , i.e., when μ(t) has only N points of increase,
the system of polynomials {πk} consists of only N polynomials π0, π1, . . . , πN−1

(discrete orthogonal polynomials).
There are many reasons why the coefficients αk and βk in the three-term re-

currence relation (11.1) are fundamental quantities in the constructive theory of
orthogonal polynomials (for details see [GA81]). For example, αk and βk provide
a compact way of representing and easily calculating orthogonal polynomials, their
derivatives, and their linear combinations, requiring only a linear array of parame-
ters.

The same recursion coefficients αk and βk appear also in the Jacobi continued
fraction associated with the measure dμ,

F (z) =

∫

R

dμ(t)

z − t
∼ β0

z − α0−
β1

z − α1− · · · ,

which is the Stieltjes transform of the measure dμ (for details see [GAB3, p. 15],
[17, p. 114]). The nth convergent of this continued fraction is easly seen to be

β0

z − α0−
β1

z − α1− · · · βn−1

z − αn−1
=

σn(z)

πn(z)
, (11.2)

where σn are the so-called associated polynomials defined by

σk(z) =

∫

R

πk(z)− πk(t)

z − t
dμ(t), k ≥ 0.

They satisfy the same fundamental relation (11.1), i.e.,

σk+1(z) = (z − αk)σk(z)− βkσk−1(z), k ≥ 0,

with starting values σ0(z) = 0, σ−1(z) = −1.
The functions of the second kind,

�k(z) =

∫

R

πk(t)

z − t
dμ(t), k ≥ 0, (11.3)

where z is outside the spectrum of dμ (the Stieltjes transforms of πk), also satisfy
the same three-term recurrence relation (11.1) and, under some mild conditions,
represent itsminimal solution (cf. Section 21, Vol. 3) normalized by �−1(z) = 1. This

75] and is a remarkable result, very important
for computation in the areas of orthogonal polynomials, special functions, and
numerical analysis. Gautschi [GA75] showed that this minimal solution can be

has been observed by Gautschi in [GA
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computed accurately by means of his continued fraction algorithm presented in
[GA29]. Namely, if one wishes to compute �k(z) for k = 0, 1, . . . , n, then for some

ν > n one generates quantities r
(ν)
k and �

(ν)
k by

r(ν)ν = 0, r
(ν)
k−1 =

βk

z − αk − r
(ν)
k

, k = ν, ν − 1, . . . , 1, 0,

�
(ν)
−1 = 1, �

(ν)
k = r

(ν)
k−1�

(ν)
k−1, k = 0, 1, . . . , n.

The quantities �
(ν)
k (z) then tend to �k(z) when ν → ∞, for every k = 0, 1, . . . , n.

For some standard measures dμ, Gautschi also provides good estimates for the
starting index ν, given n and the desired accuracy.

Notice that the rational function (11.2) has simple poles at the zeros z = xn,k,
k = 1, . . . , n, of the polynomial πn(t). By λn,k we denote the corresponding residues,
i.e.,

λn,k = lim
z→xn,k

(z − xn,k)
σn(z)

πn(z)
=

1

π′
n(xn,k)

∫

R

πn(t)

t− xn,k
dμ(t),

so that the continued fraction representation (11.2) assumes the form

σn(x)

πn(x)
=

n∑

k=1

λn,k

x− xn,k
. (11.4)

The coefficients λn,k play an important role in Gauss–Christoffel quadrature for-
mulae, being the Christoffel numbers associated with dμ. Using procedures of
numerical linear algebra, notably the QR or QL algorithm, one easily computes the
zeros of the orthogonal polynomials πn rapidly and efficiently as eigenvalues of the
leading nth-order principal minor matrix of the Jacobi matrix associated with dμ,

J(dμ) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

α0

√
β1 0

√
β1 α1

√
β2

√
β2 α2

. . .

. . .
. . .

0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

The first components of the corresponding normalized eigenvectors give also imme-
diately the Christoffel numbers λn,k (cf. [12, GA65]).

Unfortunately, the recursion coefficients are known explicitly only for some nar-
row classes of orthogonal polynomials. One of the most important classes for which
these coefficients are known explicitly are surely the so-called very classical or-
thogonal polynomials (Jacobi, the generalized Laguerre, and Hermite polynomials),
which appear frequently in applied analysis and computational science. Orthogonal
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polynomials for which the recursion coefficients are not known we call strongly non-
classical polynomials. In this case, if we know how to compute the first n recursion
coefficients αk and βk, k = 0, 1, . . . , n − 1, we can compute all orthogonal polyno-
mials of degree ≤ n by a straightforward application of the three-term recurrence
relation (11.1).

In [GA81] Walter Gautschi starts with an arbitrary positive measure dμ(t),
which is given explicitly, or implicitly via moment information, and considers the
actual (numerical) construction of orthogonal polynomials to be a basic computa-
tional problem: For a given measure dμ and for given n ∈ N, generate the first n
coefficients αk(dμ) and βk(dμ), k = 0, 1, . . . , n− 1.

At that time, and even more so in the “pre-computer” era, the problem was given
surprisingly little attention in the literature, probably because it has a straight-
forward theoretical solution. Indeed, if one knows the moments μk, k ≥ 0, the
polynomial πk(t; dμ) can be expressed in the form

πk(t; dμ) =
1

Δk

∣
∣
∣
∣
∣
∣
∣
∣
∣

μ0 μ1 · · · μk−1 1
μ1 μ2 · · · μk t
...

...
...

...
μk μk+1 · · · μ2k−1 tk

∣
∣
∣
∣
∣
∣
∣
∣
∣

,

where the Hankel determinant

Δk =

∣
∣
∣
∣
∣
∣
∣
∣
∣

μ0 μ1 · · · μk−1

μ1 μ2 · · · μk

...
...

...
μk−1 μk · · · μ2k−2

∣
∣
∣
∣
∣
∣
∣
∣
∣

is nonvanishing. The coefficients in the three-term recurrence relation can also be
expressed in terms of Hankel determinats (or by Darboux’s formulae),

αk =
Δ′

k+1

Δk+1
− Δ′

k

Δk

(

=
(tπk, πk)

(πk, πk)

)

, βk =
Δk−1Δk+1

Δ2
k

(

=
(πk, πk)

(πk−1, πk−1)

)

, (11.5)

where Δ′
k denotes the determinant obtained from Δk by replacing the last column

[μk−1 μk . . . μ2k−2]
T by [μk μk+1 . . . μ2k−1]

T .
Thus, the recursion coefficients αk and βk in (11.1) can be computed from (11.5)

in terms of Hankel-type determinants, but this involves excessive complexity and is
subject to extreme numerical instability. In the numerical construction of recursion
coefficients an important aspect is the sensitivity of the problem with respect to
small perturbations in the data (for example, perturbations in the first 2n moments
μk, k = 0, 1, . . . , 2n− 1, when calculating the coefficients for k ≤ n− 1). There is a
simple algorithm, due to Chebyshev, which transforms the moments to the desired
recursion coefficients, [μk]

2n−1
k=0 �→ [αk, βk]

n−1
k=0 , but its viability is strictly dependent

on the conditioning of this mapping. The latter is usually severely ill conditioned
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so that these calculations via moments, in finite precision on a computer, are quite
ineffective. The only salvation, in this case, is to either use symbolic computation,
which however requires special resources and often is not possible, or else to use
the explicit form of the measure. In the latter case, an appropriate discretization of
the measure and subsequent approximation of the recursion coefficients is a viable
alternative.

11.2. Basic procedures for generating the recursion coefficients

There are three well-known approaches for generating recursion coefficients: the
method of (modified) moments, the , and the
Lanczos algorithm.

11.2.1. Method of (modified) moments

In an attempt to avoid ill-conditioning, one can use the so-called modified moments
mk =

∫
R
pk(t)dμ(t), k = 0, 1, 2, . . . , where pk are monic polynomials of degree k

“close” in some sense to the desired polynomials πk. Usually, the polynomials pk
satisfy a three-term recurrence relation of the form (11.1), with coefficients ak (∈ R)
and bk (≥ 0) (instead of αk and βk). Then there is a unique map Kn : R

2n → R
2n

that takes the first 2n modified moments into the desired n recurrence coefficients
αk and βk, i.e., [mk]

2n−1
k=0 �→ [αk, βk]

n−1
k=0 . An algorithm for realizing this map (modi-

fied Chebyshev algorithm) is formulated and summarized schematically in Gautschi
[GA81]. In a somewhat different form, the algorithm has been first proposed by
Sack and Donovan [29], and modified by Wheeler [33]. A derivation can also be
found in [GA64]. For ak = bk = 0 we have pk(t) = tk and the modified moments
mk reduce to the standard moments μk.

A rigorous and detailed analysis of the map Kn was given by Gautschi in [GA81]
(see also [GA94] and especially his excellent survey [GA146] on applications and
computational aspects of orthogonal polynomials). The novelty of his treatment
consists in representing Kn : R

2n → R
2n as a composition of two maps, Kn = Hn ◦

Gn, where Gn : [mk]
2n−1
k=0 → [xn,k, λn,k]

n
k=1 is the map from the modified moments

to the Gauss–Christoffel nodes and weights, and Hn : [xn,k, λn,k]
n
k=1 → [αk, βk]

n−1
k=0 ,

the map from the Gauss–Christoffel quadrature rule

∫

R

f(t) dμ(t) =

n∑

k=1

λn,kf(xn,k) +Rn(f), Rn(P2n−1) = 0,

to the desired recursion coefficients. Notice that xn,k, k = 1, . . . , n, are the zeros
of the orthogonal polynomial πn associated with the measure dμ. The parameters
xn,k and λn,k, k = 1, . . . , n, also appear in (11.4).

The components Hn and Gn of the map Kn can be analyzed individually with
regard to their numerical condition, which in turn yields a bound on the condition

discretized Stieltjes–Gautschi procedure
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of the composite map. The map Hn is usually fairly well conditioned, but Gn is the
mo sensitive one. The map Kn for standard moments, [μk]

2n−1
k=0 �→ [αk, βk]

n−1
k=0 , is

severely ill conditioned when n is large. By using modified moments, the map may
become better conditioned, very much so when the measure has finite support.

11.2.2. Discretization methods

The basic idea for these methods is an approximation of the given measure dμ by
a discrete N -point measure, usually through an appropriate quadrature rule,

dμ(t) ≈ dμN (t) =

N∑

k=1

wkδ(t− xk), wk > 0,

where δ is the Dirac delta function. Thereafter, the first n recursion coefficients are
approximated by those of the discrete measure,

αk(dμ) ≈ αk(dμN ), βk(dμ) ≈ βk(dμN ), k = 1, 2, . . . , n.

The approximate coefficients are computed by a discretized Stieltjes procedure. It
takes N � n and uses Darboux’s formulae in (11.5) for k ≤ n− 1, computing the
inner products as finite sums by

(p, q)N =

∫

R

p(t)q(t) dμN (t) =

N∑

k=1

wkp(xk)q(xk).

All aspects of discretization methods, theoretical and practical, are carefully
analyzed by Gautschi in [GA81] (questions of convergence, problems of computing
recursion coefficients of discrete measures, appropriate choices of discretizations,
numerical stability of the procedure, etc.). The idea of discretizing inner products
appeared already in the 1968 paper [GA31], where the discretization is effected
by the Fejér quadrature rule. Because of Gautschi’s important contributions, the
method is now known as the discretized Stieltjes–Gautschi procedure.

11.2.3. Lanczos algorithm

An alternative approach for obtaining the recursion coefficients of a discrete measure
is the Lanczos algorithm, which is based on ideas of Lanczos and Rutishauser (for
details see [GA146] and Gautschi’s book from 2004 [GAB3, pp. 97–98]).

11.3. Examples of interesting classes of orthogonal polynomials

Walter’s work and his contributions in the constructive theory of orthogonal poly-
nomials allow the construction of many new classes of polynomials and their ap-
plication in diverse areas of applied and numerical analysis (numerical integration,

re
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interpolation processes, integral equations, probability, moment-preserving spline
approximation, summation of slowly convergent series, approximation theory, etc.),
as well as in many other areas of applied and computational science.

In this subsection we mention some interesting nonclassical measures dμ(t) =
w(t) dt for which the recursion coefficients αk( dμ), βk( dμ), k = 0, 1, . . . , n−1, have
been obtained in the literature and used in the construction of Gaussian quadra-
tures and other applications of orthogonal polynomials. Many interesting examples,
including discrete and continuous measures, were considered by Gautschi [GA81] in
order to illustrate the strengths and weaknesses of the various constructive methods
and to test the underlying theory.

1) Christoffel’s example dμ(t) = [(1−k2t2)(1− t2)]−1/2 dt on [−1, 1], 0 < k < 1,
was treated in [GA81, GA94] by the method of moments, using modified moments
relative to Chebyshev polynomials of the first kind.

2) The logarithmic weight w(t) = tα log(1/t), α > −1, on (0, 1) was first con-
sidered by Piessens and Branders [28] for some particular values of α. Gautschi
[GA81, GA117] gave a complete stability analysis and used the modified moments
relative to shifted Jacobi polynomials [GA67] in his construction, even for the more
general measure dμ(t) = tα(1− t)β log(1/t) dt, where α, β > −1.

3) The half-range Hermite measure dμ(t) = exp(−t2) dt on [0,∞) was dealt
with in [GA81] by using the discretized Stieltjes–Gautschi procedure. Orthogonal
polynomials with respect to the same measure, but on a finite interval [0, c] (Maxwell
velocity distribution), were considered for c = 1 and n = 10 by Steen, Byrne, and
Gelbard [30]. A stable construction is given by Gautschi in [GA122].

4) Polynomials orthogonal with respect to multiple-component distributions,
e.g., dμ(t) = [(1 − t2)−1/2 + a] dt on [−1, 1], a > 0 (adding a multiple of the
Legendre weight function to the Chebyshev weight function), was considered in
[GA81].

5) In [GA90] Gautschi developed constructive methods for a class of polynomials
orthogonal on two symmetric intervals with respect to the measure dμ(t) = w(t) dt
on [−1, 1], where

w(t) =

{ |t|γ(t2 − ζ2)p(1 − t2)q, t ∈ [−1,−ζ] ∪ [ζ, 1],

0 elsewhere, 0 < ζ < 1, p > −1, q > −1, γ ∈ R.

An analysis is given of certain phenomena of instability in connection with nonlinear
recursions. The special case γ = 1, p = q = −1/2, ζ = (1 − r)/(1 + r) (0 < r < 1)
arises in the study of the diatomic linear chain (cf. J. C. Wheeler [34]). Gautschi
showed how to use the recurrence relations for related polynomials orthogonal on
[ζ, 1] to generate the coefficients βk in the desired three-term recurrence relation.
For certain special values of the parameters p, q and γ, he obtained βk explicitly
in closed form. For general parameters, the theory of this class of polynomials has
previously been studied by Barkov [2]. In 1989 Locher [14] obtained an explicit
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representation of these polynomials in the case γ = 0 (and in some other cases
where γ is an even integer), from which the recurrence relation can be derived.

6) The Airy weight w(t) = exp(−t3/3) on (0,+∞) was considered in the chem-
istry literature [13], but the numerical results obtained were accurate to only 1− 2
decimal digits (cf. also Section 15.1). The inhomogeneous Airy functions Hi(t) and
Gi(t) arise in theoretical chemistry (e.g. in harmonic oscillator models for large
quantum numbers); their integral representations [13] are given by

Hi(t) =
1

π

∫ +∞

0

w(x)ext dx,

Gi(t) = − 1

π

∫ +∞

0

w(x)e−xt/2 cos
(√3

2
xt+

2π

3

)
dx.

These functions can effectively be evaluated by Gaussian quadrature relative to the
Airy weight w(t) once the orthogonal polynomials with respect to this weight are
known. Gautschi [GA84] computed their recursion coefficients for n = 15 to 16
decimal digits after the decimal point, using standard double-precision arithmetic.

7) The reciprocal gamma function w(t) = 1/Γ(t) as a weight function on (0,+∞)
was considered by Gautschi in [GA80]. It could be useful as a probability density
function in reliability theory (see Fransén [10]).

8) Einstein’s and Fermi’s weight functions on (0,+∞),

w1(t) = ε(t) =
t

et − 1
and w2(t) = ϕ(t) =

1

et + 1
,

arise in solid state physics. (For this example, see also Section 15.5.) For w1(x),
w2(x), w3(x) = ε(x)2 and w4(x) = ϕ(x)2, in a joint paper with Walter Gautschi
[GA93], we determined the recursion coefficients αk and βk for n = 40 to 25 decimal
digits, and gave an application of the respective Gauss–Christoffel quadratures to
the summation of slowly convergent series whose general term is expressible in
terms of a Laplace transform or its derivative. (For this, see also Section 25.2, Vol. 3)

ur collaboration has recently been told by
Walter Gautschi [GA201] on the occasion of my 60th anniversary. Our collaboration
has started in the mid eighties of the last century, just at the time when Walter
developed his constructive theory of orthogonal polynomials. I was then in my
thirties, so his influence on my scientific work and my further development was of
crucial importance; for this I am very grateful to him.

9) For the hyperbolic weights on (0,+∞),

w1(t) =
1

cosh2 t
and w2(t) =

sinh t

cosh2 t
,

I constructed the recursion coefficients αk, βk for n = 40 to 30 decimal digits [19]
using the discretized Stieltjes–Gautschi procedure with a discretization based on

It was our first joint paper. The story of o
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the Gauss–Laguerre quadrature rule. The Gaussian quadratures relative to these
weights were used in the summation of slowly convergent series (for details see
[19–21]); see also Dahlquist [7–9] and [25] for related work.

10) The weight distribution dμ(t) = tαK0(t) dt on [0,∞), α > −1, where
K0 is the modified Bessel function, arose in work of R. Wong [35]. In [GA81]
Gautschi showed how to decompose and discretize the inner product (p, q) =∫∞
0

p(t)q(t) dμ(t) in order to apply an appropriate Stieltjes–Gautschi procedure.
Recently, Gautschi [GA169] described procedures for the high-precision calculation
of the modified Bessel function Kν(t), 0 < ν < 1, and the Airy function Ai(t),
for positive arguments t, as prerequisites for generating Gaussian quadrature rules
having these functions as a weight function.

Recent progress in symbolic computation and variable-precision arithmetic now
makes it possible to generate the coefficients αk and βk in the three-term recurrence
relation (11.1) directly by using the original Chebyshev method in sufficiently high
precision. Respective symbolic/variable-precision software for orthogonal polyno-
mials is available (Gautschi’s package SOPQ inMatlab —see Section 23, Vol. 3 — and

package OrthogonalPolynomials [5, 26]). Thus, all that is required
is a procedure for the (symbolic) calculation of the moments in variable-precision
arithmetic. Gautschi [GA176] illustrates this approach in the case of orthogonal
polynomials having such unorthodox weight functions as 1 + sin(1/t) on [0, 1], or
exp(−t− 1/t) on [0,∞], which are respectively densely oscillating at one endpoint,
or exponentially decaying at both. In each case the moments of the weight function
are expressible in terms of special functions which can be evaluated to arbitrary
precision. Similarly, in [GA195] Gautschi considered Freud and half-range Hermite
polynomials, Bose–Einstein polynomials, and Fermi–Dirac polynomials.

Very recently, Gautschi [GA205] considered orthogonal polynomials relative to
the Jacobi weight function w(x) = (1 − x)α(1 + x)β , α, β > −1, but orthogonal
on a strict subinterval [−c, c] or [−1, c], 0 < c < 1, especially with regard to their
numerical computation. Such sub-range Jacobi polynomials πk(x) can be expressed
in terms of polynomials orthogonal on [−1, 1] relative to the weight function w(ct)
resp. w(12 (1+ c)t− 1

2 (1− c)) and constructed using a discretized Stieltjes–Gautschi
procedure. Gautschi also considered corresponding Gaussian quadrature rules.

11.4. Christoffel modifications of the measure – modification
algorithms

Let dμ(t) be a positive measure with finite support supp( dμ) = [a, b],

u(t) = ±
�∏

k=1

(t− uk), v(t) =

m∏

k=1

(t− vk)

the Mathematica
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be two real polynomials, relatively prime and not vanishing on [a, b], the sign + or
− in u(t) being chosen so that u(t)/v(t) > 0 on [a, b]. Define a new measure

dμ̂(t) =
u(t)

v(t)
dμ(t), t ∈ [a, b]. (11.6)

The main problem is to generate the three-term recurrence coefficients of the mod-

measure, αk = αk(dμ) and βk = βk(dμ). Methods for implementing this transfor-
mation are known as modification algorithms. The first result in this area is due to
Christoffel [4], who in 1858 expressed u(t)πn(t; dμ̂), when v ≡ 1 and dμ(t) = dt, in
determinantal form as a linear combination of orthogonal polynomials πn+ν(t; dμ),
ν = 0, 1, . . . , �. The case with v(t) �≡ 1 was solved hundred years later by Uvarov
[31].

Modifications by linear and quadratic factors and divisors play an important
role in the computational use of orthogonal polynomials. Subsequent to a paper
of Galant [11], who considered modification by a linear factor, Gautschi [GA77]
in 1982 developed general modification algorithms for linear and quadratic factors
u(t) = t − x and u(t) = (t − x)2 + y2 and analogous divisors. Based on work by
Verlinden [32], these methods can be simplified considerably and in this simplified
form are included in Gautschi’s book [GAB3, §2.4] along with Matlab software. An
interesting quadratic factor is u(t) = (t − x)2. It can be treated by techniques
of numerical linear algebra (cf. [GA170]). Namely, in order to obtain Jn( dμ̂) one
applies a single step of the QR algorithm with shift x to the Jacobi matrix Jn+2( dμ)
of order n + 2 and then discards the last two rows and columns of the resulting
matrix.

In [GA134] Gautschi (with Shikang Li) considered dμ̂(t) = [πn(t; dμ)]
2 dμ(t)

and constructed the orthogonal polynomials πn(t; dμ̂) and their recursion coeffi-
cients from the coefficients αk(dμ) and βk(dμ) of the polynomials πn(t; dμ). They
proposed a stable computational algorithm, which uses a sequence of QR steps with
shifts, but for all four Chebyshev measures they obtained the desired coefficients
analytically in closed form. These ideas have been used in [6] to develop a ratio-
nal algorithm for quadratic Christoffel modification and to apply it to constrained
L2-approximation.

Recently, Gautschi [GA206] has developed algorithms for computing the recur-
sion coefficients in the three-term recurrence relation of repeatedly modified orthog-
onal polynomials, the modifications involving division of the orthogonality measure
by linear functions with real or complex coefficients. Several interesting examples
are given, including Bose–Einstein distributions and the Szegő–Bernstein measure.

11.5. Sobolev-type orthogonal polynomials

In the last two decades, interest arose, and grew, in the development of orthogo-
nal polynomials with respect to an inner product of Sobolev type, i.e., involving
derivatives up to a given order with corresponding positive measures. There is a

ified measure (11.6), α̂k = αk(dμ̂) and β̂k = βk(dμ̂), from those of the original
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growing literature on this kind of orthogonal polynomials, largely concerned with
analytic and algebraic properties (cf. [15]). Computational aspects were first dis-
cussed systematically by Gautschi and his student M. Zhang [GA145], where the
inner product considered is a bilinear functional involving derivatives up to some
order s (≥ 1) with arbitrary positive measures dμν , ν = 0, 1, . . . , s,

(p, q)Hs =

s∑

ν=0

∫

R

p(ν)(t)q(ν)(t) dμν(t). (11.7)

Here Hs denotes the Sobolev space Hs(R) = {f :
∑s

ν=0

∫
R
[f (ν)(t)]2 dμν(t) < ∞}.

They developed two numerical methods for determining the coefficients in the (long)
recurrence relation for orthogonal polynomials of Sobolev type,

πk+1(t) = tπk(t)−
k∑

ν=0

βk
νπk−ν(t), k = 0, 1, . . . .

The first is based on modified moments of the constitutive measures and generalizes
what for ordinary orthogonal polynomials is known as “modified Chebyshev algo-
rithm”. The second is a generalized Stieltjes–Gautschi procedure. The numerical
features of these methods are illustrated in the case of old, as well as new, Sobolev
orthogonal polynomials. The coefficients in the recurrence relation can be used to
compute the zeros of πn(t) as eigenvalues of an upper Hessenberg n × n matrix.
Based on numerical experimentation, a number of conjectures are formulated with
regard to the location and interlacing properties of the respective zeros.

In [GA151] Gautschi develops two recursive schemes for computing a special
class of Sobolev-type orthogonal polynomials, considered previously by F. Marcellán
and A. Ronveaux [16]. The inner product involves functions with an arbitrary
positive measure dμ(t) on R, and a derivative of fixed order r with a one-
point atomic measure, i.e., [f, g] = (f, g) + f (r)(c)g(r)(c), r ≥ 1, c ∈ R, and
(f, g) =

∫
R
f(t)g(t) dμ(t). Gautschi combines in an elegant way known algebraic

properties of such Sobolev orthogonal polynomials with algorithmic ideas of his own
to arrive at effective methods for computing these polynomials numerically. He il-
lustrates them in the case of Hermite, Laguerre and Legendre measures, and uses
them to explore numerically the zeros of the respective Sobolev-type orthogonal
polynomials.

In the very interesting paper [GA153] Gautschi and Kuijlaars, using potential-
theoretic methods, study the asymptotic distribution of zeros and critical points of
Sobolev polynomials πn orthogonal with respect to the inner product (11.7) with
s = 1, assuming that dμ0 and dμ1 are compactly supported positive measures on
the real line with finite total mass and infinite Σ = supp(μ0) ∪ supp(μ1). Under
appropriate assumptions they show that the critical points (zeros of π′

n) have a
canonical asymptotic limit distribution supported on the real line. In certain cases
the zeros themselves have the same asymptotic limit distribution. They also give a
new result on zero distributions of asymptotically extremal polynomials.
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11.6. Further extensions and applications

Gautschi’s work on the constructive theory of orthogonal polynomials has had a
great impact on the general development of the theory of orthogonal polynomials
and led to many new applications of orthogonal polynomials in numerical integra-
tion, interpolation processes, approximation and optimization theory, spline theory,
integral and differential equations, linear algebra, and in many other fields of ap-
plied and computational science. In particular, the development of appropriate
software has encouraged a number of new applications. His article [GA81] alone is
cited over 150 times (according to the Web of Science) in papers from the previously
mentioned areas of mathematics, mechanics, computer science, physics, chemistry,
engineering, etc.

In conclusion, I would like to mention a few generalizations and applications of
Gautschi’s ideas in my own work.

(a) Construction of s-orthogonal polynomials. These polynomials {πn,s(t)}∞n=0

(with a fixed s ∈ N) are characterized by the nonlinear orthogonality relation

∫

R

tν [πn,s(t)]
2s+1 dμ(t) = 0, ν = 0, 1, . . . , n− 1,

and play an important role in the construction of so-called Turán quadratures
with multiple nodes (cf. [23]). In [18] we first reinterpret these relations as ordi-
nary orthogonality conditions relative to the positive measure (implicitly defined)
dμn,s(t) = [πn,s(t)]

2s dμ(t),

∫

R

tνπn,s(t) dμn,s(t) = 0, ν = 0, 1, . . . , n− 1,

and then apply Gautschi’s idea of the discretized Stieltjes procedure to the corre-
sponding system of nonlinear equations. In a joint paper with Walter Gautschi
[GA154], and more recently in [GA211], the method was applied to construct
Gauss–Turán quadrature formulae. (For this, see also Section 15.5.) These methods
have led to further progress in the theory of quadratures with multiple nodes.

(b) Orthogonal polynomials on radial rays. In 1997 I introduced a class of
polynomials orthogonal on radial rays in the complex plane [22]. For the numer-
ical construction of the corresponding recurrence coefficients I used a generalized
Stieltjes–Gautschi procedure [24].

(c) Multiple orthogonal polynomials. A nice survey of these polynomials, known
also as Hermite–Padé polynomials, was given by Aptekarev [1]. In 2003, with my
student Stanić, I gave an application of the generalized Stieltjes–Gautschi procedure
to the numerical construction of a special class of multiple orthogonal polynomials
(see [27]). Using these polynomials, we also described a method for the stable
construction of Borges quadrature rules [3].
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Izv. Vysš. Učebn. Zaved. Matematika, 17(4):3–16, 1960. (Russian)

[3] Carlos F. Borges. On a class of Gauss-like quadrature rules. Numer. Math., 67(3):
271–288, 1994.
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Polynomials orthogonal on the semicircle

Lothar Reichel

In two papers, jointly with Henry J. Landau and Gradimir V. Milovanović, Wal-
ter Gautschi investigates polynomials that are orthogonal with respect to a non-
Hermitian inner product defined on the upper half of the unit circle in the complex
plane. For special choices of the weight function, these polynomials are related
to Jacobi polynomials. Their recurrence relation and properties of their zeros are
investigated, and applications to Gauss quadrature are explored. We first discuss
the importance of orthogonal polynomials that satisfy recurrence relations with few
terms, and then focus on the special properties of orthogonal polynomials on the
semicircle.

12.1. Recurrence relations for orthogonal polynomials

Orthogonal polynomials are important in analysis, approximation theory, and com-
putational mathematics. They provide a convenient basis both to express and
compute polynomial approximants. The n× n matrix determined by the recursion
coefficients for the first n+ 1 orthogonal polynomials is helpful for computing the
nodes and weights of the n-point Gauss quadrature rule. Moreover, orthogonal
polynomials form the foundation for numerous iterative methods in linear algebra,
including the conjugate gradient method for the solution of large linear systems of
equations with a symmetric positive definite matrix, and the symmetric Lanczos
process for the computation of a few selected eigenvalues and associated eigenvec-
tors of a large symmetric matrix. Very nice discussions of the many applications
of orthogonal polynomials in scientific computation is provided by Gautschi in his
survey article [GA170] as well as in his wonderful book [GAB3]. Further examples
of usage of orthogonal polynomials in linear algebra can be found in the recent book
by Golub and Meurant [8].

The symmetric Lanczos process is a manifestation of the Stieltjes procedure for
generating the recursion coefficients for polynomials orthogonal with respect to an

C. Brezinski and A. Sameh (eds.), Walter Gautschi, Volume 2: Selected Works with
Commentaries, Contemporary Mathematicians, DOI 10.1007/978-1-4614-7049-6 2,
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inner product on a real interval. These polynomials satisfy a three-term recurrence
relation. The symmetric Lanczos process is the foundation for the conjugate gra-
dient method for the iterative solution of large linear systems of equations with a
symmetric positive definite matrix. The existence of a recurrence relation for the or-
thogonal polynomials with few terms reduces the computational effort and storage
requirement for the conjugate gradient method. The availability of these recurrence
relations also reduces the computational effort required by the symmetric Lanczos
process for the computation of a few selected eigenvalues and associated eigenvec-
tors of a large symmetric matrix. Analogously, the three-term recurrence relation
for orthogonal polynomials is fundamental for the efficiency of the QR algorithm
for the computation of all eigenvalues and possibly eigenvectors of a symmetric
matrix. A variant of this algorithm is commonly applied to compute the nodes and
weights of Gauss quadrature rules associated with a positive measure on a real in-
terval; see, e.g., [GA170], [8, Secs. 6.2.3, 10]. The use of orthogonal polynomials for
data-fitting is natural and the existence of a three-term recursion relation reduces
the computational effort; see, e.g., Elhay et al. [7] and Gautschi [GA170, Sec. 4].

The above discussion illustrates that the existence of orthogonal polynomials
that satisfy a recurrence formula with few terms is of significant interest in scien-
tific computation. The aforementioned numerical methods use the three-term recur-
rence relations of polynomials that are orthogonal with respect to an inner product
defined by a nonnegative measure on a real interval. Also matrix-valued polynomi-
als that are orthogonal with respect to a symmetric positive definite matrix-valued
measure satisfy a three-term recurrence relation and find applications in scientific
computation; see, e.g., [2], [8, Sec. 2.7].

Orthogonal polynomials with respect to most inner products with support in
the complex plane do not satisfy a short recurrence relation or pairs of short re-
currence relations. For this reason the inner product sometimes is replaced by a
bilinear form chosen to obtain families of polynomials that satisfy short recurrence
relations. These polynomials give rise to oblique projection methods, such as the
nonsymmetric Lanczos process, and they can be used in iterative methods for the
solution of large linear systems of equations with a square nonsymmetric matrix,
and for the computation of a few eigenvalues and associated eigenvectors of such

Polynomials that satisfy short recurrence relations different from three-term
relations are of interest in computations as well. For instance, Szegő polynomials
and the associated reversed polynomials satisfy pairs of short recurrence relations.
Szegő polynomials find numerous applications in statistics and signal processing
[10, 12], and their recurrence relations form the basis for an efficient QR algorithm
for computing all eigenvalues, and possibly also all eigenvectors, of a unitary upper
Hessenberg matrix [9, 19]. This QR algorithm can be applied to compute the nodes
and weights of Gauss–Szegő quadrature rules associated with a positive measure
on the unit circle [12]. The short recurrence relations of Szegő polynomials are
important for the development of efficient algorithms for data-fitting applications
as well; see, e.g., [1].
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a matrix; see, e.g., Brezinski [3] for discussions and applications. A difficulty with
these methods is that the recurrence formulas may break down and then require a
special recovery procedure; see, e.g., Brezinski et al. [4] and references therein.

In 1985, before the publication of the first paper by Gautschi and Milovanović
[GA95] on orthogonal polynomials on the semicircle, only polynomials orthogonal
with respect to an inner product on an interval or on a circle were known to satisfy
recurrence relations with few terms and not to suffer from the possibility of break
down. The results of this paper and of the more complete investigations [GA97,
GA104] therefore were quite surprising. The uncovering of the many nice proper-
ties of orthogonal polynomials on the semicircle was very important for analysis,
approximation theory, and computational mathematics, and has spurred related
work. The following subsection describes some important properties of orthogonal
polynomials on the semicircle and the last subsection discusses some applications
and more recent work.

12.2. Orthogonal polynomials on the semicircle

Let w be a weight function that is positive at infinitely many points in the open
interval (−1, 1), is integrable on this interval, and can be extended to a function
w(z) holomorphic in the open unit half disk D+ = {z ∈ C : |z| < 1, Im(z) > 0};
the function w may be singular at ±1. Introduce the inner product

(f, g) =

∫

Γ

f(z)g(z)w(z)(iz)−1dz =

∫ π

0

f(eiθ)g(eiθ)w(eiθ)dθ, (12.1)

where i =
√−1 and Γ is the upper unit semicircle in the complex plane C. Also

define the inner product

[f, g] =

∫ 1

−1

f(x)ḡ(x)w(x)dx, (12.2)

where the bar denotes complex conjugation. All integrals are assumed to exist,
possibly as suitably defined improper integrals. The inner product (12.2) is pos-
itive definite. Therefore, there is a family of infinitely many monic orthogonal
polynomials {pj}∞j=0 such that

[pj , pk]

{
> 0, j = k,
= 0, j �= k,

j, k = 0, 1, 2, . . . .

The inner product (12.1) is non-Hermitian. It therefore is not obvious that there
is a family of infinitely many monic orthogonal polynomials {πj}∞j=0 such that

(πj , πk)

{ �= 0, j = k,
= 0, j �= k,

j, k = 0, 1, 2, . . . .
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Gautschi et al. [GA104] showed that under the mild restriction

Re (1, 1) = Re

(∫ π

0

w(eiθ)dθ

)

�= 0,

the orthogonal polynomials πj exist. Moreover, they can be expressed in terms of
the orthogonal polynomials pj . Specifically, we have

πk(z) = pk(z)− iθk−1pk−1(z), k = 0, 1, 2, . . . , p−1(z) = 0, (12.3)

where

θk−1 =
μ0pk(0) + iqk(0)

iμ0pk−1(0)− qk−1(0)
, k = 0, 1, 2, . . . .

The qk(0) denote the values of the associated polynomials

qk(z) =

∫ 1

−1

pk(z)− pk(x)

z − x
w(x)dx, q−1(z) = −1,

at the origin, and μ0 = (1, 1) is the zeroth moment with respect to the inner product
(12.1). Using the fact that the polynomials pk satisfy a three-term recurrence
relation, Gautschi et al. [GA104] obtain from (12.3) that the polynomials πk satisfy
a three-term recurrence relation of the form

πk+1(z) = (z − iαk)πk(z)− βkπk−1(z), k = 0, 1, 2, . . . , (12.4)

with π−1(z) = 0 and π0(z) = 1.
The recursion formula (12.4) indicates that the eigenvalues of the tridiagonal

matrix

Jk =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

iα0 1 O
β1 iα1 1

β2 iα2 1
. . .

. . .
. . .

1

O βk−1 iαk−1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

∈ C
k×k

are the zeros of πk.
If the weight function w satisfies w(z) = w(−z) and w(0) > 0, then the subdiag-

onal entries of the matrix Jk are real, and Jk can be transformed to a real matrix.
Moreover, Gautschi et al. [GA104, Thm. 6.2] show that all zeros of the orthogonal
polynomials πk live in the open upper half of the unit disk in C except possibly for
a single zero on the positive imaginary axis.

Finally, Gautschi et al. [GA104, Thm. 6.2] discuss the special case of Jacobi-
and Gegenbauer-type weight functions. The latter are given by

w(z) = (1 − z2)λ−1/2, λ > −1

2
, (12.5)
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where the fractional powers are understood in terms of their principal branches.
The zeros of the orthogonal polynomials πk, k ≥ 2, associated with a Gegenbauer-
type weight function (12.5) are shown to be simple, distributed symmetrically with
respect to the imaginary axis, and contained in the open upper unit half disk. Fur-
ther results on the zeros of polynomials orthogonal on the semicircle are presented
by Gautschi in [GA113].

12.3. Extensions and applications

A fairly natural modification of the work by Gautschi et al. [GA97, GA104] is to
consider an inner product on a subarc of the upper half of the unit circle. De Bruin
[6] investigated properties of polynomials orthogonal with respect to a possibly non-
Hermitian inner product on an arc of the unit circle, symmetric with respect to the
imaginary axis. Functions of the second kind and Stieltjes polynomials for such
inner products are described by Milovanović and Rajković [17]. Milovanović [16]
discusses Gauss quadrature rules and provides error bounds for integrals defined on
the semicircle. Relations of polynomials orthogonal on the semicircle or on a circular
arc to polynomials orthogonal with respect to an inner product on certain contours
in C are explored by Milovanović and Rajković [15]. Applications of orthogonal
polynomials on the semicircle to differentiation are described by Caliò et al. [5],
and their use in zero-finders is commented on by Petković et al. [18]; see also
Milovanović [13, 14] for discussions on applications. A recent account of orthogonal
polynomials on the semicircle can be found in Gautschi [GAB3, Sec. 1.8].

Acknowledgement. I would like to thank Gradimir Milovanović for comments and
references.
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Chebyshev quadrature

Jaap Korevaar

Here we review Gautschi’s work on Chebyshev quadrature, first his 1975 survey

13.1. Advances in Chebyshev quadrature

The paper [GA55] gives an account of the history and developments in Chebyshev
quadrature, which is still quite valuable today. Gautschi begins by developing
precise terminology. Let dμ be a positive measure on a finite or infinite interval J ,
with endpoints a, b, that has finite power moments μr =

∫
J xrdμ(x) of all orders

r ≥ 0. One now considers quadrature formulas with equal weights,

∫

J

f(x)dμ(x) =

n∑

k=1

c

n
f(xk) +Rn(f), c = c(n), xk = x

(n)
k . (13.1)

Gautschi calls this a Chebyshev quadrature rule if Rn(f) = 0 for all polynomials of
degree ≤ n (so that c = μ0), and all nodes xk are real. He speaks of a Chebyshev
quadrature rule in the strict sense if the nodes are distinct and contained in J .
Finally, any formula (13.1) with real nodes is called a Chebyshev-type quadrature
formula. The nodes need not be distinct and the rule need not be polynomially
exact to any degree (not even degree zero).

The monic polynomial of degree n with zeros xk = x
(n)
k is denoted by pn(x; dμ).

For a Chebyshev quadrature rule, the polynomial can be obtained from the moments
μr. They give the power sums of the roots up to degree n, so that the coefficients
can be obtained by using symmetric functions. The roots may now be computed
to any degree of accuracy. Formula (13.1) is a Chebyshev quadrature rule if and
only if all roots of pn(x; dμ) as obtained from μ0, . . . , μn are real.

Gautschi first surveys the case (13.1) with J = [−1, 1] and dμ(x) = dx. Here
Chebyshev computed the classical “Chebyshev quadrature rules” (with only real

C. Brezinski and A. Sameh (eds.), Walter Gautschi, Volume 2: Selected Works with
Commentaries, Contemporary Mathematicians, DOI 10.1007/978-1-4614-7049-6 3,
© Springer Science+Business Media New York 2014

paper, and then original work by him and his colaborators.

23



24 Jaap Korevaar

nodes) for n = 2, 3, . . . , 7. A little later, Radau found such a rule for n = 9, and
a formula involving nonreal nodes for n = 8. The ingenious work by Bernstein
in the 1930s finally showed that for the measure dμ(x) = dx, there are no cases
with only real nodes beyond those that were known already. Subsequent authors
have computed the formulas with complex nodes for larger n, and studied the
distribution of the roots of pn(x; dμ) in the complex plane.

Gautschi next discusses Chebyshev’s construction of pn(z; dμ) for the case J =

polynomial Tn(z) and to the corresponding Gauss-type quadrature formula with
equal weights. Of course he also mentions Ullman’s extension, which at the time
came as quite a surprise. Next there is a thorough discussion of nonexistence results,
also for other intervals and measures. In this area Gautschi published his paper
[GA50]; see below. He also includes a simple proof of the fact that no Gauss-type
quadrature formula on [−1, 1], except the one mentioned above, is at the same time
a Chebyshev formula for each n.

For Chebyshev-type quadratures the report surveys the maximum degree of
polynomial exactness p = pn(dμ). For J = [−1, 1] and dμ(x) = dx, Bernstein had
already obtained the inequality p < 4

√
n. In this context one may now mention a

1993 paper by Kuijlaars [9].
The next subject is optimal Chebyshev-type quadratures of various kinds. Here

it is natural that multiple nodes appear. In this area Gautschi published four
papers: [GA46] (jointly with H. Yanagiwara), [GA53] (jointly with L.A. Anderson),
[GA57] and [GA58] (jointly with G. Monegato), of which only the first and the last
are reviewed separately. Here we also mention later work by the reviewer and
Meyers [3].

Multidimensional Chebyshev-type quadrature problems have been considered
by J. L. H. Meyers in his PhD thesis [10], and by the reviewer and Meyers in [4],
[5]; cf. the reviewer’s survey [6]. The problem of finding O(n2) suitable nodes on
the two-sphere (with area measure) is related to the Chebyshev-type problem for
the interval J = [−1, 1] and dμ(x) = dx. In this connection one may mention the
recent work [1] of Bondarenko, Radchenko and Viazovska on the sphere-conjecture
of the reviewer and Meyers; cf. also (with thanks to Kuijlaars) the related work of
Kane [2].

We finally mention papers by the reviewer and L. Bos [7], cf. [8], on a charac-
terization of algebraic curves by Chebyshev quadrature.

13.2. Chebyshev-type quadratures

The paper [GA46] by Gautschi and Yanagiwara deals with Chebyshev-type quadra-
ture for J = [−1, 1] and dμ(x) = dx. It ties in with Bernstein’s result that formula
(13.1) (with real nodes) can have algebraic degree of exactness p = n only when
n ≤ 7 and n = 9. In that case the nodes are symmetric with respect to the origin,

[−1, 1] and dμ(x) = (1 − x2)−
1
2 dx. It leads to what is now called the Chebyshev
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so that in fact, p = 2[n/2]+ 1. In order to obtain useful formulas for other degrees,
the authors (primarily) deal with the following modified problem. Determine real
symmetric nodes xk which minimize

∣
∣Rn

(
xp+1

)∣
∣ with p = 2[n/2]− 1, (13.1)

In [GA50] Gautschi deals with Chebyshev-type quadratures on [0,∞) and
(−∞,∞). It was known that for Laguerre or Hermite weights, there cannot be
Chebyshev formulas in the strict sense when n ≥ 3, or for n ≥ 4, respectively.
Gautschi shows that for such weights, Chebyshev-type quadratures likewise exist
only for certain severely limited values of n.

The paper [GA58] by Gautschi and Monegato is, in a sense, a continuation of
[GA46]. In that paper the nodes were chosen so as to minimize

∣
∣Rn

(
xp+1

)∣
∣ with

p = 2[n/2]− 1. Here it is shown, among other things, that the same nodes in fact
minimize |Rn(x

j)| for every j ≥ p+ 1.
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Kronrod and other quadratures

Giovanni Monegato

This section is devoted to Gautschi’s work on Kronrod quadratures and other spe-
cial quadrature rules. For Gauss-type quadrature rules, see Section 15.

14.1. Kronrod rules

The most popular quadrature rules for the approximation of integrals, defined
on bounded or unbounded intervals, are certainly the Gaussian ones. Given any
“weight function” w(x) having constant sign on the interval of integration (a, b)
and finite moments, the Gaussian rule is an interpolatory formula of the form

∫ b

a

w(x)f(x)dx =

n∑

i=1

wnif(xni) +Rn(f) =: Gn(f) +Rn(f)

whose nodes {xni} coincide with the n zeros of the polynomial of degree n orthogo-
nal on (a, b) with respect to w(x). It is the unique quadrature rule having maximum
degree of exactness 2n − 1. Several representations for the remainder term Rn(f)
have been derived under different smoothness assumptions on the function f . While
these are of interest for knowing the convergence behavior of the rule when the func-
tion f has a given smoothness property, they are of little help to obtain an error
estimate for a given choice of the number n of nodes, not necessarily large.

A practical criterion commonly used to obtain such an estimate for any given
value of n is

|Rn(f)| ≈ |Gn(f)−Gm(f)|
with m ≈ n + 1, when the function f is very smooth, and m ≈ 2n otherwise.
Notice that the Gaussian rules associated with two different values of n may have
at most one common node. This happens when both rules have an odd number
of nodes symmetrically distributed in the interval (a, b), that is, when the weight
function w is an even function with respect to the midpoint of the interval. Thus
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the computational cost of the above estimate runs from a minimum of 2n+ 1 to a
maximum close to 3n function evaluations. Notice also that to apply this criterion,
one has to know a priori the degree of smoothness of the function f . Moreover,
even if this is known, it may not be obvious how to choose m ≥ n+ 1.

In 1964 A. S. Kronrod [5] proposed a practical and very efficient technique for
estimating Rn(f) in the case of the Gauss–Legendre rule. This new approach,
taking m = 2n + 1 regardless of the degree of smoothness of f and for Gm(f) a
(2n+1)-point quadrature rule, here denoted by K2n+1(f), has the abovementioned
minimum (total) cost of 2n+ 1 function evaluations. The rule K2n+1(f) is taken
to be of interpolatory type and of the form

∫ 1

−1

f(x)dx ≈
n∑

i=1

w
(1)
ni f(xni) +

n+1∑

j=1

w
(2)
nj f(ynj) =: K2n+1(f), (14.1)

where the nodes {xni} are those of the n-point Gauss–Legendre formula Gn(f)
while the additional nodes {ynj}, and all weights, are chosen so that the degree of
exactness ofK2n+1(f) is at least 3n+1 (3n+2 when n is odd). Kronrod constructed
this rule for all n ≤ 40. The tables he presented show that the new abscissas are
real, symmetric, contained in (−1, 1), and alternate with the xni’s; moreover, all the

out that the same idea was suggested much earlier in 1894 by R. Skutsch.
Quadrature theory tells us that the polynomial En+1(x) of degree n+ 1 having

the nodes {yni} as zeros must satisfy the orthogonality relations

∫ 1

−1

Pn(x)En+1(x)x
kdx = 0, k = 0, 1, . . . , n,

where Pn(x) is the Legendre polynomial of degree n, whose zeros define the abscissas
{xni}. It was I. P. Mysovskih [11] in 1964 and, independently, P. Barrucand [1] in
1970, who pointed out that such polynomials En+1(x) have been studied already
by Stieltjes [19] in 1894 and later in 1935 by G. Szegő [ ] in the more general

case of ultraspherical (or Gegenbauer) orthogonal polynomials P
(λ)
n (x) with weight

function w(x) = (1 − x2)λ−1/2, λ > − 1
2 , on (−1, 1). Szegő in fact showed that for

0 < λ ≤ 2 the zeros of the corresponding polynomial E
(λ)
n+1(x), now called Stieltjes

polynomial, are all in (−1, 1), are distinct, and interlace with those of P
(λ)
n (x). Thus,

for the above values of the parameter λ, the Kronrod rule K
(λ)
2n+1, having degree at

least 3n+ 1, exists. Nothing was known, however, about the case λ /∈ (0, 2], or the
more general case of Jacobi weight functions w(x) = (1− x)α(1 + x)β , α, β > −1.

To my knowledge, Gautschi [GA107] has been the first to draw attention to the
above (earlier) work of Mysovskih.

Concerning other types of classical weight functions, Ramskĭı [17] in 1974 pub-
lished a paper where the Kronrod idea was applied to the Gauss–Laguerre and

weights are positive. Gautschi [GA177] in a short note published in 2005 pointed

20
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Gauss–Hermite quadrature rules. In particular, he constructed the new “extended”
rules for all values of n ≤ 20. In the Laguerre case, the additional nodes are real
only for n = 1, although one being negative, and the associated weights are positive;
for 2 ≤ n ≤ 20 some of the nodes are complex. In the Hermite case, the Kronrod
rule exists, with all nodes real, only when n = 1, 2, 4, and the weights in these cases
are all positive. In that same year, this paper was reviewed by Walter Gautschi for
Mathematical Reviews (MR0353638 (50#6121)).

At the end of August 1974, when I started my stay at Purdue University to
do research under the supervision of Walter Gautschi, he showed me the review of
Ramskĭı’s paper and proposed to prove a conjecture stated therein. This introduced
me to Kronrod’s work.

After several attempts without success, I gave up and started to examine some
questions related to the Legendre case. Some preliminary results were published
in 1976 (see [7]). But the major issue was the positivity of all the weights of
Kronrod quadrature rules in the case of the ultraspherical weight. In 1977, when
I had already returned to the University of Turin, I succeeded to prove positivity
when 0 < λ ≤ 1 [8]. In that same year, a partial answer to the original research
proposal made by Gautschi was given by David Kahaner and myself [4]. We were
able, indeed, to prove nonexistence, except for the values of n stated by Ramskĭı, of
Kronrod extended rules with real nodes and positive weights. A proof in the case
where positivity of the weights is not required is not yet known.

Some results on existence and nonexistence of Kronrod rules associated with the
Gegenbauer and Jacobi weights are mentioned in my 1982 survey paper [9]. But it
is in the Gautschi and Notaris paper [GA109] of 1988 that this question has been
treated more systematically by numerical computation. For values of n ≤ 40 the
authors determined intervals in λ, resp. regions of the (α, β)-plane in the Jacobi
case, for which the corresponding Kronrod rules exist and have all the desired
properties. On the basis of this computational work, they made several conjectures
concerning existence and properties of Kronrod rules, which gave some guidance
for further research. A few of them have been proved later by F. Peherstorfer and
his collaborators.

Indeed, in 2000, F. Peherstorfer and K. Petras [15] were able to show that in
the ultraspherical case, for λ > 3 and n sufficiently large, the Stieltjes polynomials
have only a few real zeros. On the other hand, for λ = 3 and n sufficiently large, all
nodes of the Kronrod rules are real and have the desired interlacing property and
some, but not all, of the weights are positive. The case λ ∈ (2, 3) is still open. The
same authors have also derived existence/nonexistence results in the Jacobi case
for special choices of the parameters α, β. More recently, in 2007, Peherstorfer and
de la Calle Ysern [16] examined the case λ < 0. They proved that all nodes of the
Kronrod rules are real, contained in (−1, 1) except for two of them, and interlace,
and that all weights are positive.

Kronrod-type extended rules can also be associated with Gauss–Lobatto and
Gauss–Radau rules; some results on their existence and properties are mentioned
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in [9], where new Kronrod rules, defined on (−1, 1) and associated with the weight
function

w(x) =

√
1− x2

1− τx2
, −∞ < τ ≤ 1,

were also considered, and their existence proved for all values of n, with all nodes
in (−1, 1). For these, Gautschi and T. J. Rivlin [GA111] in 1988 proved that
all the weights are positive; furthermore they produced explicit formulae for the
weights. A year later, Gautschi and Notaris [GA114] considered the more general
case of any one of the four Chebyshev weights divided by an arbitrary quadratic
polynomial that remains positive in [−1, 1]. They showed that, except for a very
few identified exceptions, the Kronrod rules exist with all the desirable properties,
and their degrees of exactness grow like 4n, rather than 3n, as in the usual case.
Similar properties have been proved also in the case of a positive linear divisor
polynomial. In 1990, it was shown independently by Notaris [12] and Peherstorfer
[13] that Kronrod rules exist, with positive weights, even when the above divisor is
an arbitrary (positive) polynomial of degree m ≤ n.

In the same year, Perherstorfer [14] considered another large class of weight
functions of the form

w(x) =
√
1− x2|D(eiθ)|2, x = cos θ, θ ∈ [0, π],

where D(z) is analytic, real on R, and D(z) �= 0 for |z| ≤ 1. Also for this class he
showed that the associated Kronrod rules exist and have the desired properties for
n sufficiently large.

In 1988 Gautschi [GA107] wrote a very nice and complete survey paper on Kron-
rod rules, which became a standard reference for researchers working on Stieltjes
polynomials and Kronrod quadratures.

The last paper related to this topic was written by Walter Gautschi together
with Walter Gander in 2000 (see [GA160]). It dealt with the construction of an
adaptive automatic integration routine, based on two (successively) nested Kronrod
extensions of a 4-point Gauss–Lobatto rule. The development of this new algorithm,
which includes a particularly efficient stopping criterion, was motivated by some
serious deficiencies the authors had detected in two adaptive integration routines
provided at the time by Matlab. From the numerical testing performed by the
authors, their new routine, for which they provided a Matlab code, showed excellent
performance, even when compared with the best IMSL and NAG routines available
at that time. The interest in this new routine is also evidenced by 135 (till now)
citations in the Web of Science, with an average per year of more than 10. In most
of the citing papers, the new routine is used to solve a variety of problems arising
in several areas of engineering (including medical and biological engineering) and in
mathematical finance, applied statistics, computational and physical sciences. The
paper has also stimulated a few authors to search for further improvements. We
mention in particular the works of T. O. Espelid [2], L. F. Shampine [18], and of
P. Gonnet [3].
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14.2. Quadratures for functions having singular or difficult
behaviors

Another theme that has attracted the attention of Walter Gautschi has been the
numerical integration of functions having singularities on or near the interval of
integration that tend to adversely affect convergence of standard quadrature rules.

In the note [GA30] published in 1967, Gautschi examined the convergence of
two well-known quadrature rules of interpolatory type already studied by L. Fejér
in 1933. Their abscissas are the zeros of the Chebyshev polynomials of the first and
second kind. Specifically, Gautschi showed that they converge not only for contin-
uous functions, but also for functions having monotonic (integrable) singularities
at one or both endpoints of the interval of integration.

In [GA128] he considered integrals extended over the half-infinite interval (0,∞),
whose integrands have an algebraic singularity at the origin of type xα, α > −1,
and behave like x−β , β > 1, as x → ∞, with β − α > 1. For such integrals he
examined two types of quadrature formulae, both of the form

∫ ∞

0

w(x)f(x)dx ≈
n∑

k=1

wkf(xk). (14.2)

The first, introduced earlier by R. Kumar and M. K. Jain in [6], is the Gaussian
rule defined by the weight function

w(x) =
xα

(1 + x)β
. (14.3)

Thus it has maximum polynomial degree of exactness 2n − 1. In the second,
Gautschi sets w(x) = xα and determines the nodes and weights by requiring exact-
ness of the rule for all of the following functions f(x):

1

(1 + x)β+k
, k = 0, 1, . . . , 2n− 1.

The first rule has the severe limitation 2n < β − α on the number n of nodes, and
thus can be applied only when β is relatively large. Gautschi’s rule does not have
this drawback. In his paper, Gautschi has shown that both rules can be reduced
to Gaussian formulae relative to appropriate Jacobi weight functions, and hence
can be generated by standard mathematical software. Numerical testing recently
performed in [10] confirms that the rule proposed by Gautschi, besides being very
easy to construct, is indeed very efficient.

Gautschi’s quadrature rule can also be interpreted as a formula of type (14.2),
with w(x) given by (14.3), which has the property that it integrates exactly the
rational functions (1 + x)−k, k = 0, 1, . . . , 2n− 1. Thus it is a Gaussian rule based
on rational interpolation. Quadrature formulas of this type have subsequently been
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proposed and studied independently in [GA137] and by W. Van Assche and I. Van-
herwegen in [21]. For additional work in this area, see Section 1 .4.

Finally, in the 1993 paper [GA136], Gautschi examined the numerical evaluation
of two integrals of interest in solid state physics and in many astrophysical problems,
the generalized Fermi–Dirac integrals

Fk(η, θ) =

∫ ∞

0

xk
√
1 + θx/2

e−η+x + 1
dx, θ ≥ 0, η ∈ R,

where k = 1
2 ,

3
2 ,

5
2 , and the associated Bose–Einstein integrals

Gk(η, θ) =

∫ ∞

0

xk
√
1 + θx/2

e−η+x − 1
dx, θ ≥ 0, η ≤ 0.

Gautschi pointed out that two methods proposed 1989 and 1991 in the physics
literature disregard the major obstacle to rapid convergence (when θ is relatively
small), namely the presence of a sequence of (complex conjugate) poles at

x = η ± (2ν − 1)iπ, ν = 1, 2, 3, . . . ,

in the case of Fk, and at

x = η ± 2νiπ, ν = 0, 1, 2, . . . ,

for Gk. Starting from this observation, he then proposed a new and more efficient
approach, based on a (rational) quadrature formula of the type

∫ ∞

0

g(x)xme−xdx ≈
n∑

r=1

wrg(xr),

which erases the adverse effects of the poles in the vicinity of the real line. In
the case of Fk, he sets m = k and (uniquely) defines the rule by requiring exact
integration of all pairs of rational functions

g(x) = (1 + ζνx)
−1, g(x) = (1 + ζ∗νx)

−1, ν = 1, 2, . . . , n,

where

ζν = − 1

η + (2ν − 1)iπ

and the asterisk means complex conjugation. For Gk, he sets m = k − 1 and
proceeds as in the previous case, choosing

ζν = − 1

η + 2νiπ
.

As shown by the author through numerical testing, the proposed rules are very
satisfactory for high-precision calculation of Fermi–Dirac and Bose–Einstein inte-
grals, in particular when this evaluation is required only for a few values of their
parameters.

5
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[1] Pierre Barrucand. Intégration numérique, abscisse de Kronrod–Patterson et poly-
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35

Gauss–type quadrature

Walter Van Assche

Walter Gautschi’s work in this area has had a profound impact, especially on the
computational and practical aspects of Gauss quadrature. I have heard people refer
to it as Gautschian quadrature, just to emphasize Walter’s many contributions to
the theory and computation.

To fix notation, suppose one wants to approximate the integral of a function f
by a sum using only n evaluations of the function:

∫ b

a

f(x) dμ(x) =

n∑

k=1

λk,nf(xk,n) + En(f). (15.1)

Here the general case is considered where integration is with respect to a positive
measure μ on the real line, supported on the finite or infinite interval [a, b], but
quite often only a weight function w on [a, b] is used. If {xk,n : 1 ≤ k ≤ n} are the
zeros of the nth-degree orthogonal polynomial pn for the measure μ, i.e.,

∫ b

a

pn(x)x
k dμ(x) = 0, 0 ≤ k ≤ n− 1,

one can find weights {λk,n : 1 ≤ k ≤ n} such that En(f) = 0 for every polynomial
f of degree at most 2n− 1, and hence the quadrature gives the exact value of the
integral for polynomials of degree less than or equal to 2n− 1. These weights are
known as Christoffel weights or Christoffel numbers, and the quadrature formula is
known as the Gauss quadrature formula or, as Walter Gautschi usually calls it, the
Gauss–Christoffel quadrature formula. In his book [GAB3, §1.4.2] Gautschi uses the
term Gauss-type quadrature to refer to this class of quadrature formulas, including those
modified by Radau and Lobatto (cf.
(1816 [5]) considered the case where μ is the uniform measure on [−1, 1], for which
the corresponding quadrature nodes are the zeros of the Legendre polynomial Pn;
Elwin Bruno Christoffel [2] in 1877 extended this to more general weight functions.

Section 15.2). Carl Friedrich Gauss originally
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15.1. Construction of Gauss quadrature formulas

For the construction of Gauss quadrature formulas one basically needs to compute
the n zeros x1,n < · · · < xn,n of the orthogonal polynomial pn and the Christoffel
numbers {λj,n : 1 ≤ j ≤ n}. The measure μ is given and one needs the first 2n
moments (μk)0≤k≤2n−1 of μ to find the zeros and the Christoffel numbers:

μk =

∫ b

a

xk dμ(x) =

n∑

j=1

(xj,n)
kλj,n, 0 ≤ k ≤ 2n− 1.

Gautschi shows in [GA31] that the map (μk)0≤k≤2n−1 �→ (xj,n, λj,n)1≤j≤n is ill
conditioned and gives some lower bounds for the condition number κn showing that
for a large class of weights on [−1, 1] this κn grows exponentially like (17+6

√
8)n =

(1 +
√
2)4n and he concludes that

“The lesson to be learned from this analysis is evident: the moments
are not suitable, as data, for constructing Gauss–Christoffel quadrature
formulas of large order n. Apart from the fact that they are not always easy
to compute, small changes in the moments (due to rounding, for example)
may result in very large changes in the Christoffel numbers.”

He proposes an alternative procedure in which the inner product involving the
measure μ (or weight w) is replaced by a discrete inner product

〈f, g〉N =

N∑

k=1

wk,Nf(yk,N )g(yk,N ), wk,N > 0,

in such a way that

lim
N→∞

〈f, g〉N =

∫ b

a

f(x)g(x) dμ(x)

lim
N→∞

πn,N (x) = pn(x),

and the corresponding zeros and Christoffel numbers converge to the required quan-
tities for the Gauss quadrature,

Szegő calls it Gauss–Jacobi mechanical quadrature in his book [10, §3.4], whereas
Stroud and Secrest [9] refer to it as Gaussian quadrature formulas in their book
(which contains many tables).

for all polynomials f and g. In his later work he refers to this as the discretized
Stieltjes procedure [GA81, §2.2], [GA117, §4.2]; it has since become known as the
discretized Stieltjes–Gautschi procedure (cf. Section 11.2.2). The orthogonal poly-
nomials (πn,N )n∈N for this discrete inner product then have the property that
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lim
N→∞

x
(N)
j,n = xj,n, lim

N→∞
λ
(N)
j,n = λj,n.

In order to be practical, one needs to find a suitable discrete inner product 〈· , ·〉N .
Gautschi suggests using the Fejér quadrature formula (introduced by Fejér in 1933
[4] and studied by Gautschi in 1967 [GA30]) or the Gauss–Chebyshev quadrature
formula to do the discretization. The convergence can be accelerated by Newton’s
method.

Another procedure was proposed by Sack and Donovan in 1969 and quickly
picked up by Gautschi in [GA40]. Instead of starting from the moments

μk =

∫ b

a

xk dμ(x),

it uses modified moments

νk =

∫ b

a

qk(x) dμ(x),

where the (qn)n∈N are given orthogonal polynomials for a measure ν on [α, β],

∫ β

α

qk(x)qn(x) dν(x) = δk,n,

and hence satisfy a three-term recurrence relation

xqk(x) = αk+1qk+1(x) + βkqk(x) + αkqk−1(x).

If one chooses the measure ν close to the measure μ (in particular with the same
support [a, b] = [α, β]), the mapping from the modified moments to the zeros and
Christoffel numbers is often well conditioned. In [GA40] Gautschi gives an up-
per bound for the condition number and various asymptotic estimates for Jacobi
weights. He also gives an algorithm for generating orthogonal polynomials (pn)n∈N

for the measure μ, starting from the modified moments. Numerical examples (and
tables of Gaussian quadrature on an accompanying microfiche supplement) show
that this is indeed a very convenient way to construct Gauss quadrature formulas.

A very convincing way to show people that the mapping from moments to zeros
and Christoffel numbers is ill conditioned is given in [GA84] where Gautschi displays
a table for the nodes {xj,n : 1 ≤ j ≤ n} and Christoffel numbers {λj,n : 1 ≤ j ≤ n}
for n = 15 and weight w(x) = e−x3/3 on [0,∞), which appeared in the Journal of
Chemical Physics in 1980. Table 1 shows 16 decimals but only the first two are
correct. Gautschi also gives Table 2 with his own computation using a discretized
Stieltjes procedure and a suitable partition of the infinite interval [0,∞) into eight
subintervals. Instead of saying that the first table is wrong, Gautschi describes four
tests which can be used to check the accuracy of the table and leaves it to the reader
to decide that the second table is accurate to 16 decimals. He also explains why
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Table 1 was thought to be accurate: it passes two of the tests. The first test is to
check the quadrature formula on the moments, i.e., on the functions f(x) = xk with
0 ≤ k ≤ 2n− 1, and indeed both tables show that the quadrature formula produces
the moments accurately to about 15 correct decimals. But this is an extreme case
of correlation of errors. Test 2 suggested by Gautschi is to compute the coefficients
in the recurrence relation

xpk(x) = ak+1pk+1(x) + bkpk(x) + akpk−1(x), k ≥ 0,

of the orthogonal polynomials using the quadrature formula, and then to check
whether

μ2n =

n∑

j=1

λj,nx
2n
j,n + a21a

2
2 · · ·a2n,

which follows from the formula for the error term En(x
2n) of the Gauss quadra-

ture formula. This test too does not distinguish between the two tables. The two
other tests show that Table 1 is not accurate but Table 2 is. Test 3 is to com-
pute the recurrence coefficients using the quadrature formula and to check them
with the explicit formulas in terms of Gram determinants (cf. Eq. (11.5) of Sec-
tion 11.1). This test indeed shows that the accuracy of the recurrence coefficients
decreases by one decimal in each step for Table 1, but remains stable for Table
2. Test 4 is to compute the sum of the nodes, which is the trace of the Jacobi
matrix and which can be computed as the ratio of two determinants. This test
also shows that Table 1 is only accurate to two decimals, whereas Table 2 gives
12 accurate decimals. I have computed the nodes and Christoffel numbers for this
weight and n = 15 using Maple (which nowadays is a convenient way to perform
multiprecision computations) and found that one needs to work with a precision of
45 decimals (Digits:=45) to produce Table 2 if one starts from the moments and
uses the method with which Table 1 was generated. Gautschi’s approach requires
only double precision and hence is to be preferred. A Matlab suite for generating
orthogonal polynomials and related quadrature rules can be found on his website
http://www.cs.purdue.edu/archives/2002/wxg/codes/ under the heading OPQ.

15.2. Gauss–Radau and Gauss–Lobatto quadrature

The Gauss quadrature formulas can be extended somewhat to include information
of the function at the endpoints of the interval [a, b]. For Gauss–Radau quadrature
one uses a fixed node at one of the endpoints a or b, and then n nodes in (a, b) are
taken such that for every polynomial f of degree ≤ 2n

∫ b

a

f(x)w(x) dx = λaf(a) +

n∑

j=1

λj,nf(xj,n),



15.2 Gauss–Radau and Gauss–Lobatto quadrature 39

which is the Gauss–Radau quadrature rule with fixed left endpoint, or
∫ b

a

f(x)w(x) dx = λbf(b) +

n∑

j=1

λj,nf(xj,n),

which is the Gauss–Radau quadrature rule with fixed right endpoint. Even though
these formulas use n+1 quadrature points, the effect of fixing one quadrature point
is to reduce the degree of the polynomials which can be correctly integrated by one.
Recall that the Gauss quadrature rule with n + 1 points has degree of exactness
2n+ 1, which is one higher than the Gauss–Radau rule. The n other nodes are all
in the open interval (a, b) and turn out to be zeros of the orthogonal polynomial
of degree n for the modified weight function (x − a)w(x) when one fixes the left
endpoint a, or (b − x)w(x) when one fixes the right endpoint b. These orthogonal
polynomials are known as kernel polynomials [1, §1.7] and can be expressed in terms
of the Christoffel–Darboux formula.

For Gauss–Lobatto quadrature one uses both endpoints as fixed nodes and one
looks for n nodes in (a, b) such that

∫ b

a

f(x)w(x) dx = λaf(a) + λbf(b) +
n∑

j=1

λj,nf(xj,n)

for every polynomial f of degree≤ 2n+1. There are n+2 quadrature nodes, but two
nodes are now fixed at a and b, resulting in the reduction of the polynomial degree of
exactness by 2 (Gauss quadrature with n+2 nodes has degree of exactness 2n+3).
The n remaining nodes turn out to be the zeros of the orthogonal polynomial of
degree n for the modified weight (x−a)(b−x)w(x). These orthogonal polynomials
can be expressed in terms of the orthogonal polynomials for the weight w by means
of a formula of Christoffel [10, §2.5].

An e-mail from someone inquiring how to fix an underflow problem when com-
puting high-order Gauss–Lobatto quadrature rules for the Legendre case w(x) = 1
on [−1, 1] prompted Walter Gautschi to investigate the more general case of Jacobi
weights w(x) = (1−x)α(1+x)β on [−1, 1] in [GA163]. The Gauss–Lobatto formula
then uses the quadrature nodes ±1 and the zeros of the orthogonal polynomials for
the weight (1 − x2)w(x), which is again a Jacobi weight but now with parameters
(α + 1, β + 1). Gautschi first notes that underflow can be avoided by computing
the two modified elements of the Jacobi matrix directly as functions of α and β,
rather than by solving the usual 2×2 system of linear equations (which for large
n becomes singular, numerically). He then gives explicit formulas for the weights

λ1 and λ−1 and for the interior weights in terms of the Jacobi polynomials P
(α,β)
n

evaluated at the interior nodes. He compares the results obtained by direct com-
putation using his formulas with the results obtained by computing the modified
Jacobi matrix and the first components of the eigenvectors. The conclusion is that
the direct computation using the explicit formulas is more accurate in 90% of all
the 8,400 cases he investigated.
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Gauss–Radau quadrature for the Jacobi weight is investigated in [GA164] where
again explicit formulas are found for the weight at the boundary and for the interior
weights in terms of the Jacobi polynomials evaluated at the interior nodes. No
numerical results are presented but the explicit formula for the boundary weight
is said to be more accurate than the result computed using the eigenvector of the
modified Jacobi matrix. For the interior weights, however, in about two-thirds of
the cases computed, the results of the direct computation are found less accurate
than the results obtained by using the eigenvectors of the modified Jacobi matrix.
[GA164] also deals with the Gauss–Radau formula for the Laguerre measure w(x) =
xαe−x on [0,∞) and an explicit formula for the weight λ0 is given, together with
a formula for the interior weights in terms of the Laguerre polynomials evaluated
at the interior nodes. Again no numerical results are presented but the conclusion
is said to be much like in the case of the Jacobi weight, i.e., the boundary weight
is always considerably more accurate by means of direct computation than via
eigenvectors, whereas for the interior weights the result using the eigenvectors is
generally more accurate than the explicit formula.

In [GA126] Walter Gautschi and Shikang Li extend the Gauss–Radau and
Gauss–Lobatto idea by allowing the endpoints to appear with multiplicity 2. This
amounts to using also the derivatives of f at the endpoints, i.e., for Gauss–Radau
quadrature with fixed left endpoint

∫ b

a

f(x)w(x) dx = λ0f(a) + λ1f
′(a) +

n∑

j=1

λj,nf(xj,n) + ER
n (f).

If one takes for the n nodes xj,n the zeros of the orthogonal polynomial of degree
n for the modified weight (x− a)2w(x), then ER

n (f) = 0 can be achieved for every
polynomial of degree at most 2n+1. Of course a similar formula can be constructed
for the right endpoint. Gautschi and Li show that the weights in this quadrature
formula are all positive and they give explicit formulas for the weights λ0 and λ1

when w is the Chebyshev weight function on [−1, 1] of any of the four kinds,

w(x) = (1− x)±1/2(1 + x)±1/2.

They also handle the extension of Gauss–Lobatto quadrature, where

∫ b

a

f(x)w(x) dx = λ0f(a) + λ1f
′(a) +

n∑

j=1

λj,nf(xj,n) + μ0f(b)− μ1f
′(b) + EL

n (f).

Note the negative sign before μ1f
′(b). Choosing the n nodes xj,n as the zeros of

the orthogonal polynomial of degree n for the weight (x − a)2(b − x)2w(x) then
results in EL

n (f) = 0 for every polynomial of degree at most 2n+3. All the weights
are again positive and the weights λ0, λ1, μ0, μ1 are explicitly given for the four
Chebyshev weights. Their paper ends with various examples.
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There is nothing really special about multiplicity two in Gauss–Radau or Gauss–
Lobatto quadrature, so the natural next step is to consider having nodes of arbitrary
multiplicity at one or both endpoints of the interval [a, b]. This is worked out
in [GA173] in a general setting, and in [GA194] for Jacobi and Laguerre weight
functions. The generalized Gauss–Radau formula has the form

∫ b

a

f(x)w(x) dx =
r−1∑

k=0

λ(k)
a f (k)(a) +

n∑

j=1

λj,nf(xj,n) + ER
n,r(f),

where r > 1 is the multiplicity of the endpoint a. The degree of exactness is
2n−1+r, i.e., one has ER

n,r(f) = 0 for every polynomial of degree at most 2n−1+r,
if one takes for the internal nodes {xj,n : 1 ≤ j ≤ n} the zeros of the orthogonal
polynomial of degree n for the weight function (x − a)rw(x). For the generalized
Gauss–Lobatto quadrature, similarly,

∫ b

a

f(x)w(x) dx =
r−1∑

k=0

λ(k)
a f (k)(a)+

n∑

j=1

λj,nf(xj,n)+
r−1∑

k=0

(−1)kλ
(k)
b f (k)(b)+EL

n,r(f),

where EL
n,r(f) = 0 for every polynomial f of degree at most 2n− 1 + 2r when the

internal nodes are the zeros of the orthogonal polynomial of degree n for the weight
(x − a)r(b − x)rw(x). Note the alternating sign for the weights at the endpoint
b. This is useful in the case of a symmetric weight w(−x) = w(x) on a symmetric

interval, where λ
(k)
a = λ

(k)
b for 0 ≤ k ≤ r− 1. For questions regarding the positivity

of the weights, see Section 7.6.2, Vol. 1.
Gautschi developed in [GA173] a routine for computing these generalized Gauss–

Radau and Gauss–Lobatto formulas for arbitrary r, and Matlab routines are
downloadable from his website http://www.cs.purdue.edu/archives/2002/wxg/
codes/ under the heading HOGGRL.

15.3. Error bounds for Gauss quadrature

So far we witnessed Gautschi’s skills in constructing Gauss quadrature formulas. He
also is a very skillful analyst able to find sharp bounds for the error En(f) in Gauss
quadrature on [−1, 1] for functions f which are analytic in a domain D containing
[−1, 1]. Together with Richard Varga he starts in [GA85] from the contour integral
representation

En(f) =
1

2πi

∫

Γ

Kn(z)f(z) dz,

where the kernel is

Kn(z) =
1

pn(z)

∫ 1

−1

pn(t)

z − t
dμ(t),
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and Γ is a contour in D surrounding [−1, 1]. A straightforward estimation gives

|En(f)| ≤ �(Γ)

2π
max
z∈Γ

|Kn(z)|max
z∈Γ

|f(z)|,
where �(Γ) is the length of the contour Γ. The first maximum depends only on μ
and the second maximum only on the function f , thus separating the dependence
of the error on the quadrature rule and on the function to be integrated. If Γ
is the circle {|z| = r} with r > 1, then Gautschi and Varga show that for a
large class of measures μ the maximum of |Kn(z)| is attained on the real line and
is either Kn(r) or |Kn(−r)|, and they show that it can be evaluated accurately
and efficiently by recursion. This class of measures includes the Jacobi weights
dμ(x) = (1 − x)α(1 + x)β dx for arbitrary α, β > −1. They also investigate elliptic
contours Γ = {z = 1

2 (re
iθ + 1

r e
−iθ), 0 ≤ θ ≤ 2π} for which they show that in the

case of Chebyshev weights α = β = ± 1
2 and α = − 1

2 , β = 1
2 the maximum of

|Kn(z)| is attained on the real positive axis, hence equal to Kn((r+1/r)/2), except
for the Chebyshev weight of the second kind (α = β = 1

2 ) for which the maximum
is located on the imaginary axis when n is odd, and near the imaginary axis when
n is even. The problem is much more complicated for general Jacobi weights; in
this case some empirical results are worked out.

The problem for the elliptic contour and Chebyshev weights is taken up again
in [GA119] with Tychopoulos and Varga, and a more detailed analysis is made for
the Chebyshev weight α = β = 1

2 and n even. They show that for r ≥ rn+1, where
rn+1 > 1 is the root of an explicitly stated algebraic equation, the maximum of
|Kn(z)| occurs on the imaginary axis while for r < rn+1 it is near the imaginary
axis within an angular distance less than π/(2n + 2). Furthermore, the sequence
(rn)n≥2 decreases monotonically to 1.

A similar error bound analysis is done in [GA123] and [GA121] for Gauss–Radau
quadrature and Gauss–Lobatto quadrature where the endpoints have multiplicity
one and two, respectively, and integration is with respect to any of the Chebyshev
weight functions. The original analysis can be carried over fairly well since most of
the ingredients still involve orthogonal polynomials, albeit with a modified weight
function. Furthermore, if one starts with a Chebyshev weight function, then the
modified weights are still Jacobi weights and the corresponding orthogonal polyno-
mials are linear combinations of Chebyshev polynomials.

15.4. Gauss quadrature for rational functions

The quadrature formulas so far are designed to integrate functions that are close
to polynomials. If one deals with functions having poles (outside the interval of
integration) or other singularities, then the best thing to do is to absorb that infor-
mation in the weight function, or, which amounts to the same thing, to construct
quadrature formulas that exactly integrate rational functions with prescribed loca-
tion of the poles. This kind of rational quadrature is something I was interested
in myself through the thesis of one of the PhD students in my department; see
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[12], where we studied the case of poles of multiplicity one or two. The following
characterization appears in [GA137] and [GA167]:

Theorem 1. Let {ζk : 1 ≤ k ≤ M} be complex numbers such that −1/ζk /∈ [a, b] and
define

ωm(x) =

M∏

k=1

(1 + ζkx)
sk , m =

M∑

k=1

sk,

where sk ∈ N. Assume that the weight w(x)/ωm(x) admits the n-point Gaussian
quadrature formula

∫ b

a

f(x)
w(x)

ωm(x)
dx =

n∑

j=1

wG
j,nf(xj,n) + EG

n (f),

with EG
n (f) = 0 for every polynomial f of degree at most 2n− 1. Then

∫ b

a

g(x)w(x) dx =

n∑

j=1

λj,ng(xj,n) + En(g), λj,n = wG
j,nωm(xj,n), (15.2)

has the property that

En(g) = 0 if

{
g(x) = (1 + ζkx)

−s, k = 1, 2, . . . ,M, s = 1, 2, . . . , sk,

g(x) = xk, k = 0, 1, 2, . . . , 2n−m− 1.

Hence one can construct n-point quadrature formulas for rational functions by us-
ing the n-point Gaussian quadrature formula for the weight w(x)/ωm(x) which has
prescribed poles outside [a, b] with given multiplicities. Furthermore, Gautschi de-
scribes in [GA137] and [GA167] a way to compute the quadrature formula (15.2),
either by a partial fraction decomposition and modification algorithms, or by the
discretization method, which we described earlier. A number of examples illus-
trate the efficiency of the quadrature rule. Some other types of rational quadrature
rules are also given in [GA167] such as the rational Fejér quadrature rule, ratio-
nal Gauss–Kronrod quadrature, rational Gauss–Turán quadrature, and rational
Cauchy principal value quadrature. The latter three are described in more detail
in [GA162], where many numerical examples are given.

15.5. Gauss quadrature for special weights

The methods for constructing orthogonal polynomials, their recursion coefficients
and the corresponding Gaussian quadrature, which were proposed by Gautschi,
have been applied to a number of interesting explicit cases. In [GA93] Walter
Gautschi and Gradimir Milovanović worked out the details for the weights
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εr(x) =
xr

(ex − 1)r
, ϕr(x) =

1

(ex + 1)r
, x ∈ [0,∞),

for r = 1 and r = 2. The weight ε1 is known as the Einstein function and ϕ1 as
the Fermi function. Integrals involving the functions εr occur in phonon statistics,
lattice specific heats, and in the study of radiative recombination processes. In-
tegrals involving the functions ϕr are encountered in the dynamics of electrons in
metals and heavy doped semiconductors. For the weights εr (r = 1, 2) they propose
to compute the recursion coefficients of the orthogonal polynomials by means of a
discretized Stieltjes–Gautschi procedure based on the Gauss–Laguerre quadrature
rule, which uses the zeros of the Laguerre polynomial Ln as quadrature nodes. This
indeed makes a lot of sense since ε1(x) ∼ xe−x and ε2(x/2) ∼ x2e−x as x → ∞,
so that these weights behave near infinity as the weight w(x) = e−x for Laguerre
polynomials, up to polynomial growth. A different procedure is suggested for the
weights ϕr because the poles ±iπ of these weights are closer to the real axis. Instead,
a composite Fejér quadrature rule is proposed where the interval [0,∞) is decom-
posed into four subintervals [0, 10]∪ [10, 100]∪ [100, 500]∪ [500,∞]. These methods
are illustrated by a number of numerical results. Tables of the recursion coefficients
are included in the appendix of [GA93] and the quadrature nodes and quadrature
weights are included in a supplement to [GA93]. A particularly interesting appli-
cation is the summation of certain series

∑∞
n=1(±1)nan where an is expressible as

a Laplace transform or the derivative of a Laplace transform. Indeed, if

an =

∫ ∞

0

f(t)e−nt dt,

then
∞∑

n=1

(−1)n−1an =

∫ ∞

0

f(t)

et + 1
dt =

∫ ∞

0

f(t)ϕ1(t) dt,

and when

an =

∫ ∞

0

tf(t)e−nt dt = − d

dx

∫ ∞

0

f(t)e−xt dt

∣
∣
∣
∣
x=n

,

then
∞∑

n=1

an =

∫ ∞

0

f(t)
t

et − 1
dt =

∫ ∞

0

f(t)ε1(t) dt.

Several examples of infinite series of this type are worked out, showing the efficiency
of Gauss quadrature for evaluating slowly converging infinite series. Particularly
useful is the advice they give for each example and ways to circumvent problems
that occur.

In [GA154] Gautschi and Milovanović join forces again, but now their interest
is in constructing Gauss–Turán quadrature rules, which are of the form



15.5 Gauss quadrature for special weights 45

∫ 1

−1

f(x) dx =

k−1∑

i=0

n∑

j=1

Ai,jf
(i)(xj,n) + En,k(f),

using the derivatives f (i) for 0 ≤ i ≤ k− 1 at the quadrature nodes. Turán showed
that for k = 3 the nodes can be chosen in such a way that the formula is exact
for polynomials f of degree at most 4n − 1. In general one can choose the nodes
{xj,n : 1 ≤ j ≤ n} in such a way that En,k(f) = 0 for polynomials of degree
≤ (k+ 1)n− 1 whenever k = 2s+ 1 is odd, but this does not work when k is even.
The nodes are zeros of the monic polynomial πn that minimizes the Lk+1 norm

∫ 1

−1

[πn(x)]
k+1 dx.

This can be extended to positive measures dμ on the real line and Gauss–Turán
quadrature is possible for k = 2s+ 1 odd, with nodes being the zeros of the monic
polynomial πn minimizing the Lk+1(μ) norm. This minimization is equivalent to
the conditions

∫

R

[πn(x)]
2s+1xr dμ(x) = 0, r = 0, 1, . . . , n− 1,

and the corresponding polynomials πn are known as s-orthogonal polynomials.
Gautschi and Milovanović observe that these s-orthogonal polynomials are the poly-
nomials πn,n from a sequence of orthogonal polynomials (πk,n)k≤n for the varying
weight [πn(x)]

2s dμ(x):
∫

R

[πn(x)]
2sπk,n(x)x

j dμ(x) = 0, j = 0, 1, . . . , k − 1.

Note, however, that the s-orthogonal polynomials πn are implicitly defined in this
way, since the varying measure involves the polynomial πn. Gautschi and Milo-
vanović propose a method for computing the recurrence coefficients of the orthogo-
nal polynomials starting from an initial guess for the unknown polynomial πn and
then applying an iterative procedure (Newton-Kantorovič method) to compute the
recursion coefficients of the orthogonal polynomials (πk,n)0≤k≤n, which in the end
gives the required πn = πn,n. The elements in the Jacobian, which one needs for the
Newton method, are integrals which can all be computed exactly by using Gaussian
quadrature for the (nonvarying) measure μ taking (s+ 1)n quadrature nodes. The
procedure is illustrated with numerical examples. For the Chebyshev measure of
the first kind on [−1, 1], the monic polynomials minimizing

∫ 1

−1

|πn(x)|k+1

√
1− x2

dx, k ≥ 0,

are the monic Chebyshev polynomials of the first kind Tn(x)/2
n−1, hence the nodes

for the Gauss–Turán formula are cos (2j − 1)π/2n 1 ≤ j ≤ n.,)(



46 Walter Van Assche

In his most recent paper [GA211], Gautschi returns to Gauss–Turán quadrature,
suggesting an improvement of the procedure described above in the case of Laguerre
and Hermite weight functions.

Another example where Gautschi’s construction of Gauss quadrature rules works
well is Gauss quadrature for refinable weight functions, which appear in multireso-
lution analysis and wavelet analysis in particular. In [GA161] Gautschi worked with
Laura Gori and Francesca Pitolli on Gaussian quadrature for a weight φ satisfying

φ(x) =
∑

j∈Z

ajφ(2x− j),

where

aj = 2−h

[(
m+ 1

j

)

+ 4(2h−m − 1)

(
m− 1

j − 1

)]

, h ≥ m ≥ 2.

The function φ is only computable at dyadic points

xk = −m+ 1

2
+ k · 2−r, k = 0, 1, 2, . . . , (m+ 1)2r,

hence these points are used for the discrete inner product needed for the discretiza-
tion method. The inner product is taken as Simpson’s quadrature. Numerical
results and examples illustrate the proposed procedure.

The more recent paper [GA198] deals with weight functions with logarithmic
factors, such as v(x) = xαe−x(x − 1 − log x) on [0,∞) and w(x) = (1 − x)α(1 +
x)β log(2/(1 + x)) on [−1, 1], which are logarithmic modifications of the Laguerre
weight and the Jacobi weight, respectively. The procedure is to use a (symbolic)
modified Chebyshev algorithm based on ordinary as well as modified moments
executed with sufficiently high precision. The natural choice for modified moments
for the weight v is to use Laguerre polynomials,

νk =

∫ ∞

0

xαe−x(x− 1− log x)Lα
k (x) dx,

and for w it is natural to make the change of variable x = 2t−1 and use the shifted
Jacobi polynomials,

νk =

∫ 1

0

tβ(1− t)α log(1/t)P
(α,β)
k (2t− 1) dt.

These modified moments can be expressed explicitly in terms of special functions
and evaluated to arbitrary precision. As usual, a number of examples illustrate the
numerical results.
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15.6. The circle theorem for Gauss-type quadrature

If one plots the n Gaussian weights (suitably normalized) against the n Gaussian
nodes, one finds that, asymptotically as n → ∞, they come to lie on a half circle
when the weight is supported on a finite interval and satisfies a mild condition. This
is known as the circle theorem and was first established by Davis and Rabinowitz
[3] in 1961 for Jacobi weights w(x) = (1− x)α(1 + x)β on [−1, 1].

Theorem 2. Let w be a weight function on [−1, 1] in the Szegő class, i.e.,

∫ 1

−1

logw(x)
dx√
1− x2

> −∞

and suppose that 1/w ∈ L1(Δ) for a compact interval Δ ⊂ (−1, 1). Then

nλj,n

w(xj,n)
∼ π

√
1− x2

j,n, n → ∞,

for all nodes xj,n (and corresponding weights λj,n) that lie in Δ.

This theorem is useful if one wants to check whether the quadrature weights
that one computed for a certain weight w are indeed reliable: if they don’t follow
the circle theorem, then one cannot trust the computed results. The circle theorem
basically follows as a corollary of the asymptotic behavior of Christoffel functions

λn(x) =
1

∑n−1
k=0 p

2
k(x)

of a weight w, where (pn)n∈N are the orthonormal polynomials for w. Indeed, Nevai
proved that

lim
n→∞nλn(x) = πw(x)

√
1− x2 (15.3)

holds almost everywhere in Δ under the conditions given in the theorem. The
relation λj,n = λn(xj,n) then gives the circle theorem. See [8, §4.5] for a discussion
on asymptotics for the Christoffel functions, which shows that the idea of the circle
theorem predates Davis and Rabinowitz [3]. The asymptotic behavior in (15.3) for
weights w on [−1, 1] holds almost everywhere on an open interval Δ ⊂ [−1, 1] under
the weaker condition [7, Thm. 8]

∫

Δ

logw(x) dx > −∞.

Gautschi extends this circle theorem in [GA180] to Gauss–Radau and Gauss–
Lobatto quadrature for weights w satisfying the conditions in Theorem 2. He also
considers Gauss–Kronrod quadrature
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∫ 1

−1

f(x)w(x) dx =

n∑

j=1

λj,nf(xj,n) +

n+1∑

k=1

λ∗
k,nf(x

∗
k,n) + En(f),

where {xj,n : 1 ≤ j ≤ n} are the Gaussian nodes and the Kronrod nodes {x∗
k,n :

1 ≤ k ≤ n+ 1} and the weights {λj,n : 1 ≤ j ≤ n} and {λ∗
k,n : 1 ≤ k ≤ n+ 1} are

such that En(f) = 0 whenever f is a polynomial of degree at least 3n − 1. (For
Gauss–Kronrod quadrature, see also Section 14.1.) The Kronrod nodes are the
zeros of the polynomial πn+1 which is the orthogonal polynomial of degree n+1 for
the (nonpositive) weight pn(x)w(x), with pn the orthogonal polynomial of degree
n for the weight w:

∫ 1

−1

πn+1(x)x
kpn(x)w(x) dx = 0, k = 0, 1, 2, . . . , n.

The Kronrod nodes are not necessarily in the interval [−1, 1] and may in fact be
complex, but when all the Kronrod nodes are real, distinct, in the interval (−1, 1),
and different from the Gauss nodes, there is indeed a chance for a circle theorem
to hold. Gautschi proves such a circle theorem for Gauss–Kronrod quadrature for
a restricted class of weights.

The function π
√
1− x2 in the circle theorem and in (15.3)

of the density of
weight of the first
then a variant of the circle theorem would be

nλj,n

w(xj,n)
∼ 1

wE(xj,n)
,

where wE is the density of the equilibrium measure of the compact set E. This
holds, for instance, almost everywhere on Δ ⊂ E when E is a regular set and
[11, Thm. 1] ∫

Δ

logw(x) dx > −∞.

Gautschi illustrates this when the weight w is supported on two disjoint in-
tervals and remarks that the equilibrium measure is explicitly known for a set
E = T−1([−1, 1]), where T is a polynomial, referring to my joint work [6] with Jeff
Geronimo in 1988.

Before concluding this presentation, this may be a good place to reaffirm that
Walter Gautschi has written quite a few nice and interesting papers on Gauss-
type quadrature, which are very influential and even essential when one plans to
make numerical computations. Furthermore, he is very well aware of the existing
literature, has a good taste in the choice of specific problems and examples, and

is in fact the reciprocal

the equilibrium measure for the interval [−1, 1] (the Chebyshev
kind). If one considers weights on a compact set E of the real line,
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his papers are a pleasure to read. Some of the codes are available on his web-
site http://www.cs.purdue.edu/archives/2002/wxg/codes/ showing that he is
willing to share his knowledge and results with the international community.
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On the Preceding Paper 
"A Legendre Polynomial Integral" 

by James L. Blue 
By Walter Gautschi 

Abstract. The modified moments of the distribution du(x) = xa ln(1/x)dx on (0, 1), 
with respect to the shifted Legendre polynomials, are expUcitly evaluated. 

The result in the theorem of Section 2 of [I] can be generalized as follows: Let 

vn(et) = s; xaln(I/x)P:(x)dx, et >-I, n = 0, I, 2, ... , 

where P:(x) = Pn('lx- I) is the shifted Legendre polynomial of degree n. Then 

(-I)n-m m!2(n- m- 1)! Q = m < n, m;:;;, 0 an integer, 
(n + m +I)! ' 

1 ll n ( 1 1 )l n et+ I-k 
et+ I et+ I+ kJ;:t Ct+ I +k- Ct+ I-k ~}]1 et +I + k' otherwise. 

The result in [I] is the case et = 0 of (I). For the proof, we note that 

v (Ct) = -T<a+1>J1 (I + t)C'I.ln (~(I + t))P (t)dt n _ 1 n 

(2) 

= -2-(a+ 1) lim {J1 (1 + t)a ln(I + t)P, (t)dt -ln 2 ·J1 (I + t)o.P11(t)dt}, 
11_,.n -1 II -1 

where P11(t) is the Legendre function of degree v. It is well known [2, p. 316, Eq. 
(15)] that 

(3) a>-1. 

Differentiating (3) with respect to a gives 

J~1 (1 + t)a In (1 + t)Pv(t) dt 

(4) 

= r(Ct + v + 2)r(Ct + 1 _ v) {In 2 + 2t/I(Ct + I)- t/l(a + v + 2)- t/J(a+ 1-v)}, 

with t/l(x) = r'(x)/r(x) the logarithmic derivative of the gamma function. The assertion 
(1) now follows by inserting (3) and ( 4) in (2) and by using the recurrence relations 
r(x + 1) = xr(x), t/l(x + I)= t/l(x) + 1/x, together with the fact that for any integer 

Received May 31, 1978. 
AMS (MOS) subject c/Qssi/fcations (1970). Primary 33A65. 
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r ;;> 0, 

ON THE PRECEDING PAPJ!:R BY JAMES L. BLUE 

1/1(-r +e) - (- l)r-1r! as e - 0. 
r(-r+ e) 

The method of proof also allows the evaluation of integrals of the form 

v,,k(a) = J: x<~[tn(l/x)]kP,*(x)dx, 
by repeatedly differentiating (4) with respect to a. 
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Purdue University 
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743 

1. J. L. BLUE, "A L,egendre polynomial intepal," Math. Comp., v. 33, 1979, pp. 739-741. 
2. A. ERDELYI (Ed.), Tablea of Integral Trarufonna, Vol. II, McGraw-Hill, New York, 1954. 

56



16.2. [75] “Minimal Solutions of Three-Term Recurrence Relations 
and Orthogonal Polynomials” 
 
 
 
[75] “Minimal Solutions of Three-Term Recurrence Relations and Orthogonal Polynomials,” 
Math. Comp. 36, 547–554 (1981). 
 
© 1981 American Mathematical Society (AMS). Reprinted with permission. All rights 
reserved. 
 
 

57



MATHEMATICS OF COMPUTATION 
VOLUME 36, NVMBEJl 154 
APJUL 1!181 

Minimal Solutions of 1bree-Tenn 
Recurrence Relations and Orthogonal Polynomials* 

By Walter Gautsebi 

Altlenet. We observe that the well-known recurrence relation p,+ 1(z) • (z - a,)p,(z) -
b,.p,_ 1(z) for orthosODal polynomials admits a "Jninimal solution" if z is outside the 
spectrum of the 11W$ distribution tb(t) with respect to which the polynomiala are ortJao&oDal 
and if the moment problem for this distribution is determined. The minimal solution, indeed, 
is f..(z) • f p,(t) tb(t)/(z - t), and can be computed ICCIII'ately by IIICIUIS of the author's 
c:onU.uecl ff1lCtion aJaorithm. An application is made to special Gauss-type quadrature 
formula$. 

1. latroductioo. Minimal solutions of three-term recurrence relations, and their 
computational implications, are discussed systematically in [7]. Effective algorithms 
for computing minimal solutions have been developed in [1], [16], [17] and continue 
to be the subject of further study (see, e.g., [14], [261 [5], [2], [241 [25], [3D. With 
these powerful algorithms at hand, it seems desirable to delineate large classes of 
recurrence relations for which the presence of minimal solutions can be ascertained 
and the minimal solution itself identified. Even more desirable is an understanding 
of the deeper reasons for the occurrence of minimal solutions, in terms of intrinsic 
features of the subject area in which they arise. 

Few attempts have been made along these lines. The work of Thacher [22]. [23] 
on power series solution of linear differential equations with polynomial coeffi­
cients may be considered a beginning, inasmuch as the presence of minimal 
solutions (of the recurrence relation satisfied by the expansion coefficients) is 
conjectured to be related in a specified way to the type of singularities in the 
differential equation. Here we wish to consider the recurrence relation 

(1.1) Y,+ 1 = (z- a,)y,.- b,y,_ 1, n == 1, 2, 3, ... , b, > 0, 

associated with the moment sequence of a mass distribution ds(t) on the real line. 
We make the simple observation, apparently overlooked so far, that for any z 
outside the spectrum of ds(t) the recurrence relation (1.1) possesses a (readily 
identifiable) minimal solution whenever the moment problem for ds(t) is determined 
(Section 3). If the spectrum of ds(t) is bounded (i.e., there is zero mass outside some 
finite interval), then the moment problem is always determined; hence a minimal 
solution always exists. 

Received July 7, 1980. 
1980 Mlllllemmic.r Subject CIIJ.uificatiOII. Primary 33A6S, 39AIO; Sec:ondary 6SD20, 65030. 
Key worth and phraus. Minimal solutions of three-term rec:urrence'telations, ortJao&oDal polynomials, 

moment problem, modified moments. 
•sponsored in part by the National Science Foundation UDder srant MCS-m7JS8. 
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548 WALTER GAUTSCJD 

Our observation opens up a large class of recurrence relations to which the 
algorithms mentioned above can be usefully applied. One such application (to 
special Gaussian quadrature rules) will be discussed in Section 4, and an ap­
propriate algorithm in Section 5. 

In the case of the Jacobi distribution on [-1, 1], the existence of a minimal 
solution (when z fl. [-1, lD can easily be inferred from the asymptotic theory of 
difference equations [7, Theorem 2.3]. This is no longer the case for distributions 
on infinite intervals, such as the generalized Laguerre, or Hermite, distribution. 

l. Ortbogoaal Polynomials and Associated Polyuomlals. let ds(t) be a mass 
distribution on the finite or infinite interval [a, b) (i.e., s(t) a nondecreasing 
function with infinitely many points of increase), and let ds(t) admit finite mo­
ments of all orders, 

(2.1) m, ... J11 t" ds(t), n = 0, 1, 2, .... 
a 

Let {p,(z)} be the (monic) polynomials orthogonal on [a, b] with respect to ds(t), 

(2.2) J11 p,(t)p,(t) ds(t) == 0, n =F m. 
a 

A3 is well known, they satisfy a three-term recurrence relation of the form 

{
p,+ 1(z)., (z- a,.)p,.(z)- b,.p,_ 1(z), 

p_1(z) = 0, p0(z) = 1, 
(2.3) 

n - 0, 1, 2, ... , 

where a, are real, and b,. > 0, all n. (b0 is arbitrary, but will be set equal to mo.) 
The polynomials 

(2.4) q,.(z) = Jb p,(z~ = ~,(t) ds(t), n = 0, l, 2, .•. , 
a 

are called the polynomials associated with the orthogonal polynomials p,. It is 
easily seen (and well known) that they also satisfy the recurrence relation (2.3), at 
least for n ;> 1. Indeed, by (2.3), 

Pn+ 1(z)- p,.+ 1(t) 

== zp,(z)- tp,.(t)- a,[p,(z)- p,(t)]- b,[p,_ 1(z)- P .. - 1(1)] 

= (z- t)p .. (t) + (z .-. a .. )[p,.(z)- P .. (t)]- b .. [P .. -t(z)- P .. -t(t)], 

hence, dividing-by z - t and integrating, 

{
q,.+ 1(z) = J" p,.(t) ds(t) + (z- a .. )q,(z)- b,.q,_1(z), 

(2.5) a 

q_1(z) == 0, q0(z) ... 0. 

n- 0, I, 2, ... , 

By orthogonality, the integral on the right of (2.5) vanishes if n > 0, and equals mo. 
if n = 0. Consequently, 

(2.6) { 
q .. + 1(z)- (z- a,.)q,.(z)- b .. q .. _ 1(z), 

qo(z)- 0, q.(z) - mo· 
n ... I, 2, 3, ... , 
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((2.6) also holds for n -= 0, if we redefine q_1(z) •-I and assume b0 - mo.) Since 
po(z) • l,p1(z)"" z - a00 hence the Wronskian ofp,, q, is equal to moat n • 0, we 
see that {p,(z)} and {q,(z)} are two linearly independent solutions of the recur­
rence relation (1.1). 

3. MiDilllal Soladoos aad the Momeat Problem. A solution !, of the recurrence 
relation (1.1) is said to be minimal [7} if there exists a linearly independent solution, 
g,, of the same recurrence relation such that 

(3.1) lim f, == 0. 
ft-+00 g, 

We show that the existence of a minimal solution is closely related to the 

determinacy of the moment problem for ds(t). 
Let 

(3.2) F(z) - Jb ds(t) , z fl [a, b ]· 
a Z - I 

It is known [18, Satz 4.1] that the integral (3.2) has an "associated continued 
fraction" 

(3.3) F(z)- bo 
z- a0 

where a,, b, are the same coefficients as those appearing in the recurrence relation 
(1.1). Furthermore, the nth convergent of the continued fraction in (3.3) is equal to 
q,/ p,., where p,, q, are defined in (2.3) and (2.6). respectively, 

(3.4) bo b• b,_. "" q,.((z)) • n • 1, 2, 3, • •.. 
z - au - z - a. - z - 0..-t p,. z 

We are interested in the case in which the continued fraction in (3.3) converges to 
the integral F(z), 

(3.5) lim q,.(z) '"' r;,(z), tt1 [ b] 
( ) r' z 'il" a, . 

ft-+00 p, z 

If (3.5) holds true, then indeed 

(3.6) J,(z) "" F(z)p,(z) - q,.(z) 

is a minimal solution of (1.1). This follows at once by observing that (3.5) implies 

J,(z) q,(z) 
(3.7) -() '"'"F(z)- -() ~o asn~ oo. 

P,. z p, z 
In view of (2.4) and (3.2), we can write!, in the alternative form 

(3.8) J,(z) ... fb p,.(t) ds(t) • [ ] z fl a, b , n = 0, I, 2, .... 
a Z - I 

If we define (see the parenthetic remark after (2.6)) b0 - mo. q_1(z) --1, then!, in 
(3.6) satisfies (1.1) not only for n > 1, but also for n • 0, and we obtain the 
convenient starting value 

(3.9) '-•(z)- 1. 
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550 WALTEit OAUTSCID 

Any condition which guarantees (3.5) is a sufficient condition for (3.8) to be a 
minimal solution of (1.1). We now recall some such conditions. If the interval [a, b) 
is finite, then (3.5) always holds, by virtue of Markov's theorem [18, Satz 4.2]. If 
(a, b) is a half-infinite interval, say [0, oo), we have (3.5) if the Stieltjes moment 
problem for the moment sequence (2.1) is determined (18, Satz 4.14 and Satz 4.10). 
A sufficient condition for the latter, due to Carleman, is [20, Theorem 1.11] 

Similarly, for the doubly-infinite interval [-oo, oo] (in which case z in (3.5) is 
necessarily complex), the validity of (3.5) is assuted if the Hamburger moment 
problem for the moment sequence (2.l) is determined [18, Satz 4.15 and Satz 4.11]. 
Sufficient conditions for the latter, due to Carleman, are [20, Theorem 1.10 and p. 
59] 

00 

"" m-11211 = oo or ~ lrr • 
n-1 

Since, for a finite interval [a, b), the moment problem for (2.1) is always de­
termined {20, Corollary 1.1], we may summarize by saying that condition (3.5) is 
satisfied, hence j,.(z) in (3.8) is a minima/solution of (1.1), whenever the moment 
problem for the moment sequence (2.1) is determined. Most distributions ds(t) that 
arise in practice indeed correspond to a determined moment problem. 

4. Generation of Special GausSian Quadrature Rules. Let ds(t) be a mass distribu­
tion, as in Section 2, and assume first that its support is a (finite or infinite) 
subinterval {a, b) of the real line. Let x be real, outside of [a, b), and consider the 
new distribution 

(4.1) 
ds(t) 

da(t) = -1 -. I., x-t a<t<b, xER\[a,b]. 

Given the recurrence relation (2.3) for the orthogonal polynomials {p,.} associated 
with ds(t) we are interested in constructing the (monic) orthogonal polynomials 
{ w,.} with respect to da(t), and the corresponding Gaussian quadrature rules, all of 
which clearly exists uniquely. 

A good general procedure for accomplishing our task consists in first determin­
ing the coefficients a,., P,. for the desired polynomials, 

(4.2) { w,.+ 1(z) = (z- cr,.)w,.(z)- P,.w,_ 1(z), 
w_1(z) = 0, w0(z) = 1, 

n = 0, 1, 2, ... , 

in terms of the coefficients a,., b,. of the given orthogonal polynomials and in terms 
of the ''modified moments .. of da(t), 

(4.3) v,. = f' p,.l~) -dst~t), n - 0, I, 2, ... , 

and then to compute the eigenvalues and first components of the corresponding 
eigenvectors of the tridiagonal symmetric Jacobi matrix (with elements a,., n '"' 
0, 1, 2, ... , on the main diagonal, and elements V7i:,, n • I, 2, 3, ... , on the 
side diagonals), using the implicit QL algorithm. For details see [8, Section 5], [101 
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[9]. Although this approach may not be the best possible, in terms of efficiency (for 
more direct methods, see [11], [19D, it has the distinct advantage of numerical 
stability, particularly when the interval [a, b] is finite. Essential for the success of 
this approach, however, is the accurate determination of the modified moments in 
(4.3). These are seen to be identical with /,(x) (or -/,(x), if x < a) in (3,8)-a 
minimal solution of the recurrence relation (1.1), if the moment problem for ds(t) is 
determined. An effective algorithm for the computation of this minimal solution 
will be discussed in Section 5. 

A similar application can be made to weight distributions of the type (cf. also 
[12]) 

(4.4) dcJ(t) ... dr(t) .• 
(x- ti + yl 

a < t < b, X E R, y > 0, 

where the support [a, b] of ds(t) may or may not coincide with the whole real line. 
The modified moments, in this case, are given by 

(4.5) .. ,. - fb p,.(t) dsl (t) • , n- 0, I, 2, .... 
a (x- t) + y 2 

They are easily expressed in terms of /,(z) in (3.8). Indeed, letting z • x + 9', and 
observing that 

1 1 ( 1 1 ) 
(x _ t)2 + 1 2 = - 29' z - t - i-t ' 

one finds immediately 

(4.6) 
lmj,.(z) 

""""- lmz · 

Thus again, in the case of determinacy, we can generate ,,. accurately in terms of 
the minimal solutionf,(z) of (1.1). 

5. All Algoritlun for Calculatlq the MiDimal Solution /,(z). A number of 
algorithms are known for computing minimal .solutions of a three-term recwTence 
relation: Miller's backward recurrence algorithm [1, p. xvii], the authors algorithm 
based on continued fractions [7], Olver's algorithm [16], and an economic reformu­
lation of Olver's algorithm due to Van der Cruyssen [24]. Our experience with these 
algorithms, when applied to some typical minimal solutions f,(z), has been mixed. 
All algorithms, but the author's, have proved prone to overflow, particularly when 
x is moderately close to the half-infinite interval [a, b],. [0, co] in (4.1), and 
z - x + 4Y moderately close to [a, b] =[-co, co] in (4.4). The algorithms converge 
very slowly in these cases. We have tried to combat overflow in Olver's algorithm 
by rewriting it in terms of appropriate ratios, but were not entirely succ;essful. (An 
alternative way of dealing with the overflow problem, at the expense of approxi­
mately doubling the work, is to use extended-range arithmetic packages, as in [21], 
[13].) On the other band, our own algorithm in [7], although not subject to overflow 
conditions, requires good estimates of the starting index (for backward recurrence) 
to remain competitive with the other algorithms. Fortunately, such estimates can be 
derived for the most common distributions ds(t) occurring in practice. For this 
reason, in the present context, we tend to prefer the continued fraction algorithm of 
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[7] over the other algorithms mentioned. As "normalizing condition" we use the 
simple condition (3.9), which obviates the need of computingjo(z) separately. 

Suppose, then, that we wish to compute f,.(z) for n - 0, I, 2, ... , N. Let " > N, 
and let quantities r!•> andfn•> be generated according to 

{ 
r!•> "" 0, (•) - b, 

'rt-1 .. h). n - "· , - I, ... , I, 0, 
(5.1) z-a,-r. 

! <•> = I -1 • 

(Recall that b0 = mo.) lff,.(z) is a minimal solution of (1.1), then [7, p. 39) 

(5.2) lim f/> == !,.(z), n - 0, I, 2, ... , N. 
JI'-+CO II 

To implement (5.1), (5.2), one starts with some initial value of the index , and 
keeps increasing Jl, say by 5, until l.fn•+S) - fn•>! < aJ~•+S>J for all n -
0, I, 2, ... , N, where e is an appropriate (relative) error tolerance. (Alternatively, 
one could apply the convergence test on the r!"!. 1, rather than the fn•>, and thus 
avoid the computation of fn•> for all but the final value of Jl.) 

For this algorithm to be effective, it is imperative that realistic estimates be 
available for the initial value of the index "• given Nand the error tolerance a. Such 
estimates can be derived from known asymptotic results [6) concerning the be­
havior of /,(z) and p,(z) for large n. 

To begin with, we recall from [7, (3.18)] that the relative errors can be approxi­
mated by 

(5.3) <•> • f.+ 1 ( - g,) 0 I 2 N en . 8-1 f. • n - • • • . . . • • 
g•+1 , 

where {g,} is any solution of (1.1) which is linearly independent of the (minimal) 
solution {.f..}. In view of (3.7), we may choose g, - p,(z), in which case g_1 - 0. 
Since IP,/ !,.I-+ oo as n -+ oo, we have, for N sufficiently large, 

(5.4) max 1~·>1 + lei:'>l *I 1•+l I !NI· 
l<rt<N . P.+l PN 

The ratiosf..tfp •• 1 (P > N) andfNIPN in (5.4) can be estimated, at least for some 
common weight distributions dr( t), from the asymptotic formulas for/,/ p, given in 
the Appendix of [6). 

For the Jacobi distribution tb(t)- (I - tf(l + t)fl dt on {-I, l], where a >-1, 
fj >-1, for example, using Eq. (A.l) in [6], one finds for z bounded away from 
[-1, IJthat 

S 5 f..a(z) I JN(z) { 1 }2(•+1-N) 
( · ) P •• a(z) PN(z) - z + (z - l)112(z + 1)112 . ' 

"> N-+ co, 

independently of a and fj. (In evaluating the square roots in (S.S), the principal 
values of arg(z - I) and arg(z + l) are to be used.) For the maximum error in (5.4) 
to be less than a, we thus find for " the estimate 

(5.6) " > N + ln(l/a) 
2lnlz + (z - 1)1/ 2(z + 1)1121 
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This is applicable to modified moments of the type (4.5), with Jacobi distribution 
ds(t), in which case z • x + iy in (4.6) is complex, withy > 0. The estimate (5.6) 
also applies to (4.3), where z - xis real outside of [-1, 1]. and can then be written 
in the simpler form 

(5.6') ., > N + ln(l/e) 

2 ln(lxl + v?"=J} 
x E R \( -1,1J. 

The c:ontours in (5.6), i.e., the lines of constant lz + Vz2"=t I • p > 1, are 
ellipses with foci at ±I and sum of semiaxes equal top; cf. [4, p. 19]. 

In the case of generalized Laguerre distributions tls(t) • t•e""' dt on [0, oo), where 
a > 0, we apply Eq. (A.6) in (6] and combine this with the well-known asymptotic 
formulas (IS, 9.7.1 and 9.7.2] for modified Bessel functions, to obtain, 

f •• 1(z) j fN(z) 
P.,.,(z) PN(z) 

(5.7) - exp{ -4[ -t + I - a ; I -vN + a ; I ](ze..,..)'/2 }• 

">N-+ oo. 

Here, z is assumed fixed in the complex plane cut along the JX>Sitive real axis, and 
0 < arg z < 2w. For our maximum error in (5.4) to be less than e, it suffices to 
choose ., such that 

(5.8) 
> [· /,. a+ I + ln{l/e) ] 2 

__ a_+_1 
" V' + - 2- 4VfzT cos H~ - w) 2 

0 < ~ "" arg z < 2w. 

The c:ontours in (5.8), i.e., the lines of c:onstant vTzT cos!<~ - w) - Vp, are 
now parabolas with focus at the origin and vertex at (-p, 0). 

Finally, the case of Hermite distribution t/s(t) • e-t2 dt on (-oo, oo) can be 
reduced to the case a .. ± 4 of the generalized Laguerre distribution by observing 
that H 211(z)"" L!- 112>(z~. H 211 • 1(z)- z4,112>(z~. hence, for z nonreal, 

f ao e-t2H,.(t) dt L"" e""'t:t'12Lf;1~2>(t) dt _ _.::;..;:....:....._- B,(z) , 
- ao z - I 0 z2 - t 

where+ or- holds, depending on whether n is odd or even, and where 8,.(z) • 1 
for n odd, and B,.(z) ... z for n even. Proceeding as before, we now find for r the 
estimate 

(5.9) ( .. {N In(l/e) ) 2 

" > 2 VT + 4lzl sin 'P ' 0 < 'P - arg z < w. 

The contours in (5.9) are straight lines parallel to the real axis. 
Numerical experience has shown the estimates (5.6), . (5.8), (5.9) to be quite 

realistic, In the majority of cases examined. one repetition of the algorithm (5.1) 
(with ., incremented by 5) suffices to c:onfirm the desired accuracy. Occasionally, 
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two repetitions are required, and only rarely three (and this only when " is quite 
large). On the other hand, when lowered by 5, the estimates, with few exceptions, 
proved inadequate to achieve the desired accuracy. 
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POLYNOMIALS ORTHOGONAL WITH RESPECT TO THE 
RECIPROCAL GAMMA FUNCTION 1 

WALTER GAUTSCHI 

Department of Computer Sciences, Purdue University, West Lafayette, IN 47907, U.S.A. 

In [t], [3] it is suggested that the reciprocal gamma function 1/r(t), 0 ~ t < oo, 
properly normalized, may be useful in reliability theory as a probability density 
function. To evaluate the expected value 

Ef = c L' f(t )dt/ r(t), 

of a function .f; it will be necessary to apply appropriate quadrature schemes. 
Natural choices are the Gauss-Christoffel quadrature formulae with respect to the 
weight distribution dl(t) = dtfr(t) on [0, oo ]. These can readily be obtained once 
the recursion relation 

k = 0, 1, 2, ... , 

n0(t) = l, 

is known for the respective (monic) orthogonal polynomials nk(·; dJ.) (see, e.g., [7], 
[5, § 5.1]). 

We have computed the recursion coefficients IXk, Pk (where Po = Jo dl(t)) to 20 
decimal digits for 0 ;:?; k ;:?; 39, using a discretization procedure originally proposed 
in [4) and refined in [6, §2.2]. The refinement consists in using a composite Fejer 
quadrature rule to discretize the required inner products 

L<X) tn~(t)dJ.(t). 

1 Sponsored in part by the National Science Foundation under grant MCS-7927158. 
Received Feb. I, 1982. 
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The interval [0, ro] is decomposed into 10 subintervals, 

9 

[0, ro] = U (S(r-1), 5r] U (45, oo], 
r= 1 

Table 1. Recursion coefficients for the polynomials orthogonal on [0, ro] with respect 
to the weight distribution dA.t() = dtfr(t). 

k (Xk {Jk 

0 1.9345670421478847212 2.8077702420285193652 
1 2.7879436158411281033 1.0939363340686113155 
2 3.5739604354093584045 2.3372879608862272825 
3 4.3091053098871069965 3.7441907365233042123 
4 5.0058282584209047028 5.3119976010285601927 
5 5.6727517332400777399 7.0335091327854930762 
6 6.3158519817302918703 8.9011136859679101404 
7 6.9393802176042965886 10.907913582772256131 
8 7.5464565802642664718 13.047905143126414819 
9 8.1394403777087012176 15.315898546377090832 

10 8.7201633775933510257 17.707387474765001489 
ll 9.2900805740637845048 20.218427273043616394 
12 9.8503704972102283522 22.845534195510892734 
13 10.402003889465003792 25.585605138673464849 
14 10.945791990799772276 28.435854235129588910 
15 11.482421313858540088 31.393762617254118444 
16 12.012479234667014793 34.457038306760120054 
17 12.536473190369455701 37.623583882761530657 
18 13.054845330588925070 40.891470158867125297 
19 13.567983872331197187 44.258914541921217535 
20 14.076232022477626524 47.724263073365304131 
21 14.579895076761311877 51.285975395967277563 
22 15.079246131908767385 54.942612066839360237 
23 15.574530729178107620 58.692823769704697997 
24 16.065970664623260125 62.535342077993342771 
25 16.553767142458203825 66.468971494666667355 
26 17.038103405347763134 70.492582551193826168 
27 17.519146944326302125 74.605105791493263410 
28 17.997051367989314956 78.805526500259759656 
29 18.471957993324414724 83.092880061354758722 
30 18.943997207459574857 87.466247852622676490 
31 19.413289639591964888 91.924753599919767509 
32 19.879947174626524801 96.467560126280306425 
33 20.344073834028053459 101.09386644272912757 
34 20.805766544658069470 105.80290513583357056 
35 21.265115812622111611 110.59394001409378659 
36 21.722206316167302173 115.46626398102261382 
37 22.177117429273655261 120.41919710751600921 
38 22.629923685647095095 125.45208488005816070 
39 23.080695191249406477 130.56429660459561072 
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whereupon the Fejer quadrature rule (cf. [ 4]), suitably transformed, is applied to 
each subinterval. The decomposition is designed to make the contribution of the 
infinite interval [ 45, oo] sufficiently small so as to induce rapid convergence of the 
discretization process. The results, computed in double precision on the CDC 6500, 
are shown in Table 1. 

Note that {J0 is the constant F computed in [3] to 61 decimal digits, and in [2] to 
80 decimal digits. Table l permits the calculation of the orthogonal polynomials up 
to degree 40, hence the construction of Gauss-Christ.ofTel formulae with up to 40 
points. 
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ON GENE.RATING ORTHOGONAL POLYNOMIALS* 

WALTER GAUTSCHit 

Abstract. We consider the problem of numerically generating the recursion coefficients of orthogonal 
polynomials, given an arbitrary weight distribution of either discrete, continuous, or mixed type. We discuss 
two classical methods, respectively due to Stieltjes and Chebyshev, and modern implementations of them, 
placing particular emphasis on their numerical stability properties. The latter are being studied by analyzing 
the numerical condition of appropriate finite-dimensional maps. A number of examples are given to illustrate 
the strengths and weaknesses of the various methods and to test the theory developed for them. 

Key words. orthogonal polynomials, recurrence relations for orthogonal polynomials, Stieltjes 
procedure, discretized Stieltjes procedure, Chebyshev algorithm, modified Chebyshev algorithm, 
condition numbers 

1. Introduction. Let dA (t) be a nonnegative measure on the real line ~. with 
compact or infinite support, for which all moments 

(1.1) 
B7J.Lr = L t' dll. (f), r= 0, 1, 2, · · ·, 

exist and are finite, and J.Lo > 0. With dA there is associated a unique system of (monic) 
orthogonal polynomials, i.e., a system of polynomials 11'r = 1r,( • ; dll.) such that 

(i) 1r,(t) has exact degree rand leading coefficient 1, 

(ii) 1 {>0 ifr=~ 
11',(t)11'.(t) dA(t) _ 0 if 

IR - r~ s. 

In general, the system {1r,} consists of infinitely many polynomials, but reduces to a 
finite number N of polynomials 11'o, 11't. · · · , 11'N-t. if A (t) has exactly N points of 
increase. We denote such a measure by dli.N(t), and call it a discrete measure and the 
associated polynomials discrete orthogonal polynomials. 

The problem we wish to consider is the actual (numerical) construction of the 
polynomials 11',(·; dll.), given an arbitrary measure dA(t). The problem has received 
surprisingly little attention in the literature, even though orthogonal polynomials 
originated in connection with concrete questions of applied analysis (e.g., numerical 
integration, least squares approximation, series expansions, continued fractions, etc.). 
The reasons for this are probably twofold: In the first place, much of the practical 
work involving orthogonal polynomials is based on special measures dA (t) of the 
classical types, for which the orthogonal polynomials are explicitly known and the 
constructive aspects are therefore trivial. Secondly, even in the case of general 
measures, our problem has a straightforward mathematical solution: It is well known 
how to express, or how to compute, orthogonal polynomials in terms of the moments 
(1.1). This point of view, in fact, is typical for the "pre-computer" era; when executed 
in finite precision on a computer, however, the approach via moments is utterly 
ineffective on account of the explosive growth of rounding errors. Other more effective 
procedures have been proposed and analyzed by Forsythe [6] for discrete orthogonal 
polynomials, in connection with least-squares data fitting, and more recently by Sack 

*Received by the editors September 9, 1981, and in final form January 6, 1982. This research was 
sponsored in part by the National Science Foundation under grant MCS-7927158. 

t Department of Computer Sciences, Purdue University, West Lafayette, Indiana 47907. 
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and Donovan [25], Gautschi [11], [13] and Wheeler [29], for continuous distributions, 
in connection with the problem of Gaussian quadrature. It is our purpose, here, to 
bring this work into better historical perspective, to reorient it towards the problem 
of constructing orthogonal polynomials (rather than Gaussian quadrature rules), and 
to expand upon it and refine it in various directions. 

First we must clarify what we mean by "constructing orthogonal polynomials." 
We take the position, here, that the fundamental quantities in the constructive theory 
of orthogonal polynomials are the coefficients in the basic three-term recurrence 
relation. As is well known, every system {1r,( ·; dA)} of (monic) orthogonal polynomials 
satisfies a recurrence relation of the form 

(1.2) 
k =0, 1, 2, ... ' 

1T -l(t) = 0, 1To(t) = 1, 

where ak, fJk are real constants with fJk > 0. It is the coefficients ak, f3k that provide 
the key for the constructive use of orthogonal polynomials. There are many reasons 
for this, chief among which are the following: 

(i) The coefficients ak, f3k provide a compact way of representing orthogonal 
polynomials, requiring only a linear array of parameters. The coefficients of orthogonal 
polynomials, or their zeros, in contrast need two-dimensional arrays. 

(ii) Knowing the coefficients ak, f3k it is easy to compute the polynomials 7T, and 
their derivatives recursively by (1.2) and the relations obtained from (1.2) by differenti­
ation, for any fixed t within or without the spectrum of dA. The procedure is not only 
straightforward, but also quite stable, much in contrast to the evaluation of 7T, in terms 
of its coefficients. 

(iii) Equally simple is the evaluation of finite sums I c,1r,(t) of orthogonal 
polynomials by Clenshaw's algorithm (see, e.g., [14, § 1.5.3]). 

(iv) The functions of the second kind, 

(1.3) p,(z) = J. 1T,(t) dA (t), 
R Z -t 

r= 0, 1, 2, · · ·, 

where z is outside the spectrum of dA, also satisfy the same recurrence relation as in 
(1.2) (where t is to be replaced by z ), and in fact, under very weak assumptions on 
the measure dA, represent the minimal solution of (1.2) normalized by P-t(z) = 1. 
They, too, therefore can be calculated accurately by known algorithms (cf. [18]). 

(v) From the coefficients ak, fJk we can construct the Jacobi matrix associated 
with dA, i.e., the symmetric tridiagonal matrix 

ao ..; f3t 

..; f3t a1 ..; {32 
(1.4) J= 

.j f3z ..; !33 ' a2 

which in turn allows us to compute the zeros of 7Tn rapidly and efficiently as eigenvalues 
of the nth order segment of J, using modern procedures of numerical linear algebra, 
notably the QR (or QL) algorithm. The first components of the corresponding eigen­
vectors, indeed, also yield immediately the Christoffel numbers associated with dA 
(see, e.g., [20], [16]). 
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(vi) The coefficients ak, f3k enter in Jacobi's continued fraction associated with 
the integral JR dA (t) I (z- t), as well as in the corresponding Stieltjes continued fraction 
(cf. [14, § 1.4.2]). 

(vii) The coefficients f3k determine the normalization constants by virtue of 
JR Tr; (t) dA (t) = f3of31 • · · {3, (cf. [3, Chapt. 1, Thm. 4.2(b)] or (2.2)). 

We thus consider the following problem to be fundamental in the constructive 
theory of orthogonal polynomials: .Given dA (t), compute as many of the coefficients 
ak. f3k in (1.2) as are desired. 

The next important question concerns the "codification" of the measure dA: In 
what form should dA (t) be given or what do we assume known about d..\? The classical 
way of codifying dA is through its moments (1.1). The problem then becomes: Given, 
for some integer n > 0, the first 2n moments !J.o, IJ.t. • · ·, /J.2n-1 of dA, compute the first 
n coefficients ak, f3k, k = 0, 1, · · · , n -1. (It will be assumed throughout that f3o = 
JR dA (t) = p.0, even though f3o in (1.2) is arbitrary.) The solution of this problem gives 
us access to the first n + 1 orthogonal polynomials Tro, Trt. • • • , Tr ,.. 

There are several known procedures for solving this problem, of which two will 
be discussed in§§ 2.1 and 2.3. Unfortunately, the problem itself is highly sensitive to 
small perturbations in the moments, so that any algorithm which (theoretically) solves 
the problem will be subject to severe growth of errors when executed in finite precision. 
It is this unfortunate experience which motivates a careful study of the underlying 
(nonlinear) map R2"-. R2", i.e., in the present case, the map from the first 2n moments 
p., to the first n recursion coefficients ak, f3k· What we need to know is the numerical 
condition of this map, and of analogous maps for other related problems. This will 
be the subject of§ 3, the particular map above being discussed in § 3.2. The novelty 
of our treatment, in part, consists in representing the respective map as a composition 
of two maps, the first being from the moments (or related quantities) to the Gaussian 
quadrature rule, the second from the Gaussian quadrature rule to the desired recursion 
coefficients. Each component map can be analyzed individually with regard to its 
numerical condition, which in turn yields a bound on the condition of the composite 
map. 

A better codification of the measure dA was first proposed by Sack and Donovan 
[25] and involves the so-called modified moments v, = JR p,(t) dA (t), where {p,} is an 
appropriate system of polynomials, often already orthogonal with respect to some 
classical measure. An algorithm that obtains the recursion coefficients from modified 
moments will be described in § 2.4. The condition of the underlying map is studied 
in § 3.3, where the principal result (Theorem 3.1) supersedes earlier results of ours, 
with regard to both generality and sharpness. 

Methods based on the idea of discretizing the measure dA (t) were proposed in 
[11] and [19], and will be further dealt with in §§ 2.2, 2.5, and 3.4. They are applicable 
whenever dA has the form dA (t) = (J) (t) dt, where (J) is continuous on some open 
interval, or on the union of a finite number of open intervals, and zero on the 
complementary set in R, whereby integrable singularities are allowed at the endpoints 
of the interval(s). The methods, in fact, are applicable to more general measures which 
in addition to the piecewise continuous component also contain a discret~ point 
spectrum. · 

In § 4 the use and performance of the various methods discussed in § 2 will be 
illustrated by means of concrete and nontrivial examples involving orthogonal poly­
nomials with respect to both discrete and continuous (also piecewise continuous) 
distributions dA. Detailed comparisons are made between the actual performance of 
the algorithms and the expected performance based on the theory of§ 3. 
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2. Basic procedures. There are essentially two classical procedures for generating 
the recursion coefficients of orthogonal polynomials. The first is based on the explicit 
inner product representation (2.2) of these coefficients, the constructive potential of 
which appears to have first been recognized by Stieltjes. We call the resulting method 
the Stieltjes procedure. The second method, due in the case of discrete orthogonal 
polynomials to Chebyshev, derives the desired coefficients directly from the moments 
of the underlying measure. We call this the Chebyshev algorithm. 

Both procedures require substantial additional implementation work in order to 
make them effective tools of modern high-speed computation. The Stieltjes method 
can be implemented effectively by a discretization procedure proposed by Gautschi 
[11]. The resulting discretized Stieltjes procedure, especially in the refined form 
described at the end of § 2.2, is by far the most reliable and the most generally 
applicable procedure. Its major limitation is the possibility of relatively slow conver­
gence, particularly in cases of integration measures with infinite support. Chebyshev's 
algorithm, in a more effective form involving modified moments, has been rediscovered 
by Sack and Donovan [25] and Wheeler [29]. We refer to their procedure as the 
modified Chebyshev algorithm. Its major difficulties are two-fold. First, there is the 
possibility of moderate to severe ill-conditioning, particularly, but not exclusively, in 
the case of infinite intervals of orthogonality. Secondly, the algorithm requires the 
accurate computation of modified moments, which is usually a highly nontrivial task. 
The latter difficulty can be alleviated to some extent by a suitable discretization, as 
is briefly proposed in [19, § 5.3] and further discussed in § 2.5. If modified moments 
are easily available and ill-conditioning poses no problem, the modified Chebyshev 
algorithm is certainly the method of choice, on account of its superior speed. 

In the following subsections we present a more detailed description and discussion 
of each of these individual proc~dures. Applications to specific examples will be given 
in§ 4. 

2.1. Stieltjes procedure. It is well known that the system of (monic) polynomials 
orthogonal with respect to the measure dA (t) satisfies a three-term recurrence relation 
of the form 

(2.1) 

where 

(2.2) 

1Tk+t(t) = (t- ak)1Tk(t)- f3k17'k-t(t), k =0, 1, 2, .... ' 

17'-t(t) = 0, 1To(t) = 1, 

JR f1T~(t) dA(t) 
ak = JR 17'~ (t) dA (t)' 

f3k = JR ~~ (t) dA (t) 
JR 1T k-1 (t) dA (t)' 

k =0, 1, 2, ... ' 

k = 1, 2, .... 

In particular, f3k > 0 for all k ~ 1; (30 in (2.1) is arbitrary, but is conveniently defined 
as f3o = JR dA (t). 

The general formulas (2.1) were given already by Christoffel [ 4], who has different 
expressions for the ak, f3k· The formulas in (2.2) are due, independently, to Darboux 
[5, pp. 411-413] and Stieltjes [26, Oeuvres I, p. 382]. Stieltjes observed how (2.1), 
(2.2) can be used to successively generate 1Tt. 17'2 , 17'3 , • • • • Indeed, since 71'0 = 1, the 
first coefficient ao can be computed from (2.2) with k = 0, which then allows us to 
obtain 1T1(t) from (2.1). Knowing 17'o, 1Tt. we can get a1o {31 from (2.2), hence 17'2(t) 
from (2.1), etc. We call this procedure, alternating recursively between (2.1) and (2.2), 
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the Stieltjes procedure. Stieltjes did not elaborate on how to evaluate the integrals in 
(2.2). Presumably, he considered this a straightforward task, since, given the first 
2k +2 moments in (1.1) and given the coefficients of 'Irk and 'ITk-1• it is an easy matter 
to compute ak and /3k in terms of these quantities, and then to obtain the coefficients 
of 'lrk+l from (2.1}. 

Unfortunately, in this form Stieltjes's procedure is practically useless, since 
rounding errors propagate very rapidly. As pointed out in [11], the rapid growth of 
errors is a reflection of the highly ill-conditioned nature of the map from the first 2n 
moments /-to, f.'lo • • • , /-L2n-1 to the first n coefficients ao, • • • , an-h f3o, • · • , f3n-1· We 
will have more to say about this in § 3.2. 

If the measure dA(t) = dAN(t) is a discrete N-point measure, the integrals in (2.2) 
become sums and can be computed directly, without recourse to moments. In this 
case, the Stieltjes procedure, also publicized by Forsythe [6], is generally quite stable, 
although it may happen that the coefficients ak, f3k, when k is approaching N, and N 
is large, will suffer in accuracy (cf. Examples 4.1 and 4.3). 

2.2. Discretized Stieltjes procedure. Suppose, to begin with, that 

(2.3) dA(t)=w(t)dt on(-1, 1), 

where CtJ is a nonnegative weight function with finite moments ILr = J~1 t' CtJ (t) dt, r = 
0, 1, · · · , 2n -1, and f.'o > 0. Our objective is to compute ak, f3k, k = 0, 1, · · ·, n -1. 
In an attempt to escape ill-conditioning in the Stieltjes procedure we proposed in [11] 
to approximate the integrals in (2.2) by a suitable quadrature rule, 

(2.4) J.
l N 

_
1 

p(t)w(t) dt = m~l WmP(Im)CtJ(tm) + RN(pw ), N>n, 

with nodes tm =t~> e (-1, 1) and weights Wm = w~> >0. We require this rule to 
converge as N ~ oo whenever p is a polynomial. It is easily seen that this procedure 
amounts to approximating the desired orthogonal polynomials 'Irk, k = 0, 1, · · ·, n, by 
the discrete orthogonal polynomials 'ITk,N• k = 0, 1, · · ·, n, orthogonal with respect to 
theN-point measure dAN(t) having abscissas t~> and jumps w~> CtJ (t~> ). In fact, under 
the assumption made, i.e., under the assumption 

1 1 

f_
1 

p(t) dAN(t) ~ f_
1 

p(t) dA (t), (2.5) N~oo, allpelP, 

one can prove that [11] 

'ITk,N(t) ~'Irk (t) as N ~ oo, 

for each fixed k, 0 :a k :a n-. 
An attractive quadrature rule to be used in (2.4) is Fejer's rule, i.e., the interpola­

tory quadrature rule with nodes at the Chebyshev points t~> =cos ((2m -1)1T/2N). 
Among the considerations favoring this choice are the following: 

(i) t~> and w~> are expressible in closed form in terms of trigonometric 
functions (cf. [11], [12]). Accordingly, the Fejer rule can be computed more rapidly 
than, say, the Gauss-Legendre quadrature rule. Some relevant timings are given in 
Table 2.1, where the method of Golub and Welsch [20] was used to generate the 
Gaussian rule. 

(ii) Convergence (2.5) takes place not only for continuous functions w, but also 
for functions w that have singularities at the endpoints of [ -1, 1], provided they are 
monotonic and integrable [10]. 
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TABLE 2.1 
Timings (in seconds) for generating the n-point Fejir and the n-point 

Gauss-Legendre quadrature rule on the CDC 6500. 

n Fejer Gauss 

10 2.0 (-3) 4.3 (-2) 
20 6.0 (-3) 1.5 (-1) 
40 2.2 (-2) 5.5 (-1) 
80 7.8 (-2) 2.1 (0) 

160 2.9 (-1) 7.5 (0) 
320 1.1 (0) 2.9 (1) 
640 4.5 (0) 1.1 (2) 

(Numbers in parentheses indicate decimal exponents.) 

(iii) The discrete polynomials 1Tk.N• or rather, their coefficients ak,N• /3k,N• can be 
generated efficiently by the modified Chebyshev algorithm (see § 2.4), which ought 
to be quite stable on account of the point spectrum consisting of Chebyshev points 
(cf. Example 4.2). 

(iv) If we 1?8 then RN(pw) = 0 for all p e 1?2n-h whenever N ~ 2n + s, and con­
sequently our discretization process gives exact answers, when N ~ 2n + s, except for 
rounding errors. 

Nevertheless, when singularities are present, convergence in (2.5) can be rather 
slow. An example in point is the case of square-root singularities, say w(t) = 
w1(t)(1- t2)-112, where w 1 is smooth on [ -1, 1]. In this case, the Fejer rule converges 
too slowly to be of practical use. Much more effective is the Gauss-Chebyshev rule 

2 -1 2 1T fl N 

-l p(t)wt(t)(1- t ) 1 dt = N m~l p(tm)Wt(tm) + RN(PWt), 

where again tm =cos ((2m -1)7r/2N). Similarly, one may wish to apply a Gauss-Jacobi 
rule in cases where w(t) = w1(t)(1-t)"'(1 + t)fil, a> -1, {3 > -1 (cf. Example 4.10). 

If the basic interval is not [ -1, 1], but [a, b ], -oo ~a< b ~ oo, we select a monotone 
function q, (a linear function, if [a, b] is finite) which maps [ -1, 1] on [a, b] and use 

(2.6) Jb N 

a p(t)w(t) dt = m~l WmP(<fJ (tm))w(<{J (lm))c/J'{tm} + RN(pw) 

in place of (2.4) (cf. [11]). This again leads to a discrete measure dAN(t), the abscissas 
and jumps now being c/J{tm) and Wmw(<fo(tm))cfJ'(tm), respectively. In this way, arbitrary 
finite or infinite intervals can be handled. 

The method described, actually, has still wider applicability. We may indeed allow 
dA (t) to be composed of a piecewise continuous weight distribution and a discrete 
distribution, whereby the former is supported on the union of a finite number of 
disjoint intervals, and the latter contains a finite number of distinct points. One or 
both of the extreme intervals of the piecewise continuous component may extend to 
infinity. To cope with this more general situation, all we need to do is to apply our 
discretization process, with suitable functions q, in (2.6), individually to each com­
ponent interval, add up all the contributions, and then add to the resulting discrete 
measure the discrete measure of the given point spectrum. The convergence of the 
process, of course, is in no way affected by the addition of the given point spectrum, 
although its stability properties may be altered significantly (see Example 4.8). 
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As a simple example, suppose w is piecewise constant on the continuous part of 
the spectrum. Then the process not only converges, but in fact is exact for N ~ 2n, 
since each integral in (2.2) for ak, f3k, 0 ~ k ~ n -1, is integrated exactly by the 
composite N-point Fejer rule (cf. (iv) above; see also Example 4.7). 

Our treatment of the piecewise continuous part of the spectrum can also be 
interpreted as expressing the weight function in the form of a sum of individual weight 
functions (each equal to zero, except in one of the component intervals). This suggests 
further generalizations, whereby the weight function is assumed to be a sum of weight 
functions, each supported on its own interval, and each treated by a separate quadrature 
nde. Some of these intervals may then in fact coincide. This will be very effective in 
cases where different components of the weight function (possibly on the same interval) 
must be dealt with by different quadrature rules; see Examples 4.6, 4.9 and 4.10 for 
illustrations. 

2.3. Chebyshev algorithm. Chebyshev [2, Oeuvres I, p. 482], in the case of 
discrete orthogonal polynomials, observed that the coefficients ak, Pk can be obtained 
directly in terms of the quantities · 

(2.7) Uk,l = JR 1Tk (t)t 1 dA (t) 

(for which Chebyshev used the symbol (k, /)),by means of 

(2.8) 

Uo,l 
ao=-, 

Uo,o 
Po=uo,o, 

O"k,k+l O"k-1,k 
ak=--- ' 

O"k,k O"k-1,k-1 
k = 1, 2, 3, .... 

The O"kJ. in turn, can be generated recursively from the moments ILl by [2, Oeuvres I, 
p. 482] 

(2.9) 
0"-1.o=O, 

I= k, k+l, · · ·, 2n-k-1, 

O"ol =ILl· 

Given the first 2n moments IJ-o, /J-1, • • ·, /.L2n-t. this will produce the first n coefficients 
ao, · · ·, «i.-t and Po,·· ·, Pn-1· We refer to (2.8), (2.9) as the Chebyshev algorithm. 

Being based on the moments IJ-, the algorithm unfortunately suffers from the 
same effects of ill-conditioning as does the Stieltjes procedure, when implemented in 
~erms of moments. In many cases it is possible, however, to stabilize the algorithm 
by introducing modified moments in place of ordinary moments. 

2.4. Modified Chebyshev algorithm. Let {pk(t)} denote a system of (monic) 
polynomials satisfying a recurrence relation 

Pk+1(t) = (t-adpk(t)-bkPk-1(t), 

P-1(t) = 0, Po(t) = 1, 
(2.10) 

k =0, 1, 2, ... ' 

where ak, bk are assumed known. We then call 

(2.11) 11, = JR p,(t) dA (t), r=0,1,2,···, 
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the modified moments of the measure dA relative to the polynomial system {p,}. If 
ak = bk = 0 for all k, then pk(t) = tk, and the modified moments reduce to the ordinary 
moments (1.1). 

Chebyshev's algorithm generalizes very naturally to the case of modified moments. 
One defines 

(2.12) CTkt = L 7Ti;(t)p,(t) dA (t), 

and obtains the first n coefficients ako f3k, k = 0, 1, · · · , n -1, from the first 2n modified 
moments v, r = 0, 1, · · ·, 2n -1, by the following modified Chebyshev algorithm. 

Initialization: 

(2.13o) 

CT-1,1 = 0, 

cro,t =lit, 

lit 
ao=ao+-, 

llo 

f3o = llo. 

l = 1, 2, · · · , 2n - 2, 

I= 0, 1, · · ·, 2n -1, 

Continuation: Fork= 1, 2, · · · , n -1 

CTkt = crk-1,1+1- (ak-1- a,)crk-1,1- f3k-tCTk-2,t 

CTkk 
f3k=---

CTk-1,k-1 

CTk-l,k-1 

I= k, k + 1, · · ·, 2n- k -1, 

' 

The algorithm is summarized schematically in Fig. 2.1, where the "computing star" 
shows which of the crkt (indicated by black dots) are related to one another in the 

k 
Star: 

n-1 ---------[!] [!] + 
[!] 1!1 • • 

1!1 [!] • • • • 
[!] [!] • • • • • • 

~ -==--- OO,.t= li.J. 

t 0 0 0 0 0 0 0 0 r ~([~lo 
0 2n-l 

FIG. 2.1. The modified Chebyshev algorithm (schematically for n = 5). 
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identity (2.13k). The circled dot indicates the quantity which is computed in terms of 
the others in the star. The entries in boxes are those used to compute ak, f3k· The 
diagonal entries, incidentally, furnish the normalization constants 

(2.14) Ukk = t 1T~(t) dA (t), k = 0, 1, · · · , n -1. 

(Chebyshev's algorithm proceeds similarly, except that it starts from the moments /Lt. 
and the left arm of the computing star is missing.) The algorithm (2.13), in a somewhat 
different form, was first proposed by Sack and Donovan [25], and in the form given 
here by Wheeler [29]. A derivation can also be found in [15]. 

The modified Chebyshev algorithm often proves to be exceptionally stable, 
particularly when 1Tk and Pk are orthogonal polynomials on finite intervals (see, e.g., 
Examples 4.4 and 4.5). On infinite intervals, disjoint intervals, and also in the case 
of discrete spectra, the underlying map, however, is likely to become ill-conditioned, 
sometimes even severely so (see, e.g., Examples 4.1, 4.3, 4.6, 4.7 and 4.8). Some new 
theoretical insights into these questions of condition are given in § 3.3. 

2.5. Discretized (modified) Chebyshev algorithm. The tendency of becoming 
ill-conditioned is one of the limitations of the modified Chebyshev algorithm. Another 
is the difficulty inherent iri the accurate calculation of the modified moments (2.11). 
It is possible, however, as suggested in [19, § 5.3], to apply the same discretization 
dA (t) = dAN(t) that was used in the Stieltjes procedure (cf. § 2.2) to the modified 
moments. One thus approximates v, by 

(2.15) Vr,N = t p,(t) dAN(t), 

and then calculates the associated recursion coefficients ak,N and f3k.N by the modified 
Chebyshev algorithm. The procedure converges under the same conditions as the 
discretized Stieltjes procedure. It is essential, however, that convergence (in relative 
accuracy) be tested on the f3k,N• and not on the v,,N, since the latter may vanish and, 
besides, need not be required to have full relative precision (cf. Example 4.4). The 
range of applicability of this procedure can be extended, as in the case of the discretized 
Stieltjes procedure, to measures dA (t) composed of piecewise continuous components 
as well as point spectra. It is important to realize, however, that any ill-conditioning 
present in the modified Chebyshev algorithm will manifest itself also in its discretized 
version. There are fewer problems of this kind with the discretized Stieltjes procedure. 

3. Questions of numerical condition. The modified Chebyshev algorithm of § 2.4 
realizes the map Kn : lll2n ..,.lll2n which associates to the first 2n modified moments v, 
the recursion coefficients akt f3k> k = 0, 1, · · · , n -1, for the respective orthogonal 
polynomials: 

(3.1) 
Kn:v..,.p, 

v T = [vo, Vt. ••• ' ll2n-1]. p T = [ao, ... 'an-h Po •... 'f3n-t]. 

Throughout this section we assume that f3o = JR dA (t) = vo. 
For the purpose of studying the numerical condition of the map Km it is convenient 

to think of Kn as the composition of two maps, 

(3.2) 

where Gn is the map from the modified moments v, to the Gauss-Christoffel quadrature 
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rule, 

(3.3) 

and Hn the map from the Gauss-Christoffel quadrature rule to the recursion 
coefficients, 

(3.4) 

Here, A.,= A ~n>, 1"., = T~nl are the Christoffel numbers and Gaussian abscissas (the zeros 
of 11'n( ·; dA)), respectively, associated with the measure dA (t), so that 

(3.5) f f(t)dA(t)= f A,f(T,)+Rn(f), 
JIR v=l 

As one would expect, the map On is the more sensitive of the two. The map Hn 
is usually fairly well-conditioned; its condition is discussed in§ 3.1. In§ 3.2 we briefly 
recall the ill-conditioned nature of the map On when the vector v consists of ordinary 
moments. The condition of On in the general case of modified moments is studied in 
§ 3.3. As condition number of a map M: x-. y from one finite-dimensional space into 
another we generally adopt the quantity (see, e.g., [15]) 

(3.6) ( d M)( ) = llxiiiiJ M (x )II 
con x IIYII ' y=Mx, 

where JM is the Jacobian matrix of M, and 11·11 a suitable vector norm and subordinate 
matrix norm. In cases where the vector x (or y) has components of widely varying 
magnitude, this condition number may not be very meaningful on account of the 
falsification introduced by the factor llxll (or 1/IIYII). In such cases we use more refined 
measures of the condition. Recall also that cond (Hn o On)~ cond (Hn) cond (On). 

3.1. Condition of the map Hn• By virtue of (2.2) and (3.5), the map Hn can be 
described by 

k = 0, 1, 2, · · · , n -1, 

n 

(3.7) f3o= L A.,, 
v=l 

k = 1, 2, · · · , n -1. 

We are here in a case where the condition number (3.6) is often not appropriate, 
since the Christoffel numbers A, vary greatly in magnitude, particularly if the interval 
of orthogonality is infinite. We therefore use the one-dimensional equivalent of (3.6), 
applied to each ak and f3k individually, considered as functions of one particular A, 
or T.,. Thus, we write 

( d )( ) 

'

A __ : ":....:.( a_a..:.::k/~o_;A ":...:..) I con ak A, = -
ak 

(if ak # 0), etc., 

where in the case ak = 0 the division by ak is omitted. 
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An elementary calculation then yields 
n n 

1: (cond ak)(A.,) = dr; 1 L A.,JA,,kJ7Ti(T,), 
v=l v=l 

n n 

1: (cond ak)(T.,) = dr;1 1: A,JT,JJ8k7TZ(T,)+2A,,k7Tk(T,)7T/c(r,)J, 
v=l v=l 

(3.8) 
n n 
1: (cond f3k}(A,) = dr; 1 L A,J7TZ(T,)- /3k7TLt (T,)j, 

v=l v=l 

n n 

L (cond f3k)(T,) = 2dr; 1 L A,jT,II7TdT,)7T/c( r,)- /3k7Tk-t(T,)7T/c-t (T,)j, 
v=l v=l 

where 

dk= I A,7TZ(T,)=f. 7TZ(t)dA(t), 
v=l R 

k = 0, 1, · · · , n -1, 

{
_!:_ if ak ¢ 0, 

8k = ak 

1 if ak = 0, 

A suitable condition number, condHn, for the map Hn is now the maximum of all 
the numbers in (3.8),as k varies overO, 1, · · ·, n -1. Numerical values of this condition 
number, for some classical polynomials, are shown in Table 3.1. 

TABLE 3.1 
The numerical condition of the map H,. for some classical orthogonal polynomials. 

n Legendre Chebyshev Laguerre Hermite 

5 6.968 (0) 7.186 (0) 6.724 (0) 1.596 (1) 
10 1.785 (1) 1.823 (1) 2.143 (1) 6.254 (1) 
20 4.530 (1) 4.742 (1) 4.269 (1) 2.042 (2) 
40 1.071 (2) 1.135 (2) 8.525 (1) 6.181 (2) 
80 2.526 (2) 2.644 (2) 1.761 (2) 1.807 (3) 

It is seen that the map Hn in these cases is relatively well-conditioned, cond Hn growing 
about linearly inn. The well-conditioning of Hno however, is not always assured; see, 
e.g., Examples 4.1, 4.3 and 4.8. 

The coefficients ak, f3k are less sensitive to perturbations in the A, than to perturba­
tions in the T.,. Indeed, from (3.8) it follows immediately that 

n n 
L (cond ak)(A,) ;§;max IA,,kJ, 

v=l ~k 
L (cond f3k)(A,) ;;§; 2. 

v=l 

If the polynomials are orthogonal on [ -1, 1] with respect to a symmetric weight 
function, then the bound in the first inequality is < 1. 

Results in terms of the "global" condition number (3.6) are comparable to those 
in Table 3.1 in the case of Legendre and Chebyshev polynomials, but completely 
unrealistic in case of Laguerre and Hermite polynomials. For Laguerre polynomials, 
e.g., the condition numbers based on (3.6), using the uniform norm, range from 
1.06 x 105 for n = 5 to 7.65 x 1061 for n = 40. This is a rather striking example of how 
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the introduction of inappropriate norms in the study of condition may completely 
distort the true nature of sensitivity. 

3.2. Condition of the map Gn in case of ordinary moments. We assume in (3.3) 
that " is the vector of ordinary moments, 

/Lr = L t' dA (f). 

The map Gn then amounts to solving the nonlinear system of equations, 

n 

(3.9) I A.,1'~ = ,.,, r = 0, 1, 2, · · ·, 2n -1. 
v=l 

If Fn is the map y ~ 11 defined by (3.9), its Jacobian JFn is readily computed to be 

JFn = TA, 

where 
A=diag (1, · · ·, 1, At.···, An), 

1 1 0 0 

1"1 Tn 1 1 

T= 2 2 2rt 2Tn Tt 'Tn 

2n-1 2n-1 (2n -1)rin-2 (2n -l)T~n-2 
Tt • • • 7' n 

Since Ian = r;;, we have according to (3.6), 

From the analysis in [11], in particular Theorem 2.1 and the discussion preceding it 
(which assumed [0, 1] as the support of dA (t), but extends easily to arbitrary measures 
on the positive real line), one gets 

11"11 1 { (1+r~')2} cond Gn 5;;-11 II . max (1 + T.,) n -- ' 
y max., A., " ~'""" r., -T~< 

or, equivalently, 

(3.10) 

where 11"11 = maxo;;;;r;;;;2n-t /Ln IIYII =max (max,. A,., max,. r,) and supp (dA) E ~+· Since the 
point -1 is well outside the spectrum of dA, the lower bound in (3.10) must be expected 
to grow rapidly to infinity as n ~ oo, on account of the asymptotic behavior of orthogonal 
polynomials outside the spectrum (for relevant results see, e.g. [27, Thms. 8.21.7, 
8.22.3]). 

Here also, the result (3.10) may be misleading if the interval of orthogonality is 
infinite, since the moments /Lr then likely grow rapidly. In analogy to§ 3.1, it is better, 
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in these cases, to use the more refined condition numbers 

2'ft (cond Av)(p.,) = 2'ft lp.,(T-1),,,+11, 
r=O r=O Av 

(3.11) v= 1, 2, · · ·, n, 
2n-1 2n-1 j (T-1) I 
~ ( d )( ) = " P.r n+v,r+1 '-- con Tv P.r '-- I I ' 

r=O r=O AvTv 

and take as cond Gn the maximum of these 2n quantities. Unfortunately, they no 
longer admit simple expressions in closed form, but can be readily computed, for 
example by means of the algorithm for T-1 in [8, § 4]. 

In Table 3.2 we illustrate the condition of the map Gn for the examples dA (t) = dt 
on [0, 1], dA (t) =In (1/ t) dt on [0, 1], dA (t) = e _, dt on [0, oo] and dA (t) = e _,2 dt on 
[0, oo]. The third column gives the lower bound in (3.10), the fourth column the 
maximum of the 2n condition numbers in (3.11), and the last one the actual error 
growth observed. The latter is taken to mean the largest relative error in the ak, f3k, k = 
0, 1, · · ·, n -1, divided by the machine precision, in our case 3.553 x 10-15• The 
coefficients ak, f3k were computed by Chebyshev's algorithm; cf. § 2.3. (Since the 
moments of the Laguerre distribution are integers, we first subjected them to random 
perturbations at the level of the machine precision before applying Chebyshev's 
algorithm.) In the first two examples, for n = 12 one of the f3k (the last one) came out 
to be negative; hence no results are shown for n = 14. Note that the second and fourth 
example involve nonclassical orthogonal polynomials. 

It is seen that in the first two examples, where the interval of orthogonality is 
finite, the observed error magnification indeed follows the trend predicted by either 
of the two condition numbers. In the last two examples, involving infinite intervals 
of orthogonality, this is only true for the condition number based on (3.11); the other 
grossly overestimates the error growth, for reasons explained earlier. 

TABLE 3.2 
The condition of the map Gn in the case of ordinary moments and dA(t) = w(t) dt. 

w(t) 

1 
on [0, 1] 

In (1/t) 
on [0, 1] 

e -r 

on[O, oo) 

-r2 e 
on [0, oo] 

n cond Gn (3.10) 

2 1.997 (1) 
5 6.803 (4) 
8 7.080 (8) 

11 1.111 (13) 
14 
2 4.863 (1) 
5 2.133 (5) 
8 2.391 (9) 

11 3.889 (13) 
14 
2 1.665 (1) 
5 4.416 (6) 
8 7.006 (13) 

11 1.078 (22) 
14 8.170 (30) 
2 6.823 (0) 
5 2.698 (4) 
8 8.044 (8) 

11 6.445 (13) 
14 1.001 (19) 

cond Gn (3.11) err. growth 

4.132 (1) 2.400 (1) 
3.802 (5) 6.280 (4) 
6.161 (9) 8.977 (8) 
1.302 (14) 2.108 (13) 

1.932 (1) 2.655 (1) 
7.071 (4) 2.411 (4) 
7.370 (8) 8.010 (7) 
1.156 (13) 3.851 (12) 

1.549 (1) 3.500 (0) 
9.665 (3) 5.991 (2) 
5.968 (6) 1.600 (5) 
3.829 (9) 6.508 (7) 
2.521 (12) 9.164 (9) 
2.106 (1) 1.162 (2) 
4.691 (4) 8.070 (3) 
1.073 (8) 3.890 (6) 
2.555 (11) 3.274 (10) 
6.243 (14) 5.373 (13) 
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3.3. Condition of the map Gn in case of modified moments. We now assume in 
(3.3) that the vector v contains the modified moments, 

v, = t p,(t) dA (t), 

where {pk} is a system of (monic) polynomials orthogonal with respect to some measure 
dl(t), 

L p,(t)ps(t) dl(t) = 0, r =f:. s. 

The support of dl(t) may be finite or infinite, and need not necessarily coincide with 
the support of dA (t). The condition of the map Gn in this case has previously been 
studied in [13]. Our treatment here improves upon that work in several respects. First, 
we obtain considerably more realistic bounds for the condition number. Secondly, 
our new bound is valid irrespectively of whether dl(t) has finite or infinite support, 
in contrast, e.g., to Theorem 2.1 of [13]. Finally, the bound can be evaluated exactly 
by Gaussian quadrature, in contrast, e.g., to the bound (2.33) in [13], where Ln,2 , and 
hence k~2\ does not allow exact evaluation by quadrature. The improvement is achieved 
by employing the more natural L 2-norm in place of the L1-norm used in [13], and 
rests on the fact that for any real matrix A, 

(3.12) IIAib = "'p(A TA) ~"'tr (A rA) = IIAIIF, 

where p( ·) denotes the spectral radius, tr( ·) the trace, and II·IIF the Frobenius norm 

IIAIIF=Ji::i, A=[aii]. 
1,] 

As before, we let Tv = T~nl, A., = A ~nl denote the Gaussian abscissas and Christoffel 
numbers, respectively, belonging to the measure dA(t). Furthermore, 

(3.13) 
h.,(t) = [;(t)[1-2/~(T.,)(t-T.,)], 

v = 1, 2, · · ·, n 

will denote the fundamental Hermite interpolation polynomials associated with the 
abscissas Tt. • • • , Tm i.e., 

(3.14) 
h.,(T1..) = 8.,,_, 

kv(T,_) = 0, 

h~(T,_) = 0, 

k~(T,_) = 8.,,_, 
v, IL = 1, 2, · · · , n, 

where 8.,,. is the Kronecker symbol and lv are the fundamental Lagrange interpolation 
polynomials. 

It will be convenient to consider not the map v ~ 1' in (3.3), but the map 

Gn: V ~ ')', 

where ii is the vector of normalized modified moments 

M d-1/2 
Vr = r v,., d, = 1/~(t) dl(t), r = 0, 1, · · ·, 2n -1. 

This has the theoretical advantage of making the ii, independent of the normalization 
of the orthogonal polynomials {pk}. For algorithmic purposes, however, the passage 
from v to il is not required, and in fact not recommended; cf. § 2.4. The additional 
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diagonal map introduced, 

of course, is harmless, since each individual transformation v,-+ ii, involves just one 
multiplication and is therefore perfectly well-conditioned. 

For the map G,. we now have: 
THEOREM 3.1. The condition of the map Om in the sense of (3.6), with HI the 

Euclidean norm, can be estimated as follows: 

(3.15) II *II {f. " ( 1 ) }112 (condG,.)(ii)~ll:ll Rv~1 h~(t)+A~k~(t) dl(t) , 

where 

(3.16) lh•ll2 = I (A~+ T~). 
r=O v=1 

Proof. The map G,. amounts to solving the system of nonlinear equations 

<I>( 'Y) = ii, 
where 

" <l>,(y)=d~112 L A.,p,(r.,), r = 0, 1, · · · , 2n - 1. 
v=1 

The Jacobian J0 " (ii) of G,., therefore, is the inverse of the Jacobian <l>y of <I>, so that 

(3.17) 

An elementary calculation yields 

where 

. (d1/2 d1/2 d1/2 ) D = dtag o , 1 , • · · , 2n-1 , A= diag (1, · · · , 1, A1. · · · , A,.), 

and 

[ Po(T,) Po(r,.) p~(T1) p;(T.) ] 
P= Pt~Tt) Pt(T,.) p~ (Tt) p~ (r,.) 

p~,._:t(r,.) . P2n-·t(Tt) P2n-1(T,.) P~n-dTt) 

Therefore, using (3.12), 

(3.18) ll<1>~ 1 (r)ll = IIA -1P-1DII~IIA -1 P- 1DIIF· 
As previously observed in [13], the inverse of P can be expressed in terms of the 
expansion coefficients in 

2n 2n 
h.,(t) = L a.,,..p,.._-t(t), k.,(t) = E b.,,..p,..-t(t) 

,..=t jJ.=l 

as 
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Since 

(A-1p-1D) d112 
"•"' = "'-lav"'' (A-lp-1D) 1 d1/2 b 

v+n,,. = ,\., ~J.-1 "~'-' 

one obtains 

On the other hand, 

f. f. 2n 2n 

IR h;(f) d/(t) = IR IJ.~l 0,1J.pl'-_1(f) K~1 0vKPK-1(f) df(f) 

= L a,"'a,K f. P"'-1(t)PI(-1(t) dl(t) 
IJ.,K IR 

2n 

= L d"'-la;~-<, 
IJ-=1 

by virtue of the orthogonality of the p, with respect to dl(t). Similarly, 

f. 2n 

k;(t) dl(t) = L d,.-1b;w 
1R ~J-=1 

Therefore, 

which in view of (3.17), (3.18) proves the theorem. 0 
We remark that the integral in (3.15), since the integrand is a polynomial of 

degree ~4n- 2, can be evaluated exactly (up to rounding errors) by the 2n-point 
Gauss-Christoffel quadrature formula associated with dl(t). This causes little problem, 
since dl is usually one of the standard integration measures and, besides, the integrand 
is positive. Furthermore, the integrand is conveniently evaluated in the form 

(3.19) f. (h;(t)+Ak;(t)) =L:=l [p,(t-r,)~:([1~2u,(t-~,~]:+A~2(t-r,)2)' 
v=l Av ( v=1 p,(t-r,) ) 

where 

n 

p,= n (r,-T,.), 
"'=1 
~-'"" 

n 1 
u~,~= L ' 

"'=lT,-r,. 

"'"" 
as follows directly from (3.13) and the fact that Lv l,(t) = 1 and/,(!)= p~1 n,....., (t- T"') 
for the Lagrange polynomials. Of course, the evaluation of (3.19), as well as of IIYII 
in (3.16), requires knowledge of the Gaussian abscissas and Christoffel numbers for 
d,\ (t). 

We will have occasion to commentfurther on the result (3.15), when we discuss 
specific examples in § 4. Suffice it to say, here, that Gaussian abscissas r, that are 
distributed approximately uniformly (as they tend to be for discrete orthogonal 
polynomials based on an equally spaced point spectrum) give rise to integrals in (3.15) 
that are likely to be very large for large n on account of the violent oscillations of h., 
and k, near the extreme nodes r w Abscissas r ,., on the other hand, that are distributed 
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more like Chebyshev points are expected to yield much smaller values for these 
integrals, hence better condition for the map On. 

The sharpness of (3.15) can be tested by considering dl(t)=dA(t), in which case 
the map On essentially reduces to the (well-conditioned) map H;1 • The integral in 
(3.15), nevertheless, does not appear to allow an easy evaluation or estimation in 
simple form, except in special cases. One such special case is the Chebyshev measure 
dA (t) = (1- t2)-112 dt on [ -1, 1], for which the integral in question can be evaluated 
by the Turan quadrature formula [28], 

where T,=cos((2v-1)1r/2n), which is exact for all /ErP4n-l and known in closed 
form [22]: 

7T 
A,=-, 

n 
I 7T 

A " = - 4n 3 T "' 

One finds, in view of (3.14), 

J1 I [h!(t)+_;_k!(t)](1-t2)-112 dt= I .[A,+2A~(~+h'~(T,))] 
-tp.=t Ap. v=l A, 

n A" 2n2 n 

~TT+2 L --!=TT+-2 L A~. 
v=l A v 7T v=l 

since h ~( T.,) < 0 for all v. Observing that 

~ , 7T ~ • 2 (2v -1 ) 7T n 7T 
'"'A,=4--,'"' sm -2-TT =4--,·-2=-s 2• 

v=l n v=1 n n n 

one gets 

J1 £ [h~(t)+Ak!<t)]<1-t2)-112 dt~TT+4_I_. -1 p.=1 A p. 7T 

Finally, since vo = TT, v, = 0 for r > 0, hence iio = ..;;., ii, = 0 for r > 0, and since 
I:=1 (A;+ T;) = (TT2 /n) + (n/2), we obtain 

( dG- )(*):s~ TT2 +1/4 -~2TT2 +1/2 con n v - 2 / 12 TT n+n n 
as n ...,.oo, 

admittedly a somewhat too optimistic result (made so by the factor 1/111'11 in (3.15)). 
The same considerations apply to the example dl(t) = (1- t2)-112 dt on [ -1, 1] 

and dA (t) = dAN(t) the discrete N-point measure with abscissas at the Chebyshev points 
tm =cos ((2m -1)TT/2N), m = 1, 2, · · ·, N, and jumps equal to TT/N, provided that 
n~N. 

3.4. The condition underlying the discretized Stieltjes procedure. It is not entirely 
clear what should be the appropriate map that underlies the discretized Stieltjes 
procedure. In the simplest case dA (t) = w(t) dt on [ -1, 1], the input data surely include 
the values w(t~>) of the weight function at the discretization points t~>, m = 
1, 2, · · · , N, but may also include these points themselves, as well as the quadrature 
weights w~>. From these data the procedure then determines the desired coefficients 
ak, f3k, k = 0, 1, · · ·, n -1, or more precisely, their discrete approximations 
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ak,N• f3k,N• k = 0, 1, · · · , n -1. Analogous considerations apply to the more general 
measures d>.. (t) considered at the end of § 2.2. 

The map in question, therefore, is similar to the map Hn considered in§ 3.1, and 
in fact may be thought of as an approximation Hn,N of Hn. Since our interest is in the 
condition of these maps, where orders of magnitude is all that matters, we may as 
well take the condition of Hn as indicative of the sensitivities inherent in the discretized 
Stieltjes procedure. It will be seen by numerical examples that cond Hn indeed agrees 
reasonably well with the actual error growth observed in the discretized Stieltjes 
procedure. 

4. Examples. The purpose of this section is to illustrate the performance of the 
procedures of§ 2, and the underlying theory of§ 3, in a number of examples that we 
hope are representative. All computations reported were carried out on the CDC 6500 
computer in single precision, except for the computation of errors, which was done 
in double precision. 

4.1. Discrete orthogonal polynomials. 
Example 4.1. The discrete orthogonal polynomials t,(x) of Chebyshev. 
These are orthogonal with respect to the N-point discrete measure with abscissas 

at the integers 0, 1, · · ·, N -1 and jumps equal to 1/ N: 

(4.1) 
1 N-1 

N k~O t,(k)t.(k) = 0, r,t:s, r,s=0,1,···,N-1. 

We prefer to deal with the (monic) polynomials 
,z 

(4.2) 1T,(x)= (;~)!N-'t,(Nx), 

which satisfy the recurrence relation (2.1) with 

ak=~(1-~). k=0,1,· .. ,N-1, 

1- (k/N)2 

f3o=1, f3k= 4(4 _ 11e)' k=1,2, .. ·,N-1, 

(4.3) 

and have their point spectrum on the interval [0, 1]. As N ~ oo, the polynomials (4.2) 
tend to the monic Legendre polynomials (shifted to the interval [0, 1]). 

We first illustrate in Table 4.1 the ill-conditioning of the map Gn from the ordinary 
moments 

11 1N-1(k)' 
1-'r = 0 t' dJ...N(f) = N k~O N ' r=0,1,···,2n-1, 

TABLE 4.1 
The condition of the map Gn in the case of ordinary moments and discrete 

Chebyshev measure dA (t) = dAN(t), N = 20. 

n cond Gn (3.10) cond Gn (3.11) err. growth 

2 1.957 (1) 4.110(1) 2.456 (1) 
5 6.109 (4) 5.047 (5) 2.110(5) 
8 5.318(8) 1.768 (10) 1.028 (10) 

11 4.366 (12) 1.406 (15) 3.286 (14) 
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with N = 20, to the n-point Gauss-Christoffel formula, in the format that was already 
used in Table 3.2. As is evident from Table 4.1, Chebyshev's original algorithm rapidly 
loses accuracy, at the rate of somewhat more than one decimal digit per degree! 

More stable, though not entirely unproblematic, is the modified Chebyshev 
algorithm, which we illustrate in Table 4.2 by recording the bound (3.15) for the 
condition of Gm as well as the actual error growth observed. The latter is now defined 
as the L2-norm of the relative errors in the coefficients ak> f3k, k = 0, 1, · · · , n -1, 
divided by eJ2n, where e is the machine precision. We feel that this is the appropriate 
measure, since the result (3.15) is based on the Euclidean norm. The modified moments 
chosen are those relative to the (monic) Legendre polynomials for the interval [0, 1]. 

TABLE 4.2 
The condition of the map Gn in the case of Legendre moments and discrete Chebyshev measure 

dA (t) = dAN(t), N = 10, 20, 40, 80. 

N n cond Gn err. growth N n cond Gn err. growth 

10 5 2.515 (0) 4.713 (0) 40 15 2.020 (1) 1.679 (2) 
10 6.311 (4) 7.349 (4) 25 1.311 (6) 1.016 (7) 

20 5 7.859(-1) 3.537 (0) 35 5.015 (14) 1.110 (15) 
10 1.932 (1) 1.105 (2) 80 10 4.885 (-1) 3.126(0) 
15 2.952 (4) 1.421 (5) 20 6.480 (O) 1.240 (2) 
20 3.328 (10) 9.646 (10) 30 3.936 (3) 8.320 (4) 

40 5 6.463 (-1) 2.106 (0) 40 4.800 (7) 1.013 (9) 
10 9.953 (-1) 7.182(0) 50 1.738 (13) 1.759 (16) 

The magnitude of cond Gn is solely determined by the integral in (3.15), since 
llvll and II'YII in this example both have order of magnitude 1. The steady growth of 
cond Gn can be explained by the fact that as n approaches N, the Gaussian nodes of 
dAN(t) become more and more equally distributed. (They are equally spaced when 
n = N.) The Hermite interpolation polynomials h., and k., in (3.13) therefore exhibit 
the violent oscillations characteristic of equally spaced nodes, which accounts for the 
large values of the integral in (3.15). Chebyshev nodes on [0, 1], according to this 
explanation, ought to result in substantially smaller conditions, a fact that will indeed 
be confirmed in the next example. 

The error growth shown in Table 4.2 is consistently somewhat larger than what 
is indicated by cond Gn. This is because the growth of error in the coefficients ak. f3k 
includes also the effects of the map Hm the condition of which is shown in Table 4.3. 

One might think that the large oscillations of h .. and k., could be filtered out by 
choosing a measure dl(t) in (3.15) which is very small (or even equal to zero) near 
the end zones of the interval [0, 1]. While this indeed reduces the magnitude of the 
bothersome integral, the other factor llvll in (3.15) increases so much more that the 
condition of Gn in fact gets worse. 

Substantially more stable is the Stieltjes procedure, measured both in terms of 
the condition of the map Hn (cf. § 3.4) and in terms of actual performance. For N = 10 
and 20, cond Hn is less than 22.08 and 50.80, respectively, for all n ~N, whereas the 
actual error growth observed is by factors of at most 10.86 and 16.66, respectively. 
For N = 40 and N = 80 we have the situation indicated in Table 4.3. It shows that 
ill-conditioning and consequent instability set in as n approaches N, relatively late 
fot N = 40, but sooner for N = 80. The condition of lin is seen to correctly predict 
the trend of instability, but overestimates it by several orders of magnitude. 
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TABLE 4.3 
Stability of the Stieltjes procedure for the discrete Chebyshev measure dA (t) = dAN(t), N = 40 and 80. 

N n condHn err. growth N n condHn err. growth 

40 ;:;;35 ;:;;7.2 (3) ;:;;2.4 (1) 80 ;:;;so ;:;;2.6 (3) ;:;; 1.95 (1) 
36 1.030 (5) 2.122 (2) 55 4.751 (6) 7.015 (3) 
37 1.755 (6) 3.835 (3) 60 2.937 (10) 4.284 (7) 
38 4.419 (7) 9.216 (4) 65 2.220 (12) 1.088 (12) 
39 1.641 (9) 3.361 (6) 70 2.172 (12) 1.668 (15) 
40 1.205 (11) 2.487 (8) 75 2.006 (12) 1.668 (15) 

We report these results solely to illustrate the behavior of the various procedures 
in a typical case of a discrete measure involving equally spaced points. There is, of 
course, no need to apply these procedures, since the recurrence relation is known 
explicitly (cf. (4.3)). 

Example 4.2. Polynomials orthogonal with respect to the discrete inner product 

N 

[p, q]N = L Wkp(tk)q(td, 
k=l 

where tk = t<,:'> are the Chebyshev points on [ -1, 1] and wk = w~Nl the weights of the 
N-point Fejer quadrature rule. This example is of interest in connection with our 
discretization of the Stieltjes procedure (cf. § 2.2). 

It seems natural, in this case, to run the modified Chebyshev algorithm with the 
modified moments relative to the (monic) Chebyshev polynomials of the first kind. 
The map Gn then turns out to be perfectly well-conditioned; see Table 4.4. For N = 10, 
20, 40, 80 and for selected values n ;I2N, we found cond Gn never to exceed 1.2, and 
to be usually less than 1. The map Hn, likewise, appears to be quite well-conditioned. 
Accordingly, both the modified Chebyshev algorithm, as well as the Stieltjes procedure, 
perform exceedingly well. The respective error growths are shown in the last two 
columns of Table 4.4. 

TABLE 4.4 
Performance of the modified Chebyshev algorithm and the Stieltjes procedure in Example 4.2. 

err. growth err. growth 
in Chebyshev in Stieltjes 

N n cond Gn condHn algorithm procedure 

10 5 1.169 (0) 6.968 (0) 1.969 (0) 3.750 (0) 
10 8.925 (-1) 2.133 (1) 1.969 (0) 1.472 (1) 

20 5 1.169 (0) 6.968 (0) 1.969 (0) 6.000 (0) 
10 9.152(-1) 1. 785 (1) 1.994 (0) 9.969 (0) 
20 6.473(-1) 5.054 (1) 1.045 (1) 2.053 (1) 

40 10 9.152 (-1) 1. 785 (1) 1.994 (0) 1.200 (1) 
20 6.684 (-1) 4.530 (1) 5.996 (0) 1.200 (1) 
40 4.597 (-1) 1.213 (2) 3.146(1) 2.697 (1) 

80 20 6.684 ( -1) 4.530 (1) 5.996 (0) 2.300 (1) 
40 4.773 (-1) 1.071 (2) 9.998 (0) 2.300 (1) 
80 3.250 (-1) 2.827 (2) 7.948 (1) 8.435 (1) 
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Example 4.3. "Truncated Charlier polynomials", orthogonal with respect to the 
inner product 

a>O. 

For N ~ oo, these become the Charlier polynomials, whose recurrence formula is 
known explicitly. 

The modified Chebyshev algorithm, at least when used in conjunction with 
modified moments based on Laguerre polynomials, performs rather poorly on this 
example. The main reason is the rapidly deteriorating condition of the respective map 
Gn. This is illustrated in Table 4.5 for the case a = 1 and N = 40. Practically identical 
results are obtained for larger N, and quite similar ones for smaller values of N. 

TABLE 4.5 
Performance of the modified Chebyshev algorithm 

with Laguerre moments in Example 4.3. 

N n cond G" err. growth 

40 2 4.113 (0) 0.0 
4 1.832 (3) 1.365 (2) 
6 3.963 (6) 5.622 (4) 
8 2.006 (10) 2.217 (9) 

10 1.793 (14) 2.907 (13) 

For comparison we give in Table 4.6 some analogous information for the Stieltjes 
procedure. 

TABLE 4.6 
Performance of the Stieltjes procedure in Example 4.3. 

N 

40 

n 

5 
10 
15 
20 
25 
30 

condH" 

8.130 (0) 
2.740(1) 
4.635 (1) 
6.661 (1) 
7.215 (5) 
1.532 (11) 

4.2. Polynomials orthogonal on an interval. 

err. growth 

5.995 (0) 
1.027 (1) 
2.241 (1) 
3.547 (1) 
8.444 (7) 
7.290 (14) 

Example 4.4. An example of Christoffel [4, Ex. 6]: dA(t) = w(t) dt with w(t) = 
[(1- et2)(1- t2)]- 112 on [ -1, 1], 0 < k < 1. 

What intrigued Christoffel was the fact that the associated orthogonal polynomials 
{7T,(t)}, when considered as functions of X= J~ w(t) dt, constitute a sequence of doubly 
periodic functions orthogonal in the sense 

K 

f_K 7T,(t)7T, (t) dx = 0, r ¢- s, 

where K denotes the complete elliptic integral K = J~ w(t) dt. 
Since (1- k 2t2)-112 is analytic in a neighborhood of the segment [ -1, 1], the 

desired polynomials must be "close" to the Chebyshev polynomials of the first kind. 
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This suggests the use of the latter as input to the modified Chebyshev algorithm, i.e., 
the construction of the desired recursion coefficients from the modified moments 

(4.4) 
1 

v, = f_
1 

p,(t)w(t) dt 

with respect to the monic Chebyshev polynomials Po= To, p,(t) = T,{t)/2'-\ r = 
1, 2, · · ·. These moments can be computed as follows. Letting first t =cos q; in (4.4) 
gives 

(4.5) f. 1T dq; 
vo = (1 k2 2 )1/2• 

0 - cos (/) 

1 f 1T cos rq; 
v, = 2'-1 Jo (1-e cos2 (/) )1/2 dq;, r~ 1. 

Now put 0 = 1T/2- q; in the Fourier expansion 

1 2 00 2 
(1 e . 2 )1/2 = Co(k )+2 L Cn(k ) cos 2n0 

- sm 0 n=l 

and substitute the result in (4.5). By the orthogonality of the cosine functions one 
immediately obtains 

vo = 1TCo(e), 
(4.6) 

ll2m = (-1)m 22:-1 Cm(k2), m = 1, 2, 3, · · ·, 

while of course v2m-t = 0, m = 1, 2, 3, · · · . On the other hand, Yn = Cn (k2), n = 
0, 1, 2, · · · , is a minimal solution of the three-term recurrence relation 

(4.7) ( 1) 1 + q2 
( 1) n +z- Yn+l + n -q-yn + n -z Yn-1 = 0, n = 1, 2, 3, · · ·, 

satisfying 

00 

(4.8) Yo+2 L Yn=1, 
n=l 

where 

(see, e.g., Luke [23, p. 36]). Our algorithm in [9, Eq. (3.9)], in conjunction with the 
normalizing condition (4.8), then yields the Fourier coefficients Cn(e), hence the 
modified moments (4.6), very accurately and efficiently. The algorithm works well 
even when k 2 is quite close to 1. Note, in fact, that (4.7) is a difference equation of 
the Poincare type, with characteristic equation 

2 
2 1+q 

u +--u+1=0, O<q<1, 
q 

having two real roots Ut. u2 with lu1l > 1 > lu2l and 

lUll=\. 
u2 q 
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(The minimal solution Yn = Cn (k2) "corresponds" to u2 .) If e = 1- e, 0 < e « 1, then 

1 (1 +.Jt) 2 
I .J- 2 2 2= ---;= =1+4ve+8e+12e e+16e +o(e ), e..,.O, 

q 1-v e 

so that for e = .999, for example, we have e = 10-\ hence 

1::1 ~ 1.l3, 

which is still an adequate separation of the roots. 
In addition to the modified moments being accurately computable, it turns out 

that the modified Chebyshev algorithm is extremely stable. For all values of k 2 that 
we tried (0 < e;;; .999), and for degrees n up to 80, the error growth factor never 
exceeded 3.258, and the condition number condOn never 3.153. 

We have also used the discretized Stieltjes procedure, as well as the discretized 
modified Chebyshev algorithm (cf. §§ 2.2 and 2.5), with good success, using the 
Gauss-Chebyshev quadrature rule in place of Fejer's. The advantage of testing 
convergence on the relative accuracy of the coefficients f3k,N• rather than on that of 
the modified moments v,,N (cf. § 2.5), can be clearly demonstrated in this example. 
The modified moments indeed decrease very rapidly (unless e is close to 1), so that 
insistence on high relative accuracy in these moments would not be meaningful. For 
example, if k 2 = .5, n = 20, we find that 

max jl3k,N- f3kl = 8.81 x 10-14 for N = 60, 
O=ak=an-l f3k 

while for the same value of N, 

max J"r.N -v,l = 1.76 X 10\ 
0Sr::02n-1 llr 

reven 

the maximum being attained for r = 36, where v, = 2.3825 · · · x 10-25 • 

Example 4.5. Logarithmic singularity: dJ.. (t) =In (1/t) dt on [0, 1]. 
The modified moments relative to (shifted) Legendre and Jacobi polynomials are 

known explicitly for this measure, and even for more general measures such as 
dA(t) = t"(1-t)f:l In (1/t) dt, a, {3 >-1 (cf. [1], [7], [17], [21]). The modified Chebyshev 
algorithm, based on Legendre moments, produces results which are essentially accurate 
to machine precision; the largest error growth factor observed in the range 1;;; n;;; 80 
is 2.82. The reason for this excellent performance is to be found in the well-conditioning 
of the maps On and Hm for which we show in Table 4.7 the bound (3.15) for condOn 
and cond Hn computed on the basis of (3.8). 

TABLE 4.7 
The condition of the maps Gn and Hn in Example 4.5. 

n cond Gn condHn 

5 5.903 (0) 7.835 (0) 
10 1.090 (1) 2.040 (1) 
20 2.058 (1) 4.623 (1) 
40 3.981 (1) 1.095 (2) 
80 7.818 (1) 2.548 (2) 
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The discretized Stieltjes procedure, in contrast, converges rather slowly, making it 
difficult to obtain an accuracy much higher than 6 or 7 significant decimal digits. 

Example 4.6. Half-range Hermite measure dA (t) == e- 12 dt on [0, oo]. 
Here, the map Hn is quite well-conditioned (cond Hn ~ 2.28 x 102 for n ~ 80), in 

contrast to the map On. which becomes rapidly ill-conditioned if modified moments 
relative to Hermite or Laguerre polynomials are used, which appear to be natural 
choices. Interestingly, Laguerre polynomials give significantly worse conditionings 
than Hermite polynomials, which is also borne out by a correspondingly faster error 
growth in the coefficients ak. f3k; see Table 4.8. Accordingly, the modified Chebyshev 
algorithm is not effective in this example. Acceptable results, with some effort, can 
be had by the discretized Stieltjes procedure, which for n == 40, e.g., produces 
ak, f3k, k = 0, 1, · · · , n -1, to about 12 correct decimal digits, requiring a discretization 
parameter N = 560. Much better results are obtained if the interval [0, oo] is decom­
posed as [0, 3]U[3, 6]U[6, 9]U[9, oo] and the discretized Stieltjes procedure is 
applied in the manner described at the end of § 2.2, using Fejer's quadrature rule 
(suitably transformed) in each subinterval. Again for n = 40, this will yield 15 correct 
decimal digits with N = 80. The method is similarly applicable to more general 
measures dA (t) == e -tv dt on [0, oo ], p > 1. 

TABLE 4.8 
The condition of Gn in Example 4.6 for modified moments based on Hermite and 

Laguerre polynomials. 

Hermite moments Laguerre moments 
n 

cond Gn err. growth cond Gn err. growth 

2 1.554 (1) 5.713 (0) 7.270 (1) 2.296 (1) 
4 2.524 (3) 3.261 (2) 1.349 (6) 1.045 (6) 
6 6.739 (5) 6.300 (4) 1.297 (11) 9.663 (10) 
8 2.206 (8) 2.386 (8) 3.127 (16) 3.112 (16) 

10 8.026 (10) 2.696 (11) 5.547 (21) 

4.3. Polynomials orthogonal with respect to multiple component distribu­
tions. As already observed in § 2.2, the discretized Stieltjes procedure can also handle 
measures dA (!) of a more general type, for example, measures on a set of disjoint 
intervals or measures including a point spectrum. The discretized Stieltjes procedure 
in these circumstances is often far superior to the modified Chebyshev algorithm, 
which tends to become unstable. We illustrate this by a number of examples, of which 
Example 4.11 may prove useful in the numerical solution of large systems of linear 
algebraic equations by iterative methods [31]. 

Example 4.7. Piecewise constant weight function: dA (t) = w(t) dt, where w(t) = 1 
on [ -1, -g) U [g, 1] and w(t) = 0 elsewhere, 0 < g < 1. 

Equivalently, dA(t)=[w 1(t)+w2(t)]dt, where w1.w2 are the characteristic func­
tions of the intervals [ -1, -g] and (g, 1], respectively. The discretized Stieltjes pro­
cedure, as amended at the end of § 2.2, works extremely well, even for g relatively 
close to 1; the map Hn remains well-conditioned. Some relevant data are given in 
Table 4.9. (The discretized Stieltjes procedure in this example converges after one 
iteration, if the discretization parameter N is chosen appropriately; cf. § 2.2). 

The modified moments vn r = 0, 1, · · ·, 2n -1, based on Legendre polynomials 
are easily computed (exactly) by n-point Gauss-Legendre quadrature. The ensuing 
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TABLE 4.9 
Performance of the discretized Stieltjes procedure in Example 4.7. 

~ n condHn err. growth ~ n condHn err. growth 

.3 5 7.683 (0) 8.233 (0) .7 5 1.974 (1) 1.392 (1) 
10 2.138 (1) 9.956 (0) 10 5.520 (1) 1.392 (1) 
20 5.230 (1) 1.522 (1) 20 1.295 (2) 1.800 (1) 
40 1.248 (2) 1.937 (1) 40 3.072 (2) 1.803 (1) 

.5 5 1.060 (1) 1.390 (1) .9 5 6.585 (1) 2.463 (1) 
10 2.979 (1) 1.426 (1) 10 1.919 (2) 2.463 (1) 
20 7.159(1) 1.426 (1) 20 4.469 (2) 3.894 (1) 
40 1.709 (2) 1.598 (1) 40 1.073 (3) 5.773 (1) 

modified Chebyshev algorithm, however, becomes severely unstable, even for moder­
ately large g, on account of ill-conditioned maps Gn. This is documented in Table 
4.10. The same is true for the discretized modified Chebyshev algorithm. 

TABLE 4.10 
Performance of the modified Chebyshev algorithm in Example 4. 7. 

n cond Gn err. growth ~ n cond Gn err. growth 

.3 5 1.335 (0) 2.118 (2) .7 5 6.454 (1) 7.081 (2) 
10 7.754 (0) 1.955 (2) 10 6.457 (4) 4.198 (5) 
20 1.276 (3) 6.537 (3) 20 8.012 (11) 8.015 (12) 
40 1.169 (8) 7.077 (8) 40 3.748 (26) 9.648 (15) 

.5 5 4.830 (0) 1.914 (2) .9 5 9.263 (3) 1.244 (4) 
10 3.658 (2) 1.640 (3) 10 1.171 (9) 1.838 (9) 
20 7.650 (6) 4.445 (7) 20 2.630 (21) 8.940 (16) 
40 1.057 (16) 3.683 (14) 40 

By virtue of symmetry, the orthogonal polynomials {7r,} of Example 4.7 can be 
expressed . in terms of polynomials orthogonal on a single interval. Indeed, letting 
7T2r(t) = p: (t2), 7T2r+t (t) = tp; (t2), r = 0, 1, 2, · · · , the polynomials p~ (x) are 
orthogonal on [g2 , 1] with respect to the weight function w±(t) = t'f' 112• If at, (3; are 
the recursion coefficients for {p: (x)}, then 

f3o= 2(1-g), 

f3t f32k=--, 
f32k-1 

f32k+t =a;- f32k• 

k = 1,2,3, ... 

are those for the desired polynomials {7r,(t)} (cf. [3, Chapt. I, §§ 8-9]). The discretized 
Stieltjes procedure could also be used to generate at, {3;, but would then require 
an infinite process, rather than the finite one when applied directly to the weight 
function w. 

Example 4.8. Adding a point spectrum to the distribution dA(t) of Example 4.7, 
where g=.S. 

We make the distribution asymmetric if we add a point spectrum consisting of a 
single point, say at It= 2, with jump w1 = 1. The effect of this is a slight worsening of 
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the condition of Gn and a profound impairment of cond Hn. As a result, one now has 
difficulty not only with the modified Chebyshev algorithm, but also with the discretized 
Stieltjes procedure, although the latter· "survives" a bit longer; see Table 4.11. 

TABLE 4.11 
Performance of the modified Chebyshev algorithm and the discretized Stie/tjes procedure 

in Example 4.8. 

Error growth 

n cond Gn condHn mod. Chebyshev discr. Stieltjes 

4 1.612 (1) 2.021 (1) 6.621 (1) 2.898 (2) 
8 1.174 (3) 4.088 (1) 1.146 (7) 4.627 (2) 

12 9.217 (4) 6.658 (1) 4.712 (11) 5.700 (2) 
16 6.950 (6) 4.218 (4) 4.686 (17) 1.876 (4) 
20 5.120 (8) 4.334 (9) 1.910 (9) 
24 2.135 (10) 2.833 (14) 4.456 (14) 

Adding another point, t2 = -2, with jump w2 = 1, restores symmetry, but neither 
significantly improves, nor worsens, the condition of Hn. 

We know of no stable method to compute orthogonal polynomials of the type 
introduced in Example 4.8. 

Example 4.9. 1 Adding a constant to the Chebyshev weight function: dA (t) = 
[(1-t2)-112 +a] dt on [ -1, 1], a >0. 

The discretized Stieltjes procedure applied directly to dA (t) = w (t) dt, w (t) = 
(1- t2)-112 +a converges extremely slowly, regardless of whether the discretization 
is effected by Fejer's or the Gauss-Chebyshev quadrature rule. The reason for this 
is easily seen if one writes w(t) = (1- t 2)-112[1 + a(1- t 2) 112] and notes that the function 
in brackets has infinite derivatives at t = ± 1. On the other hand, treating the two 
additive components of w independently, as suggested at the end of§ 2.2, and applying 
the Gauss-Chebyshev quadrature rule to the first, and Fejer's to the second, Stieltjes's 
procedure converges trivially. Results obtained for selected values of a in the range 
0 ~a ~ 1000, and 0 ~ n ~ 80, are accurate almost to machine precision, the largest 
error growth factor being 9.219(1). The condition numbers cond Hn are slowly 
decreasing as a function of a, from the values for Chebyshev polynomials, when 
a= 0, to those for Legendre polynomials, when a~ oo (cf. Table 3.1). 

Equally accurate, but considerably faster (by a factor of more than 10 for n = 80) 
is the modified Chebyshev algorithm, based on Chebyshev moments 

vo= 7T+2a, 

1 J 1 a v, = 2,_1 _ 1 T,(t) dA (t) =- 2, 2(r2 _ 1)' reven¢0, 

v, =0, rodd. 

The maximum bound (3.15) for the condition of Gn is found to be 6.748 (for 
a= 1000, n = 80), and the maximum error growth factor 1.146(1). 

1 This example was proposed to the author by Professor M. Golomb. 
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The recursion coefficients f3k, k > 0, behave as expected, when a varies from 0 
to oo: There is a smooth (but not monotone) transition from the Chebyshev case to 
the Legendre case. 

Example 4.10. A weight distribution involving a modified Bessel function: 
dA(t) = tf.LKo(t) dt on [0, oo], !.L > -1. 

Gauss-Christoffel quadrature rules with this weight distribution are proposed by 
Wong [30] to obtain asymptotic approximations to oscillatory integrals. 

It is known that 

Ko(t) = {R (t) + 10 (1) In ( 7), 
t- 112 e -ts(t), 

O<t~1, 

1~t~OO, 

where R and S are well-behaved smooth functions on their respective intervals and 
10 is the "regular" modified Bessel function. For R, S and Io, high-accuracy rational 
approximations are available; see Russon and Blair [24 ]. Using the "multiple 
component" version of the discretized Stieltjes procedure, as described at the end of 
§ 2.2, we decompose the inner product (p, q) = J;' tf.LKo(t)p(t)q(t) dt as follows, 

(p, q) = r tf.L[R(t)p(t)q(t)] dt+ r tf.L In (7) [I0 (t)p(t)q(t)] dt 

+ e - 1 f" e - 1[(1 + t)f.L-112S(1 + t)p(1 + t)q(1 + t)] dt, 

and discretize the first integral by an N-point Gauss-Jacobi quadrature rule with 
parameters a = 0, {3 = JL, the second by an N-point Gauss-Christoffel quadrature rule 
relative to the weight distribution tf.L In (1/ t) dt on [0, 1], and the last one by anN-point 
Gauss-Laguerre quadrature rule. The first and last of these quadrature rules are easily 
obtained from the respective Jacobi matrices (see § 1, Eq. (1.4), and the remarks 
following this equation), while the second can be generated by the modified Chebyshev 
algorithm, as indicated in Example 4.5. 

In this way, the desired orthogonal polynomials (and Gauss-Christoffel quadrature 
rules) can be generated accurately and in a stable manner. If !.L = 0, or !.L = -1/2, for 
example, one gets the recursion coefficients ak, f3k, 0 ~ k ~ n, accurately to 15 
significant decimal digits by taking N = 100 for n = 20, and N = 160 for n = 40. In 
contrast, the discretized Stieltjes procedure based on the (transformed) Fejer 
quadrature rule requires N = 230 for !.L = 0 and n = 10, just to get six correct 
decimal digits, and becomes prohibitively expensive for much larger values of n 
or higher accuracy. 

Example 4.11. Find a polynomial Pn(t) of degree ~n, with Pn(1) = 1, such that 
J~ P~(t)w (t) dt =min, where w (t) = e on [0, g], w(t) = 1 on [g, 17 ], w(t) = 0 on [ 17, 1], 
and e > 0, 0 < g < 11 < 1. 

The solution is known to be the polynomial orthogonal on [0, 1] with respect to 
the weight function (1- t)w(t) (cf. [3, Chapt. I, § 7]). If 1Tn( ·) = 1Tn( ·; (1- t)w(t) dt) 
denotes the monic orthogonal polynomial, then Pn(t) = 1Tn(t)/1Tn(1), and the desired 
minimum value is {30{31 · • • f3n/1T~(l). The recursion coefficients ak, f3k for {1r,} are 
obtained in a stable manner by the discretized Stieltjes procedure, which can be made 
to converge after one iteration. Selected results (for the minimum value of 
J~ P~(t)w(t) dt) in the case g = 1/3, 17 = 2/3, are shown in Table 4.12. 
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TABLE 4.12 
Minimum values for the extremum problem of Example 4.11. 

1 1 

e n min 1 P~wdt e n min L P~wdt 
.0 5 4.890 (-9) .6 5 7.984 (-7) 

10 1.107 ( -16) 10 1.551 (-12) 
20 5.479 (-32) 20 5.733 (-24) 
40 1.317 (-62) 40 7.653 (-47) 

.2 5 5.382 (-7) .8 5 8.758 (-7) 
10 1.107 (-12) 10 1.707 (-12) 
20 4.038 (-24) 20 6.308 (-24) 
40 5.347 (-47) 40 8.420 (-47) 

.4 5 6.950 (-7) 1.0 5 9.386 (-7) 
10 1.364 (-12) 10 1.842 (-12) 
20 5.030 (-24) 20 6.802 (-24) 
40 6.703 (-47) 40 9.075 (-47) 
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U.S.A. 

To Germund Dahlquist on his 60th birthday 

Abstract. 

Constructive methods are developed for a class of polynomials orthogonal on two symmetric 
intervals. An analysis is given of certain phenomena of instability in connection with nonlinear 
recursions. Special cases arising in the study of the diatomic linear chain are worked out explicitly. 
In one of these cases the associated n-point Gauss-Christoffel quadrature formula has equal weights 
whenever n is even. 

t. Introduction. 

We consider constructive methods for orthogonal polynomials { n,( · ; dA.)} 
corresponding to the measure dA.(t) = w(t)dt on [ -1, 1], where 

{
IW{t2 -e2 )P(l t2 )q, te[-1,-e] u[e,l], 

(l.l) w(t) = 0 elsewhere, 0 < e < 1, p > -l,q > -1, )'E R 

The theory of such polynomials has previously been studied in [1] (for y = 1)., 
also in the more general (asymmetric) case where the factor ltl is replaced by 
lt+al. The special case y = 1, p = q = -j, e = (1-r)/(1 +r) (0 < r < 1) of 
(1.1) arises in the study of the diatomic linear chain [13], where r = m/M has 
the meaning of a mass ratio, m and M (m < M) being the masses of the two 
kinds of particles alternating along the chain 2). The object is to generate the 
coefficients Pk in the basic recurrence relation 

1t 1 (t) = 0, n0 (t) = 1, 

(1.2) 

1
) Research supported in part by the National Science Foundation under grant MCS-7927158Al. 

2
) In reference [13] the basic interval is [0,1], rather than [ -1,1] as in (l.l). 

Received February 1984. Revised May 1984. 
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for the desired orthogonal polynomials. J. C. Wheeler in [13] employs the 
modified Chebyshev algorithm (cf. [6, §2.4]) for this purpose, using a rather 
ingenious choice of modified moments that induces numerical stability. Here 
we wish to point out (Sections 2-4) that the recursion coefficients of interest, 
even in the more general case indicated in (1.1), can be generated directly by 
simple nonlinear recursions. Care must be exercised, however, in the selection of 
these recursions to avoid numerical instability. In the special cases y = ± 1, 
p = q = ±t, further manipulation of these recursions yields the coefficients of 
the basic recurrence relation in closed form (Section 5). Finally, in Section 6, we 
observe that the Gauss-Christoffel quadrature formula associated with the 
weight function (1.1) for y = 1, p = q = -t has equal weights whenever their 
number is even, and that this is the only symmetric Gauss-Christoffel quadrature 
formula with that property. 

The author wishes to thank Professor J. C. Wheeler for letting him see a 
preprint of his paper (13]. 

2. Generation of the recurrence relation. 

The weight function w in (1.1) is even and its two support intervals are 
symmetric with respect to the origin. The associated orthogonal polynomials n, 
are therefore even or odd depending on the parity of r, and they can be 
represented in terms of polynomials orthogonal on a single interval. 

Letting 

(2.1) r = 0, l, 2, ... , 

the polynomials p,±(x) are orthogonal on [~2, 1) with respect to the weight 
function· 

e<x<l. 

If we denote by a.:, pk+ the recursion coefficients for the (monic) polynomials 
{p,+ (x)}, 

(2.3) 

then the desired (monic) polynomials, as is well-known (cf. [2, Ch. I, §§8-9]), 
have the recursion coefficients 

(2.4 +) 
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Likewise, in terms of Ot:ti and the recursion coefficients a.;;, p;; for the 

polynomials {p; (x)}, we have 

fJ1 = a.6 
(2.4-) fJzk = :~-~-fJzk-1} k = 1, 2, 3, .... 

fJ2k+l = Pk IP2k 

On the other hand, if &.f, Pf are the recursion coefficients of the 

orthogonal polynomials with respect to the weight function (2.2) transformed 

to the standard interval [- 1, l ], i.e., with respect to 

( 
1+'2)(y+l)/2 

(2.5) ro±(r) = t+ •-e (1 +t)P(l-tfl, -• < t < 1, 

then 

a.f = t(l-e2 }&.f +t(l + ,;2
), k = 0, l, 2, ... , 

Pt = <t<t-e2)fPf, k = t,2,3, ... . 

The problem thus boils down to computing the recursion coefficients &.f, Pt for 

the weight function ciJ±(t) in (2.5). Once obtained, they yield Ot:f and fJt by 

means of (2.6±) and thus fJk by means of (2.4± ). Either sign may be chosen, 

the choice depending on convenience or numerical stability. 

Before discussing numerical stability, we prove 

THEOREM 2.1. There holds 

(2.7) lim fJzk = !(1-t;)2
, lim fJ2k+ 1 = !<t+e)2

• 
k-+ 00 k-> 00 

PROOF. The weight function (2.5) belongs to the Szego class, i.e., it satisfies the 

conditions in [12, Theorem 12.1.2]. From [12, Eqs. (12.7.4), (12.7.6)] it then 

follows that 

(2.8) 1. IJ+ 1 1m Pit = 4• 
k-+oo 

regardless of the sign in (2.5). Consequently, by (2.6± ), 

(2.9) lim a.t = t(l +e2
), lim fJf = <!(1-,;2

))
2

• 
k-+oo k->oo 

Now denote by y,., yf, and Yr± the leading coefficient of the orthonormal 

polynomial of degree r relative to the weight function (J) on [- 1, - ,;] u [e. 1 ], ro± 

on [e2, 1], and ciJ± on [ -1, 1], respectively. By (2.1) one has 

(2.10) f2r+l = "/,-, 
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and an elementary computation yields 

(2.11) (y,± )-2 = Jl [Pr±(x)]Zw± (x)dx = {t(l--!2))(r+l )/2+2r+p+q+ l(y,±)-2. 
~2 

By a theorem of Szego [12, Eq. (12.7.2)], 

(2.12) o+ 2' o+ y,- - y- as r-+ oo, 

where 

(2.13) 

Now Pr = y;_ tfy;, r ~ 1, so that, using (2.10), (2.11 ), 

hence, by (2.12), 

(2.14) 

Similarly, 

(2.15) 

k-+ 00. 

This shows that both limits in (2.7) exist. Letting k- oo in (2.4 + ), and 

noting (2.9), one sees, in fact, that these limits must be the roots of the quadratic 

equation fJ2 -t(l + e>P + (!(1- e2
))

2 = o, i.e., the quantities on the right in (2.7). 
It remains to identify roots with limits. 

Using (2.13) in (2.14) gives 

:;-;y+ = exp{(2n)- 1 J~ 1 ln[ffi+(t)/m-(t)](l-t2 )- 1 '2dt} 

= exp{ -(2n)-l J~lln(t+e)(l-t2 )- 112dt}. (J = (l+e2 )/(l-e2
). 

But 

=nine+ L\n(1-Q- 2t2}(1-t2
)-

1
'
2dt 

= n In Q+n ln[t(l +(1-o- 2
)
112

)] = n In[t(o+ (o2 -1)112
)], 
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where Gradshteyn & Ryzhik [9, Eq. (4.295.29)] has been used for the last 
integral. There folJows 

(y- jy + )1 = 2/(e + (e2 -1 )111) = 2(1- e)/(1 + c!), 

which, together with (2.14), yields {J 2k- :;i{l-c!)1
, as claimed. • 

We remark that Theorem 2.1 and its proof are valid for any symmetric 
weight function w(t) supported on [ -1, - c!] u [ c;, 1 ], provided the weight 
function 

belongs to the Szego class. 
A heuristic argument now shows that the limits in (2. 7) represent, asymp­

totically, an "attracting" stationary point of (2.4 + ). Indeed, replacing ct.:, P: 
in (2.4 +)by their limits values (2.9), one finds that a small relative perturbation e 
in the limit value of {J2k_ 1 produces in {J 2k+ 1 a relative perturbation 
((1-~)/(l+e))1e (to first order in e), the same being true for perturbations in 
{J2k. The recursion (2.4 +) thus is "attracting" near the stationary point, hence 
numerically stable, the more so the closer e is to 1. Just the opposite holds in 
case of (2.4- ), where relative perturbations are being magnified by the factor 
((1 + ')/(1- '))2 and the stationary point (2.7) of -(2.4-) is "repelling", the 
stronger so the closer e is to 1. Interchanging the limits, on the other hand, 
produces an attracting fixed point of (2.4- ). In the presence of rounding errors, 
the recursion (2.4-) is therefore not likely to converge to the correct limits, but 
rather to limits which are flipped over. Thus, (2.4-) must be expected to become 
numerically unstable. 

The choice of the sign in (2.5), therefore, may well be dictated by 
considerations of numerical stability. 

3. The case of general y, p and q. 

For arbitrary y, the weight function in (2.5) is a general Jacobi weight 
(with parameters ct. = q, fJ = p) multiplied by a factor which has a singularity 
(branch point or pole) or a zero at - (1 + e1 )/(1-e2 ) outside the interval 
[ -1, 1]. In the case of a branch point, the associated orthogonal polynomials 
(i.e., the coefficients &.t, Pf) may be obtained by a discretized Stieltjes 
procedure (cf. [6, §2.2]), using a discretization of the inner product based 
on the Gauss-Jacobi quadrature rule (with parameters ct.= q, fJ = p). This should 
work well if the branch point is far away from [ -1, 1 ], i.e., if e is close to 1. 
In this case, it is also possible, and perhaps more efficient, to use the methods in 
[10, pp. 451-452], the multiplicative factor in question being well approximated 
by a polynomial. Otherwise, more refined quadrature rules must be employed 
that take proper account of the branch point close to [ -1, 1]. If {y + 1)/2 is a 
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positive integer, one can make repeated use of the algorithm in [5, §4.1] or the 
procedures in (8], all of which are reputed to be stable. In the case of a pole, 
i.e. if (y=tl)/2 is a negative integer, repeated use of the algorithm in [5, §5.1] or 
the procedure in [ 4, §4] is suggested according as the pole is close or farther 
away from [ -1, 1], respectively. Alternatively, one may develop special 
quadrature rules (with real nodes) which take the pole into account and use 
them in conjunction with the discretized Stieltjes procedure. The simplest case, 
of course, is y ± 1, in which case &t, pf are simply the recursion coefficients 
of the appropriate Jacobi polynomials. This is considered in more detail in 
Sections 4 and 5. 

4. The case 1 = 1 and general p, q. 

Consider first y = 1. In this case it is convenient to use the upper sign in 
(2.5), that is w+(t), which clearly is a Jacobi weight function on the 
interval [- l, 1]. Therefore, &;: = cxf, p;: = Pi are the recursion coefficients of 
the (monic) Jacobi polynomials (with parameters r:t. = q, p = p) on the standard 
interval [ -1, 1]. Combining (2.6 +) and (2.4 + ), and defining Po = f~ 1 w(t )dt, we 
obtain 

(4.1) 

Po = (1- c!2 )p+q+ 1 r(p+ l)F(q+ 1)/r(p +q + 2), 

Pt = t(l .; 2 )r:t.~ +t(l + c! 2
) 

Pz" = {t(l-e))2Pi/Pz~<-l } k = 1, 2,3, .... 
Pzk+ 1 = t(l- c! 2 )r:t.f +t(l +e)-Pzk 

(y = 1) 

By symmetry, of course, r:t.k = 0 for all k ~ 0. Numerical evidence indicates that 
the recursion in (4.1) is quite stable for an extended range of the Jacobi 
parameters ex = q, P = p and for all .,: in 0 < .; < 1, even very close to the end 
points. We have in fact the case of an attracting fixed point; cf. Theorem 2.1 
and the discussion following it. 

If y = 1, it would seem most convenient to take the lower sign in (2.5), 
in which case again&;- cxf, Pi: = pf; and (2.6-) may be combined with (2.4-) 
to give 

(4.2) 

where 

(4.3) 

Po = (t(l- ~2 ))P+qF(- (1 + ~2)/(1-e2
}), 

Pt = IX.j 
P2k = t{l-e2)cxf-l +t(1+;!2)-fJZk-1} 

Plk+ 1 = <t(l-.;:2WPt!P2k 

(y = -1) 

k = 1, 2, 3, ... , 
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is the Stieltjes transform of the Jacobi measure. Note that rtci in (4.2) is given by 

x · x- 1(x -e2 )P(t-xY'dx 

(4.4) 

To compute F{z) for ztl [ -1, 1] one can use the recursive algorithm in 
[ 4, §5], which works well unless z is very close to [- 1, 1 ], i.e., ~ is very 
small. 

Unfortunately, the recursion (4.2), unlike (4.1), exhibits the kind of 
instability discussed at the end of Section 2. It initially produces relatively 
accurate results (especially if ' is small), but then deteriorates and ends up 
converging to the limits (2.7) flipped over. During the switchover, some of the fJ's 
even become negative! The limits (2.7) are now a repelling fixed point of (4.2). 

The problem can be avoided by choosing the upper sign in (2.5) and by 
computing the coefficients &: , /1: by the more elaborate methods discussed in 
Section 3. 

5. The cases "' = ± l and p = q = ± !. 
5.1. The case p = q = -t 

Consider first y = 1, which is the case of interest in the diatomic linear chain 
model [13]. Here, rtf = 0 (k (E 0), and Pi = t. Pf = i (k (E 2), so that (4.1) 
becomes 

(5.1) 

Po = 1t 

fJl =t(1+,2) 
fJ2 = i<t-ef;<•+,2

) 

P3 = i(l + 6'2 + <!4 )/(1 + e:z > 

112k = <i<t- e2
))

2/P:z,.-l} 
R _ .!.(1 + ;<2) R k = 2, 3, 4, ... , 
P:Zk+l-2 ~ -P:Zk 

where the last relation (for /12k+d also holds when k = 1. We first consider 
the even-numbered coefficients. 

Letting 

(5.2) 

we combine the last two relations in (5.1) to obtain P:zk = aj(b-Pzk- 2 ), 

k = 2, 3, ... This yields the finite continued fraction 

(5.3) 
-a a a -P21c =- -···--, 
b- b- b-fJ:z 

k '?; 2, 
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with constant partial numerators -a and constant partial denominators b 
(except for the last ones). Denoting by A,, B11 the nth numerator and denomi­
nator, respectively, of (5.3), we have from the elementary theory of continued 
fractions, 

A 0 = 0, A 1 1 ; B0 = 1, B _ 1 = 0, 

(5.4) A, = bA,_ 1 -aA11 _ 2 } = l 2 k-l 
B = bB - B n ' ' ... , ' 

II n-1 Q n-2 

and 

(5.5) k = 2, 3,4, .... 

Since the recursion in (5.4) for n = 1, 2, ... ,k-1 represents a linear difference 
equation with constant coefficients, it can be solved explicitly by well-known 
methods. An elementary (but somewhat lengthy) computation then yields with 

11 = o-e)/(1 +e> 

k = 1,2,3, ... (y = 1 ). 

For the odd-numbered coefficients one finds quite analogously, 

(5.7) (y = 1), 
k = 1, 2, 3, .... 

Note that (5.6) and (5.7) confirm the limit relations established in Theorem 
2.1. In the application considered in ( 13 ), where e = ( 1-r )/ ( 1 + r ), they yield 

limk .... ooPzk = (r/(1 +r))2 and limt-ooPzH 1 = (1 +r)- 2
, in agreement 3 ) with 

what was conjectured in (13, Eq. (25)]. The relative deviations from the limits, 
moreover, are given by 

., - (r-1 r)e-(2k+ l)ln(l/r) 
"'2k+l - - ' k-+ 00, 

so that the limits are attained exponentially fast, with a decay rate ln(l/r) which 
becomes larger as r deviates away from unity. This, too, has been conjectured 
in [13] from numerical evidence. 

Proceeding now to the case y = -1 (with p and q still being -t each), we 
first note that 

3) To transform to the interval (0, l] considered in reference (13], the coefficients {Jk, k ~ 1, must 
be multiplied by 1/4 and etk set equal to t for all k ~ 0. 
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so that (4.2) and (4.4) become 

(5.8) 

Po = n/e 
P1 = e 
Pz = !(1- ')2 

p3 = !(1 + <!)2 

fJ2k = !(1+,2)-fJzk-1} 
Pz1r.+1 = <t(l-e2 )f/P2k 

k = 2, 3,4, .... 

A computation very similar to the one in the case y = 1 then yields the 
remarkably simple, but in the light of the discussion at the end of Section 2 
understandable results 

(5.9) 
Pz = t(t-e)2

, 

P1 = ,, 

5.2. The case p = q = ! 

Pz~r. = ;\(1-,)2
, k ~ 2, 

Pz~r.+t=i(1+e)2, k~l, 
(y = -1). 

Following the same course of computation as outlined in Subsection 5.1, 
but now with Pf i for all k ~ 1 and F(-(1+,2 )/(l-e2

)) = n(l-,)/(l+e), 
one finds, when }' = 1, and with '1 = (1 eJ/(1 +e) as before, 

k = 1, 2, 3, ... , 
k = 0, 1,2, ... , 

(y = 1). 

Similarly, when y = -1, 

The orthogonal polynomials associated with (5.11) are used in [13] to define 
"modified moments". 

One could, of course, continue and treat in the same manner further special 
cases, for example p = !. q = -!,but we refrain from doing this here. 

6. Equally weighted Gaussian quadrature formulae. 

By a classical result, due to Posse (11], the Chebyshev measure dA.(t) = 
= (1- t2

)-
112dt on [ -1, 1] is the only measure, up to a linear transformation, 

for which the n-point Gauss-Christoffel formula 
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has equal weights 

(6.2) 1 (n) _ Hn) _ ••• _ 1 (n) 
At - 11.2 - - ~'•n 

for each n = 1, 2, 3, .... We point out, here, that other equally weighted Gauss­
Christoffel quadrature formulae exist if the equicoefficient property (6.2) is 
required to hold only for even value:. of n. In fact, we determine all such 
quadrature formulae which are symmetric, i.e., in which the support of dA.(t) is 
symmetric with respect to the odgin and dA.(t) = w(t)dt with w(t) an even non­
negative function. 

· Let f(t) = p(t2 
), where pe ~ n _ 1 is an arbitrary polynomial of degree ~ n- 1. Then 

(6.1) holds with zero error, and by symmetry, assuming t\11> > r:!.f> > · · · > 1:~111, 
and n even, 

Substituting t2 = x, and letting m = n/2, this gives 

(6.3) f p(x)w(x112 )x- 112dx = 2 i A.~2m>p([r:~~m)] 2 ), pe~2m_ 1,m = 1,2,3, .... J II!+ v = 1 

If (6.2) holds for n 2m, m = 1, 2, 3, ... , then Posse's result implies that 
ro(x1

'
2)x- 1

'
2dx is a Chebyshev measure ~:>n some finite interval on R+. Normalizing 

this interval to have the right end point at 1, the left end point may be any 
nonnegative number less than 1, say e2

, 0 ~ e < 1. Up to a constant factor, 
therefore, 

~2 <X< 1, 

and thus 

(6.4) 

This is precisely the weight function (1.1) withy= 1 and p q -t. If~ = 0, 
it reduces of course to the Chebyshev weight function. 

The quadrature formula in question is 

(6.5) f 
II 

f(t)ltl(t2-ert'2(1-t2)-112dt = A.<n> L f(r<:>)+Rn(f), 
v=1 

[ -1, -~] u[~. 1] 
n even, 
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where 

(6.6) 
[
1- e2 2v -1 1 + e2]1/2 

,.<n) = --cos-- n+ --
v 2 11: 2 

v = 1,2, ... ,n/2. 

·~~ v+ 1 = A_(n) = njn 

In terms of Chebyshev quadrature, we can say that the measure w(t)dt in (6.4) 
has property yrx:, and its T-sequence is T = {2, 4, 6, 8, ... } (cf. [3, §5]). Other 
measures are known having the same T-sequence [7], but the associated 
Chebyshev quadrature rules, of course, cannot be Gaussian at the same time. 
The weight function (6.4), however, is contained as a special case (a = 0) in 
[7, Eq. (3.1 )]. 
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thogonal with respect to an inner product of Sobolev type, i.e., one that involves
derivatives up to some given order, each having its own (positive) measure as-
sociated with it. The principal objective is to compute the coefficients in the
increasing-order recurrence relation that these polynomials satisfy by virtue of
them forming a sequence of monic polynomials with degrees increasing by 1
from one member to the next. As a by-product of this computation, one gains
access to the zeros of these polynomials via eigenvalues of an upper Hessenberg
matrix formed by the coefficients generated. Two methods are developed: One
is based on the modified moments of the constitutive measures and generalizes
what for ordinary orthogonal polynomials is known as “modified Chebyshev al-
gorithm”. The other — a generalization of “Stieltjes’s procedure” — expresses
the desired coefficients in terms of a Sobolev inner product involving the orthogo-
nal polynomials in question, whereby the inner product is evaluated by numerical
quadrature and the polynomials involved are computed by means of the recur-
rence relation already generated up to that point. The numerical characteristics
of these methods are illustrated in the case of Sobolev orthogonal polynomials
of old as well as new types. Based on extensive numerical experimentation, a
number of conjectures are formulated with regard to the location and interlacing
properties of the respective zeros.
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1. Introduction

Let dλσ , σ = 0, 1, . . . , s , be positive measures on the real line having bounded
or unbounded support. We consider the Sobolev space

Hs ( ) = {f :
s∑

σ=0

∫
[f (σ)]2dλσ < ∞}

of functions f whose successive derivatives of order σ ≤ s are square integrable
against the respective measures dλσ . We assume that these measures are such
that the space of polynomials is a subspace of Hs ( ). We equip with the
inner product

(1.1)
(p, q)Hs =

∫
p(x )q(x )dλ0(x ) +

∫
p′(x )q ′(x )dλ1(x ) + · · ·

+
∫

p(s)(x )q (s)(x )dλs (x ), p, q ∈ ,

and associated norm ‖p‖2
Hs

= (p, p)Hs . To stay away from unessential compli-
cations, we assume that dλ0 has infinitely many points of increase. The inner
product (1.1) is then positive definite on , and therefore defines a unique se-
quence of (monic) orthogonal polynomials π0, π1, π2, . . . :

(1.2)
(πk , π`)Hs = 0, k /= `, k , ` = 0, 1, 2, . . . ,

πk (x ) = x k + lower-degree terms, k = 0, 1, 2, . . . .

We call them orthogonal polynomials of Sobolev type. Like any sequence of
monic polynomials whose degrees increase by 1 from one member to the next,
they must satisfy a recurrence relation of the form

(1.3) πk+1(x ) = xπk (x ) −
k∑

j =0

βk
j πk−j (x ), k = 0, 1, 2, . . . .

One of our objects in this paper is to develop, and discuss, computational methods
for generating the recursion coefficients βk

j . These coefficients are important not
only for the recursive computation of the desired orthogonal polynomials by
means of (1.3), but also for computing the zeros of πn as eigenvalues of an n ×n
upper Hessenberg matrix. Indeed, if
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(1.4) Bn =



β0
0 β1

1 β2
2 · · · βn−2

n−2 βn−1
n−1

1 β1
0 β2

1 · · · βn−2
n−3 βn−1

n−2

0 1 β2
0 · · · βn−2

n−4 βn−1
n−3

· · · · · · · · · · · · · · · · · ·

0 0 0 · · · βn−2
0 βn−1

1

0 0 0 · · · 1 βn−1
0


and

(1.5) πT(x ) = [π0(x ), π1(x ), . . . , πn−1(x )],

then the zeros ξ1, ξ2, . . . , ξn of πn are precisely the eigenvalues of Bn , with πT(ξν)
being a left eigenvector belonging to the eigenvalue ξν . This follows readily from
the relations (1.3) for k = 0, 1, . . . , n − 1 if we write them in matrix form as

xπT(x ) = πT(x )Bn + πn (x )eT
n , eT

n = [0, 0, . . . , 1] ∈ n .

Putting x = ξν and noting that πn (ξν) = 0 then yields

(1.6) ξνπ
T(ξν) = πT(ξν)Bn ,

which proves our assertion, since πT(ξν) is a nonzero vector, its first component
being π0(ξν) = 1.

Classical orthogonal polynomials (on the line) correspond to the case s = 0
and have an inner product (1.1) satisfying

(1.7) (xp, q)Hs = (p, xq)Hs (s = 0).

As a consequence, all coefficients βk
j with j > 1 vanish, i.e., (1.3) is a three-term

recurrence relation. In contrast, when s > 0, then (1.7) no longer holds, and we
must expect a recurrence relation of the extended type (1.3).

Almost all cases studied in the literature refer to s = 1; prominent among
these is the subcase in which

(1.8) dλ0(x ) = dλ(x ), dλ1(x ) = γdλ(x ), γ > 0,

where dλ is a positive measure and γ a positive constant. The original motivation
for considering orthogonal polynomials of this and similar types comes from
the least squares approximation problem. Here, e.g., a given function f and its
derivative f ′ are to be approximated simultaneously by a polynomial π = π̂ of
degree n minimizing

(1.9) ‖ π − f ‖2
H1

=
∫

[π(x ) − f (x )]2dλ(x ) + γ
∫

[π′(x ) − f ′(x )]2dλ(x )
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over all π ∈ n . Expanding π in the respective Sobolev-type orthogonal polyno-
mials then yields, in the usual way, the Fourier approximation π̂ of f and f ′. The
first work known to us, discussing this type of approximation, is the 1947 paper
by D.C. Lewis [21], where the main emphasis, however, is on the remainder term
of the approximation (expressed by means of the Peano kernel, as it were). Least
squares approximation is also the motivation behind the work of P. Althammer
[2], who was the first to initiate a detailed study of the associated orthogonal
polynomials in the “Legendre case” dλ(x ) = dx on [–1,1] of (1.8). Rather re-
markably, he has shown, among other things, that, as in the classical case, each
πn has n distinct zeros located in the interior of [–1,1], for all γ > 0. This is
not true, however, for arbitrary positive measures dλ, as is shown in [2] by a
counterexample; see also [34] and Sect. 3.2 below. The same polynomials, but
normalized to the interval [0,1], have also been studied by W. Gröbner [14], who
uses a variational approach and derives an interesting version of Rodrigues’s for-
mula for πn . Alternative representations in terms of Legendre polynomials, and
simplified proofs, are given by F.W. Schäfke [36]. P. Lesky [20] generalizes
Gröbner’s work to inner products (1.1) with s ≥ 1 and dλσ(x ) = γσdx , γσ > 0.
The example (1.8) with dλ(x ) = e−x dx on [0,∞] was dealt with by J. Brenner in
his thesis [6] (see also [7]). This again is an example where all zeros of πn can be
shown (by an argument similar to Althammer’s) to be simple and positive. When
dλ(x ) = e−x 2

dx on [−∞,∞], the polynomials πn are just the (monic) Hermite
polynomials [6, Satz 2.3.1]. Some of the results of Althammer and Gröbner are
generalized to Gegenbauer measures dλ(x ) = (1 − x 2)α− 1

2 dx in [27]. The exam-
ple dλ0(x ) = dx on [–1, 3] and dλ1(x ) = γχ[−1,1](x )dx +dx on [–1, 3], discussed
in [34] and generalizing an example of Althammer, is insofar of interest as for
γ sufficiently large, πn has at most two real zeros.

The application to least squares approximation on the interval [–1,1] in the
case dλ(x ) = dx of (1.8) is further studied in A. Iserles et al. [15], where explicit
formulae are derived not only for the respective polynomials πn , but also for
the Fourier coefficients. An example is given showing the advantage of Sobolev
projections (γ > 0) over ordinary Legendre projections (γ = 0). In [16], the same
authors study least squares approximation for the more general inner product (1.1)
(with s = 1) with measures dλ0 = dϕ, dλ1 = γdψ, where (dϕ, dψ) forms a
“coherent” pair — in a sense they define — and it is found, surprisingly, under
proper normalizations, that all expansion coefficients except the last of πn in terms
of the classical polynomials {πk ( · ; dϕ)} are independent of n and indeed (as
functions of γ) themselves orthogonal with respect to some (in general unknown)
measure. They also develop an efficient algorithm for computing the expansion
coefficients, which requires nothing beyond the calculation of classical expansion
coefficients in the polynomials {πk ( · ; dϕ)} and {πk ( · ; dψ)}, provided again
that dϕ is coherent with dψ. The zeros of the respective Sobolev orthogonal
polynomials are studied by Meijer in [33].

Subsequent to work of H.L. Krall, A.M. Krall, L.L. Littlejohn, T.H. Koor-
winder, T.S. Chihara and others, who inserted mass points of variable strengths
at the endpoints of the support interval of classical measures, there has recently
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been a flurry of activity regarding orthogonal polynomials of Sobolev type for an
inner product (1.1) with s = 1 in which dλ0 = dλac

0 +dλd
0 is a measure containing

an absolutely continuous component dλac
0 and a discrete component dλd

0, while
dλ1 = dλd

1 is a discrete measure. The emphasis is generally on analytic and
algebraic properties, and representations of the respective polynomials, but there
are also many results on zeros. Thus, H. Bavinck and H.G. Meijer [3, 4] consider
the case where dλac

0 is a Gegenbauer measure on [–1,1] and dλd
0, dλd

1 are both
supported at the endpoints ±1, each with equal weights. M. Alfaro et al. [1],
F. Marcellán, T.E. Pérez and M.A. Piñar [26], and T.E. Pérez and M.A. Piñar
[35] take dλac

0 to be an arbitrary absolutely continuous measure and dλd
0, dλd

1
both one-point measures supported at the same point inside, on the boundary,
or outside the support of dλac

0 . The special case of dλac
0 being the generalized

Laguerre measure and dλd
0, dλd

1 supported (with different weights) at the origin
is studied recently by R. Koekoek and H.G. Meijer [19] and R. Koekoek [18]
and generalized to arbitrary measures dλac

0 on [0, ∞] by H.G. Meijer [31]. For
the analogous case with s + 1 discrete measures dλd

0, dλ
d
1, . . . , dλ

d
s (s > 1), see

[17]. Higher-order derivatives are also considered in the papers [30] and [23],
where dλ1 ≡ · · · ≡ dλs−1 ≡ 0, and dλs is supported at a single point c, viz.
c = 0 in the former, and c arbitrary real in the latter. See also [8]. The case of
an arbitrary measure dλ0 on and dλd

1 supported on an arbitrary point c ∈
is studied in [32] and an analogous case involving linear functionals in [5]. For
measures dλac

0 in the Nevai class and dλd
1 supported at a single point, and for

more general Sobolev-type inner products, an asymptotic comparison between
the Sobolev-type orthogonal polynomials and those orthogonal with respect to
dλac

0 is made in [39, Ch.7], [24] and [22]. Many of the examples mentioned in
this paragraph are special cases of Sobolev orthogonal polynomials relative to a
pair of “semiclassical” measures dλ0, dλ1 studied in [28].

For a recent survey of Sobolev-type orthogonal polynomials we refer to [25].
In this paper, we first develop, in Sect. 2, a computational algorithm for

generating the recursion coefficients βk
j in (1.3), which extends to Sobolev-type

orthogonal polynomials the “modified Chebyshev algorithm” (cf. [11, Sect. 2.4])
for ordinary orthogonal polynomials. Numerical experience with this algorithm,
and computational results, are reported in Sect. 3. Particular attention is given
to the zeros of the respective Sobolev-type orthogonal polynomials, for which
a number of conjectures are formulated in the case of Jacobi measures (with
and without discrete components) and generalized Laguerre measures. Finally, in
Sect. 4, we describe a version of “Stieltjes’s algorithm” appropriate for orthogonal
polynomials of Sobolev type.

2. The modified Chebyshev algorithm

We now consider the general inner product (1.1) with s ≥ 1,

(2.1) (p, q)Hs =
s∑

i=0

∫
p(i )(x )q (i )(x )dλi (x ), p, q ∈ .
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Our objective, in this section, similarly as in [11, Sects. 2.3, 2.4], is to use mo-
ment information about the measures dλ0, dλ1, . . . , dλs to generate the desired
recursion coefficients βk

j in (1.3). Since ordinary moments are expected to yield
ill-conditioning, we adopt modified moments, and for simplicity define them rel-
ative to a single sequence of polynomials {pk}, i.e.,

(2.2) ν(i )
k =

∫
pk (x )dλi (x ), k = 0, 1, 2, . . . ; i = 0, 1, . . . , s.

As in [11], we assume that the polynomials pk satisfy a three-term recurrence
relation

(2.3)
pk+1(x ) = (x − ak )pk (x ) − bk pk−1(x ), k = 0, 1, 2, . . . ,

p0(x ) = 1, p−1(x ) = 0,

with known coefficients ak , bk . The case of ordinary moments is included herein,
with the choice ak = bk = 0. Normally, however, the ak are real, not necessarily
zero, and bk > 0.

In what follows, we shall use the notation

(2.4) (p, q)dλi =
∫

p(x )q(x )dλi (x ), i = 0, 1, . . . , s,

so that

(2.5) (p, q)Hs =
s∑

i=0

(p(i ), q (i ))dλi .

Definition 2.1. For k , ` = 0, 1, 2, . . . and u , v = 0, 1, . . . , s , we define

(2.6) σk ,` = (πk , p`)Hs ,

(2.7) µ(u,v)
k ,`,i = (π(u)

k , p(v)
` )dλi , i = 1, 2, . . . , s,

where {πk} is the sequence of orthogonal polynomials of Sobolev type associated
with the inner product (2.1), and {p`} are the polynomials (2.3) defining the
modified moments (2.2). We will need the quantities (2.7) only for u ≤ i and
v ≤ i (cf. (2.8)).

The following propositions are formulated with an algorithm in mind that gen-
erates the recursion coefficients βk

j in (1.3) for k = 0, 1, . . . , n −1; j = 0, 1, . . . , k ,
hence the desired orthogonal polynomials up to degree n . This will generalize
what we have called the Modified Chebyshev Algorithm in [11, Sect. 2.4].
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Proposition 2.2. We have, for k = 1, 2, . . . , n − 1; ` = k , k + 1, . . . , 2n − k − 1,

(2.8)

σk ,` = σk−1,`+1 + a`σk−1,` + b`σk−1,`−1 +
s∑

i=1

i (µ(i−1,i )
k−1,`,i − µ(i ,i−1)

k−1,`,i )

−
k−1∑
j =0

βk−1
j σk−1−j ,`.

Proof. By (2.6), (2.5) and (1.3) (with k replaced by k − 1), we have

σk ,` = (πk , p`)Hs = (xπk−1, p`)dλ0 +
s∑

i=1

((xπk−1)(i ), p(i )
` )dλi −

k−1∑
j =0

βk−1
j σk−1−j ,`.

We write the first term on the right as (πk−1, xp`)dλ0 , and for the second term
note that

((xπk−1)(i ), p(i )
` )dλi = (xπ(i )

k−1 + iπ(i−1)
k−1 , p

(i )
` )dλi

= (π(i )
k−1, xp(i )

` )dλi + i (π(i−1)
k−1 , p

(i )
` )dλi

= (π(i )
k−1, (xp`)(i ))dλi + i (µ(i−1,i )

k−1,`,i − µ(i ,i−1)
k−1,`,i ).

Now we use (2.3) and its differentiated version in the form

xp` = p`+1 + a`p` + b`p`−1, (xp`)(i ) = p(i )
`+1 + a`p(i )

` + b`p(i )
`−1

to obtain (2.8). ut
In all subsequent propositions, empty sums are assumed to be zero by defi-

nition.

Proposition 2.3. We have, for i = 1, 2, . . . , s; u = 0, 1, . . . , i , v = 0, 1, . . . , i ; k =
1, 2, . . . , n − 1, ` = k , k + 1, . . . , 2n − k − 2,

(2.9)
µ(u,v)

k ,`,i = µ(u,v)
k−1,`+1,i + a`µ

(u,v)
k−1,`,i + b`µ

(u,v)
k−1,`−1,i

+uµ(u−1,v)
k−1,`,i − vµ(u,v−1)

k−1,`,i −
k−1−u∑

j =0

βk−1
j µ(u,v)

k−1−j ,`,i ,

where the fourth and fifth terms on the right are zero if u = 0 resp. v = 0.

Proof. By definition (2.7) and (1.3), we have

µ(u,v)
k ,`,i = (π(u)

k , p(v)
` )dλi = ((xπk−1)(u), p(v)

` )dλi −
k−1∑
j =0

βk−1
j (π(u)

k−1−j , p
(v)
` )dλi .

By the product rule of differentiation,
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((xπk−1)(u), p(v)
` )dλi = (xπ(u)

k−1 + uπ(u−1)
k−1 , p(v)

` )dλi

= (xπ(u)
k−1, p

(v)
` )dλi + u(π(u−1)

k−1 , p(v)
` )dλi .

We write the first term on the right as (π(u)
k−1, xp(v)

` )dλi , add and subtract vp(v−1)
` ,

and note that
xp(v)

` + vp(v−1)
` = (xp`)(v).

Since π(u)
k−1−j = 0 if u > k − 1 − j , the last terms with j > k − 1 − u in the

above summation may be deleted, and we obtain

µ(u,v)
k ,`,i = (π(u)

k−1, (xp`)(v))dλi + u(π(u−1)
k−1 , p(v)

` )dλi

−v(π(u)
k−1, p

(v−1)
` )dλi −

k−1−u∑
j =0

βk−1
j (π(u)

k−1−j , p
(v)
` )dλi .

Continuing as in the proof of Proposition 2.2 gives (2.9). ut
Proposition 2.4. We have

(2.100) β0
0 =

σ0,1

σ0,0
+ a0,

and, for k = 1, 2, . . . , n − 1,

(2.10)

βk
0 = σk,k+1

σk,k
+ ak − σk−1,k

σk−1,k−1
,

βk
k−j = σj,k+1

σj,j
+ ak

σj,k

σj,j
+ bk

σj,k−1

σj,j
− σj−1,k

σj−1,j−1
−

k−1∑
`=j

β`
`−j

σ`,k

σ`,`
,

j = k − 1, k − 2, . . . , 1 (if k ≥ 2),

βk
k = σ0,k+1

σ0,0
+ ak

σ0,k

σ0,0
+ bk

σ0,k−1

σ0,0
−

k−1∑
`=0

β`
`

σ`,k

σ`,`
.

Proof. Using (πj , πj )Hs = (πj , pj )Hs = σj ,j , we have

(2.11) pk = πk +
k−1∑
j =0

σj ,k

σj ,j
πj , k = 0, 1, 2, . . . .

Combining this with (2.3) and Definition 2.1, we obtain

σj ,k+1 = (πj , pk+1)Hs = (πj , xpk )Hs − akσj ,k − bkσj ,k−1

=

(
πj , x

(
πk +

k−1∑
`=0

σ`,k

σ`,`
π`

))
Hs

− akσj ,k − bkσj ,k−1

= (πj , xπk )Hs +
k−1∑
`=0

σ`,k

σ`,`
(πj , xπ`)Hs − akσj ,k − bkσj ,k−1.
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Since, by (1.3),

(2.12) βk
k−j =

(πj , xπk )Hs

(πj , πj )Hs

, j ≤ k ,

we get

σj ,k+1 = βk
k−jσj ,j +

k−1∑
`=0

σ`,k

σ`,`
(πj , xπ`)Hs − akσj ,k − bkσj ,k−1, j ≤ k .

Letting j = k = 0 immediately gives (2.100), since σ0,−1 = 0. If j = 0 < k , then
(π0, xπ`)Hs = β`

` σ0,0 by (2.12), and the last relation in (2.10) follows. We may
thus assume 1 ≤ j ≤ k . Then, since (πj , xπ`)Hs = 0 if ` + 1 < j , we obtain by
using (πj , xπj−1)Hs = (πj , πj )Hs = σj ,j and (2.12) that

σj ,k+1 = βk
k−jσj ,j +

σj−1,k

σj−1,j−1
σj ,j +

k−1∑
`=j

σ`,k

σ`,`
β`

`−jσj ,j − akσj ,k − bkσj ,k−1.

Dividing both sides of the equation by σj ,j and solving for βk
k−j , we get

βk
k−j =

σj ,k+1

σj ,j
+ ak

σj ,k

σj ,j
+ bk

σj ,k−1

σj ,j
− σj−1,k

σj−1,j−1
−

k−1∑
`=j

β`
`−j

σ`,k

σ`,`
,

where, for j = k , the last sum is empty, hence equal to zero, and σk ,k−1 = 0.
This proves the remaining relations in (2.10). ut

In order to initialize the modified Chebyshev algorithm, we note that, by
Definition 2.1,

σ0,k = ν(0)
k , k = 0, 1, . . . , 2n − 1,

µ(0,0)
0,k ,i = ν(i )

k , k = 0, 1, . . . , 2n − 2, i = 1, 2, . . . , s,

which are the input moments (2.2) relative to the measures dλ0, dλ1, . . . , dλs .
We will show in Corollary 2.6 how to obtain

µ(0,v)
0,k ,i = (π0, p

(v)
k )dλi =

∫
p(v)

k (x )dλi (x ), k = 1, 2, . . . , 2n − 2,

i = 1, 2, . . . , s, v = 1, 2, . . . , i .

The quantities µ(u,0)
0,k ,i , u = 1, 2, . . . , i , of course, are all zero. We begin by ex-

pressing p′
k as a linear combination of the pj ,

(2.13) p′
k (x ) =

k−1∑
j =0

τ k
j pj (x ),
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and establish a recurrence relation for the τ k
j . We define τ k

j = 0 if j ≥ k or j < 0.

Proposition 2.5. We have, for k = 0, 1, . . . , 2n − 3; j = 0, 1, . . . , k ,

τ k+1
j = τ k

j−1 + τ k
j +1bj +1 + τ k

j (aj − ak ) − bkτ
k−1
j + δj ,k ,

where δj ,k is the Kronecker delta.

Proof. By differentiating (2.3) and using (2.13), we have

p′
k+1 = pk (x ) + (x − ak )p′

k (x ) − bk p′
k−1(x )

= pk (x ) +
k−1∑
j =0

τ k
j (x − ak )pj (x ) − bk

k−2∑
j =0

τ k−1
j pj (x ).

By (2.3),

(x − ak )pj (x ) = (x − aj )pj (x ) + (aj − ak )pj (x )

= pj +1(x ) + bj pj−1(x ) + (aj − ak )pj (x ).

Thus,

p′
k+1 = pk (x ) +

k−1∑
j =0

τ k
j (pj +1(x ) + bj pj−1(x ) + (aj − ak )pj (x )) − bk

k−2∑
j =0

τ k−1
j pj (x )

= pk (x ) +
k∑

j =1

τ k
j−1pj (x ) +

k−2∑
j =0

bj +1τ
k
j +1pj (x ) +

k−1∑
j =0

τ k
j (aj − ak )pj (x )

−bk

k−2∑
j =0

τ k−1
j pj (x )

= (1 + τ k
k−1)pk (x ) + (τ k

k−2 + τ k
k−1(ak−1 − ak ))pk−1(x )

+
k−2∑
j =1

(τ k
j−1 + bj +1τ

k
j +1 + τ k

j (aj − ak ) − bkτ
k−1
j )pj (x )

+(b1τ
k
1 + τ k

0 (a0 − ak ) − bkτ
k−1
0 )p0(x ).

Comparing coefficients of like terms with (2.13), where k is replaced by k + 1,
we get

τ k+1
k = 1 + τ k

k−1 if k ≥ 0,

τ k+1
k−1 = τ k

k−2 + τ k
k−1(ak−1 − ak ) if k ≥ 1,

and for j = 1, 2, . . . , k − 2, k ≥ 3,
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τ k+1
j = τ k

j−1 + bj +1τ
k
j +1 + τ k

j (aj − ak ) − bkτ
k−1
j ,

and
τ k+1

0 = b1τ
k
1 + τ k

0 (a0 − ak ) − bkτ
k−1
0 if k ≥ 2.

With the coefficients τ k
j on hand, we can now evaluate µ(0,v)

0,k ,i =∫
p(v)

k (x )dλi (x ) as follows.

Corollary 2.6. We have, for k = 1, 2, . . . , 2n − 2,

µ(0,v)
0,k ,i =

k−1∑
j =v−1

τ k
j µ

(0,v−1)
0,j ,i , v = 1, 2, . . . , i .

Proof. By (2.7) and (2.13),

µ(0,v)
0,k ,i = (π0, p

(v)
k )dλi = (π0, (p

′
k )(v−1))dλi =

k−1∑
j =0

τ k
j (π0, p

(v−1)
j )dλi .

Since p(v−1)
j = 0 if v − 1 > j , and using again (2.7), one gets the assertion.

In summary, we have the following

Modified Chebyshev algorithm

Objective: Given n ≥ 1, compute the coefficients {βk
j }0≤j≤k in (1.3) for k =

0, 1, . . . , n − 1, using the recursion coefficients aj , bj , 0 ≤ j ≤ 2n − 2 for the
polynomials {pk} and the modified moments ν(0)

j , 0 ≤ j ≤ 2n − 1, and ν(i )
j ,

0 ≤ j ≤ 2n − 2 (if n ≥ 2), i = 1, 2, . . . , s .

Notational convention: τ k
j = 0 if j ≥ k or j < 0; empty sums equal zero
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Initialization:

for ` = 0, 1, . . . , 2n − 1 do σ0,` = ν(0)
`

β0
0 = σ0,1

σ0,0
+ α0

if n = 1 then stop

τ 1
0 = 1

for k = 1, 2, . . . , 2n − 3 do for j = 0, 1, . . . , k do

τ k+1
j = τ k

j−1 + τ k
j +1bj +1 + τ k

j (aj − ak ) − bkτ
k−1
j + δj ,k

for i = 1, 2, . . . , s

for u = 0, 1, . . . , i

for v = 0, 1, . . . , i

for k = 0, 1, . . . , 2n − 2

if u = 0 then

if v = 0 then

µ(u,v)
0,k ,i = ν(i )

k

else

µ(u,v)
0,k ,i =

k−1∑
j =v−1

τ k
j µ

(0,v−1)
0,j ,i

end if

else

µ(u,v)
0,k ,i = 0

end if
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Continuation:



for k = 1, 2, . . . , n − 1 do

for ` = k , k + 1, . . . , 2n − k − 1 do

σk ,` = σk−1,`+1 + a`σk−1,` + b`σk−1,`−1 +
s∑

i=1

i (µ(i−1,i )
k−1,`,i − µ(i ,i−1)

k−1,`,i )

−
k−1∑
j =0

βk−1
j σk−1−j ,`

βk
0 = σk,k+1

σk,k
+ ak − σk−1,k

σk−1,k−1
for j = k − 1, k − 2, . . . , 1 (if k ≥ 2) do

βk
k−j = σj,k+1

σj,j
+ ak

σj,k

σj,j
+ bk

σj,k−1

σj,j

− σj−1,k

σj−1,j−1
−

k−1∑
`=j

β`
`−j

σ`,k

σ`,`

βk
k = σ0,k+1

σ0,0
+ ak

σ0,k

σ0,0
+ bk

σ0,k−1

σ0,0
−

k−1∑
`=0

β`
`

σ`,k

σ`,`

if k < n − 1 then

for i = 1, 2, . . . , s do

for u = 0, 1, . . . , i do

for v = 0, 1, . . . , i do
for ` = k , k + 1, . . . , 2n − k − 2 do

µ(u,v)
k ,`,i = µ(u,v)

k−1,`+1,i + a`µ
(u,v)
k−1,`,i + b`µ

(u,v)
k−1,`−1,i + uµ(u−1,v)

k−1,`,i

−vµ(u,v−1)
k−1,`,i −

k−1−u∑
j =0

βk−1
j µ(u,v)

k−1−j ,`,i

0 1 2 3 4 5 6 7(=2      1)

3
2

1

(      1=)

n

n

k,l

l

k

σ

0 1 2 3 4 5 6

2

1

n

n

l

k

(      2=)

(=2      2)

µ
k,l,i
u v(   ,   )

Fig. 1. The σ- and µ-tableaus
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The scheme generates trapezoidal tableaus for σk ,` and µ(u,v)
k ,`,i as illustrated in

Fig. 1 for n = 4. The boxed quantities in the σ-tableau are those used to compute
βk

k−j . The computing stencil for both tableaus is shown in Fig. 2.

1

0

1

2

3

k

k

k

k

l

Fig. 2. The computing stencil for the σ- and µ-tableaus (the circled quantity is computed in terms
of the others)

The algorithm described is considerably more complicated than the one for
ordinary orthogonal polynomials (cf. [11, Sect. 2.4]), but this seems to be in the
nature of things. In particular, its complexity is O(n3), rather than O(n2). Al-
though it is not immediately evident, it can be shown by mathematical induction,
that our present scheme reduces to the earlier one when s = 0.

3. Numerical examples

We report here on numerical experience with the modified Chebyshev algorithm
for the special case s = 1 and mostly with measures dλ0, dλ1 as in (1.8). We
experiment with both modified and ordinary moments. As was to be expected,
the latter yield poor results as n becomes moderately large. Modified moments,
on the other hand, produce rather satisfactory results, even for n large, when the
measures are supported on finite intervals, but work less well for measures with
infinite support.

All computations were done on the Cyber 205 in single precision (≈ 7.1 ×
10−15) and double precision (≈ 5.1 × 10−29).

3.1. The polynomials of Althammer

These correspond to the inner product (1.8) with dλ(x ) = dx on [–1,1]; we will
denote them here by πn (·) = πn ( · ; γ) to indicate their dependence on the positive
parameter γ. As γ → 0 they of course approach the (monic) Legendre polyno-
mials, and as γ → ∞, up to the factor x 2 − 1, the (monic) Jacobi polynomials
π(1,1)

n−2 with parameters α = β = 1 (cf. [10]):

(3.1) πn (x ; γ) → (x 2 − 1)π(1,1)
n−2 (x ) as γ → ∞, n ≥ 2.
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The latter is illustrated numerically in Table 1, where β(1,1)
k are the recursion

coefficients in π(1,1)
k+1 (x ) = xπ(1,1)

k (x ) – β(1,1)
k π(1,1)

k−1 (x ), and βk
j the coefficients in

(1.3) for the polynomial πk+1( · ; γ) with γ = 100.

Table 1. The behavior of βk
j for large γ (= 100)

k βk
1 max2≤j≤k |βk

j | β(1,1)
k−2

5 .23813. . . 3.62(–5) .23809. . .
10 .247680. . . 8.96(–7) .247678. . .
15 .24904270. . . 1.80(–7) .24904214. . .
20 .24948046. . . 6.34(–8) .24948024. . .

In order to get a feel for the numerical stability of the Chebyshev algorithm,
we ran it in single and double precision and determined εk

j , the modulus of
the difference between the double- and single-precision value of βk

j divided by
|βk

j | if |βk
j | > 1, as an indicator of single-precision accuracy. We let εmax =

max0≤k≤n−1 max0≤j≤k ε
k
j , and show the results in Table 2, where n = 80 was

used for modified moments, and n = 20 for ordinary moments. As modified
moments we took those relative to monic Legendre polynomials, so that ν(0)

0 = 2,
ν(1)

0 = 2γ, and ν(i )
k = 0 for all k > 0 and i = 0, 1. Predictably, ordinary moments

do poorly, in contrast to modified moments, which yield results accurate to almost
machine precision. The maximum of the εk

j is consistently attained for j = 1 and
for k ≈ 70 (except when γ = 0) and k = 19, respectively.

Table 2. The accuracy of the modified Chebyshev algorithm

γ mod. moments (n = 80) ord. moments (n = 20)
εmax εmax

0.0 7.03(–15) 9.59(–4)
0.1 8.50(–14) 1.21(–3)
0.5 9.55(–14) 3.48(–3)
1.0 1.06(–13) 3.59(–3)

10.0 5.94(–14) 1.36(–3)
100.0 8.60(–14) 6.27(–4)

Similar and somewhat more accurate results have been observed for the
Gröbner polynomials (orthogonal on [0,1]).

The coefficients βk
j are rational functions of γ, which for k = 0, 1, . . . , 6 are

exhibited in [40] for the polynomials of Gröbner. These explicit formulae served
as benchmarks for testing our computer routines.

While it is known that Althammer’s polynomials have their zeros in
(–1,1), for all γ > 0, it is an open question [10] as to whether they inter-
lace, i.e., whether the zeros of πn+1 alternate with those of πn . We examined this
question numerically and found convincing evidence for interlacing to hold. We
computed the zeros in double precision as eigenvalues of the respective matrix B
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of (1.4), for n = 2(1)40 and γ = .1, .5, 1., 10., 100., using the EISPACK routine
HQR (cf. [38, p. 330]) and a double-precision version thereof (kindly supplied
to us by Professor J. Demmel). We needed double precision, since some of the
eigenvalues, for n large, are fairly ill-conditioned, causing a loss of as much as
10–12 decimal digits. Still, it was possible in this way to verify the interlacing
property for all zeros except the very extreme ones (closest to ±1), where even
double precision did not provide sufficient resolution to demonstrate the separa-
tion of zeros when n and/or γ is large. Part of the difficulty has to do with the
fact (cf. (3.1)) that these extreme zeros tend rapidly to ±1 as γ → ∞.

3.2. Jacobi weight functions

Letting dλ(x ) = w(α,β)(x )dx in (1.8), where w(α,β)(x ) = (1 − x )α(1 + x )β is
the Jacobi weight function on [−1, 1], we denote the corresponding orthogonal
polynomials of Sobolev type by π(α,β)

n ( · ; γ). It suffices to consider β ≥ α > −1,
since an easy computation shows that

(3.2) π(β,α)
n (x ; γ) = (−1)nπ(α,β)

n (−x ; γ).

We used the modified Chebyshev algorithm in single and double precision, as in
Sect. 3.1, to generate the recursion coefficients βk

j for the polynomials π(α,β)
n ( · ; γ)

and the errors εk
j . The modified moments used were those relative to the (monic)

Jacobi polynomials. In Table 3 we show, for n = 40, the maximum and minimum
of εmax taken over α = −.75(.25)1.00, β = α(.25)1.00. The values of α and β
for which the maximum resp. minimum is attained are shown in the columns
headed by α and β.

Table 3. The accuracy of the modified Chebyshev algorithm for Jacobi weight functions

γ max εmax α β min εmax α β

0.0 9.47(–15) –.75 –.75 5.28(–15) 0.00 .75
0.1 6.65(–12) –.75 .75 1.37(–14) .50 .50
0.5 1.48(–11) –.75 –.25 1.28(–14) .50 .50
1.0 1.77(–11) –.75 –.25 1.37(–14) .50 .50

10.0 2.01(–11) –.75 –.50 1.56(–14) .50 .50
100.0 2.60(–11) –.75 –.50 1.61(–14) .50 .50

Little is known about the zeros of π(α,β)
n ( · ; γ) when γ > 0 and α, β are not

both equal to zero. It is of interest, therefore, to explore these zeros numerically.
We have done so (in double precision) for the γ-values γ = .1, .5, 1., 10., 100.
and parameter values ranging over α = −.75(.25)5.00, β = α(.5)5.0 when n =
2(1)20, and α = −.5(.5)1.0, β = α(.5)1.0 when n = 25(5)40. Based on these
computations, we are confident that the following conjectures are true.

Conjecture 3.1 (Location of the zeros of π(α,β)
n ( · ; γ), α > −1, β > −1, γ > 0).

(i) For each n, all zeros are real and distinct.
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(ii) If α ≥ 0, β ≥ 0, all zeros are contained in (–1,1).
(iii) If α < 0, β ≥ 0, then all zeros are in (–1,1) except, from some n on, one

zero, which is larger than 1.
(iv) If α < 0, β < 0, then all zeros are in (–1,1) except, from some n on, two

zeros — one larger than 1, the other less than –1.

Conjecture 3.2 (Interlacing of the zeros). The zeros of π(α,β)
n+1 ( · ; γ) interlace with

those of π(α,β)
n ( · ; γ) except for the extreme zeros outside of (–1,1) in case (iii)

and case (iv) of Conjecture 3.1.

Conjecture 3.1(i),(ii),(iv) has recently been proved in the Gegenbauer case
α = β by F. Marcellán et al. [27]. These authors also prove an “interlacing
property” of the zeros of π(α,α)

n ( · ; γ) with those of π(α,α)
n ( · ; 0). (Cf. (3.3) below.)

3.3. Generalized Laguerre weight functions

We denote by π(α)
n ( · ; γ) the orthogonal polynomials of Sobolev type belong-

ing to the generalized Laguerre weight function w(α)(x ) = xαe−x on (0,∞),
i.e., dλ(x ) = w(α)(x )dx in (1.8). Here the modified Chebyshev algorithm, using
Laguerre moments, gradually deteriorates in accuracy as n increases, presum-
ably because of effects of ill-conditioning. This is illustrated for n = 10 in
Table 4, which shows, in the notation of the previous sections, the values of
εmax = max0≤k≤n−1 max0≤j≤k ε

k
j for selected α and γ. By the time n = 15, these

values become about five orders of magnitude larger, except when γ = 0.

Table 4. The accuracy of the modified Chebyshev algorithm for generalized Laguerre weight functions

γ\α –.5 0 .5 1.0 2.0 5.0

0.0 2.27(–14) 2.53(–14) 1.90(–14) 2.02(–14) 2.27(–14) 2.53(–14)
0.1 3.43(–7) 1.05(–7) 2.42(–8) 1.29(–8) 2.92(–9) 2.51(–10)
0.5 7.54(–7) 1.35(–7) 5.58(–8) 1.72(–8) 3.99(–9) 2.34(–10)
1.0 9.42(–7) 1.70(–7) 7.06(–8) 2.18(–8) 5.09(–9) 2.99(–10)

10.0 1.83(–5) 6.82(–6) 2.61(–6) 1.44(–6) 5.16(–7) 3.83(–8)
100.0 1.57(–5) 4.10(–6) 1.84(–6) 9.36(–7) 3.74(–7) 2.91(–7)

Although we are limited to relatively small values of n , there is sufficient
computational evidence for the validity of the following conjectures.

Conjecture 3.3 (Location of the zeros of π(α)
n ( · ; γ), α > −1, γ > 0).

(i) For each n, all zeros are real and distinct.
(ii) If α ≥ 0, all zeros are positive.
(iii) If α < 0, all zeros are positive except, from some n on, one zero, which is

negative.

Conjecture 3.4 (Interlacing of zeros). The zeros of π(α)
n+1( · ; γ) interlace with those

of π(α)
n ( · ; γ) except for the negative zeros, if α < 0, for which the interlacing

property does not hold from some n on.
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After these computations had been done, we learned that Conjecture 3.3
was proved by F. Marcellán et al. [29]. They have also proved an “interlacing”
property which relates the zeros of π(α)

n ( · ; γ) to the zeros of the generalized
Laguerre polynomial Lα

n ( · ) of the same degree. If the former, in increasing
order, are ξ1 < ξ2 < · · · < ξn , and the latter x1 < x2 < · · · < xn , then indeed

(3.3) ξ1 < x1 < ξ2 < x2 < · · · < ξn < xn .

3.4. The Jacobi weight function combined with discrete measures

In this example, the two measures dλ0 and dλ1 in (2.1) are essentially different,
the former being a Jacobi weight function with a discrete measure supported on
±c (c > 0) added to it, while the latter is just a discrete measure, also supported
on ±c. More precisely,

(3.4)
dλ0(x ) =

1
β0
w(α,β)(x )dx + γ0[δ(x − c) + δ(x + c)]dx ,

dλ1(x ) = γ1[δ(x − c) + δ(x + c)]dx , α, β > −1, γ0 ≥ 0, γ1 > 0,

where δ(·) denotes the Dirac delta function, w(α,β) the Jacobi weight function on
[–1,1] (cf. Sect. 3.2), and

(3.5) β0 =
∫ 1

−1
w(α,β)(x )dx .

This example was studied algebraically and analytically by H. Bavinck and H.G.
Meijer [3, 4] in the (symmetric) Gegenbauer case α = β and for c = 1. In their
second paper, they proved, in particular, that all zeros of πn (located, of course,
symmetrically with respect to the origin) are real and simple, and that for n
sufficiently large, there is exactly one pair of real zeros outside of the interval
(–1,1). The purpose of our numerical investigation is to make “sufficiently large”
more concrete, and also to experiment with the cases α /= β and c /= 1 not (to
our knowlege) treated in the literature.

We apply the modified Chebyshev algorithm with the choice pk = P̂ (α,β)
k , the

monic Jacobi polynomials, in the definition (2.2) of the modified moments. This
then yields for the modified moments immediately

ν(0)
k = δk ,0 + γ0[P̂ (α,β)

k (1) + P̂ (α,β)

k (−1)] (δk ,0 = Kronecker delta),

(3.6)

ν(1)
k = γ1[P̂ (α,β)

k (1) + P̂ (α,β)
k (−1)],

which is most easily calculated by the basic recurrence relation for Jacobi poly-
nomials. (Expressions in terms of the gamma function are also available, but
since the recursion coefficients for Jacobi polynomials are needed anyway in
Chebyshev’s algorithm, we might as well use them to compute the Jacobi poly-
nomials by recurrence.) Thus, all the input quantities to the modified Chebyshev
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algorithm are readily computable. The zeros of πn are then computed as before
as eigenvalues of the matrix Bn in (1.4) produced by the modified Chebyshev
algorithm.

It appears that the presence of mass points has a deteriorating effect on
the accuracy attainable with the Chebyshev algorithm. This is demonstrated in
Table 5, which shows the maximum and minimum of εmax taken over α =
−.75(.25)1.00, β = α(.25)1.00 and γ0, γ1 = .1, .5, 1.0, 2.0, 5.0, 10.0, and the
values of γ0 and γ1 for which the maximum resp. minimum is attained. Table 5
should be compared with Table 3 of Sect. 3.2 (where n = 40).

Table 5. The accuracy of the modified Chebyshev algorithm for Jacobi weight functions in the
presence of mass points

n c max εmax γ0 γ1 min εmax γ0 γ1

5 .1 1.87(–10) .5 10.0 7.93(–14) 10.0 .1
.5 4.15(–11) .1 10.0 3.03(–14) 5.0 .5

1.0 1.64(–10) .1 10.0 2.34(–14) 1.0 .1
5.0 2.17(–10) 10.0 .1 2.30(–11) .1 1.0

10.0 1.24(–9) 10.0 .1 2.25(–11) .1 5.0
10 .1 3.67(–9) 1.0 10.0 1.30(–12) 10.0 .1

.5 3.40(–9) .1 10.0 1.36(–12) 5.0 .1
1.0 1.20(–7) .1 10.0 2.17(–12) 1.0 .1
5.0 3.89(–1) .1 10.0 3.45(–5) .1 .1

20 .1 1.69(–7) .1 10.0 1.63(–9) .5 .1
.5 1.20(–7) .1 10.0 3.16(–11) 2.0 .1

1.0 2.61(–4) .1 10.0 9.92(–10) 10.0 .1

As far as zeros are concerned, extensive testing that included values of α = β
= –.75, –.5 , –.25, 0., .5, 1.0, 2.0, 5.0, 10.0, all combinations of γ0, γ1 over the
values .5, 1.0, 2.0, 5.0, 10.0, and n as large as n = 20, lead us to conjecture the
following refinement of the results of Bavinck and Meijer.

Conjecture 3.5. When α = β > −1 and γ1 > 0, then for all n ≥ 3 the Sobolev-
type orthogonal polynomial πn belonging to the measure (2.1), (3.3) has exactly
one pair of real zeros outside of (–1,1) and all others inside. The exceptional pair
approaches the points ±1 monotonically as n (≥ 4) tends to infinity.

The fact that ±1 are limit points of the exceptional zeros has been proved
rigorously by Bavinck and Meijer [4]. The novelty of Conjecture 3.5 is, on the
one hand, the presence of a pair of exceptional zeros for all n ≥ 3, and, on the
other, the monotonicty of convergence (except for the first two values of n , i.e.,
n = 2 and n = 3).

Experiments with α /= β, −1 < α ≤ 1, α ≤ β ≤ 1, and c = 1, using n = 10
and running through all combinations of γ0 and γ1 as above, seem to suggest that
Conjecture 3.5 remains true also in this more general Jacobi case, except for the
monotonicity of the two zeros outside of [–1,1], which occasionally holds only
for n ≥ 5. When c > 1 (for example, c = 2, 5, 10), we observed that exceptional
zeros (in the sense of not being contained in the interval [−c, c]) may occur
only for n ≥ 4, and sometimes there is only one such exceptional zero, which
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invariably is the one < −c. Also, the onset of monotonicity is often delayed
until n = 5. Finally, when c < 1 (for example, c = .5, .1), complex zeros make
their appearance, with real parts always in (–1,1). The remaining real zeros are
also in (–1,1), except for at most one on either end.

4. Stieltjes’s algorithm

The procedure of Sect. 2 turned out to be relatively complicated because we lim-
ited ourselves to employing only rational operations on the input data. Indeed,
the desired coefficients βk

j are computed, entirely by rational operations, in terms
of moment information for the measures dλ0, dλ1 and in terms of certain re-
cursion coefficients. If the latter belong to one of these measures, they in turn
depend rationally on the moments. If we are prepared to incur the extra costs of
algebraic operations (i.e., solving algebraic equations), we can arrive at a simpler
and more transparent, though less efficient, algorithm. In view of recent progress
in constructive methods and software for orthogonal polynomials [11, 12], we
are indeed inclined to do so and, in particular, to employ Gaussian quadrature
for the measures dλi . For simplicity, we will consider the case s = 1 in (1.1),
but the extension to s > 1 is relatively straightforward.

The obvious thing to do is to express −βk
j in (1.3) as the Fourier-Sobolev

coefficients of πk+1(x ) − xπk (x ), that is,

(4.1) βk
j =

(xπk , πk−j )H1

‖ πk−j ‖2
H1

, j = 0, 1, . . . , k ,

and to evaluate the inner products in both numerator and denominator exactly
by Gaussian quadrature rules (or other appropriate rules). To be specific, let us
assume the most important scenario in which each measure dλ0, dλ1 consists of
an absolutely continuous measure with a discrete measure superimposed on it:

(4.2) dλi (x ) = dλac
i (x ) +

r (i )∑
ρ=1

y (i )
ρ δ(x − x (i )

ρ )dx , y (i )
ρ > 0, x (i )

ρ ∈ , i = 0, 1.

Here, r (i ) are nonnegative integers; if r (i ) = 0, then dλi has no discrete compo-
nent.

If we restrict k to be less than n (as in Sect. 2), then both inner products in
(4.1) involve polynomials of degree ≤ 2n − 1, hence can be computed exactly
(up to rounding errors) by the n-point Gaussian quadrature formulae for dλac

0
and dλac

1 . Specifically,

(xp, q)H1 =
n∑

ν=1

ωνξνp(ξν)q(ξν) +
r∑

ρ=1

yρxρp(xρ)q(xρ)

+
n∑

ν=1

ω′
ν[ξ′

νp′(ξ′
ν) + p(ξ′

ν)]q ′(ξ′
ν)(4.3)
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+
r ′∑

ρ=1

y ′
ρ[x ′

ρp′(x ′
ρ) + p(x ′

ρ)]q ′(x ′
ρ), p, q ∈ n−1,

and similarly (in fact, simpler) for (p, q)H1 , where ξν , ων resp. ξ′
ν , ω′

ν are the
nodes and weights of the n-point Gauss formula for dλac

0 resp. dλac
1 , and where

we have written, for simplicity, r (0) = r , r (1) = r ′, x (0)
ρ = xρ, etc. The polynomials

intervening in (4.1), on the other hand, are successively computed with the help
of the recurrence formula (1.3) involving coefficients βk

j already computed. This
is precisely the analogue of an algorithm for ordinary orthogonal polynomials
which we attributed to Stieltjes in [11]. We continue to adopt the same name in
the context of Sobolev orthogonal polynomials.

Note that, for initialization,

β0
0 =

(xπ0, π0)H1

‖ π0 ‖2
H1

=
(x , 1)dλ0

(1, 1)dλ0

= α0(dλ0) .

The required Gauss formulae for dλac
i are computable by well-known eigen-

value techniques (cf. [13, 12]) based on the n × n Jacobi matrix for the measure
dλac

i , i.e., the symmetric tridiagonal matrix with α(i )
0 , α(i )

1 , . . . down the main di-

agonal, and
√
β(i )

1 ,
√
β(i )

2 , . . . down the two side diagonals, where α(i )
k = αk (dλi )

and β(i )
k = βk (dλi ) are the coefficients in the recurrence relation

(4.4)
pk+1(x ) = (x − α(i )

k )pk (x ) − β(i )
k pk−1(x ), k = 0, 1, 2, . . . ,

p0(x ) = 1, p−1(x ) = 0

for the (monic) orthogonal polynomials pk (·) = pk ( · ; dλac
i ) associated with the

measure dλac
i , i = 0, 1. Software is now available [12] to compute these recursion

coefficients for essentially arbitrary measures dλac
i .

Evaluating (p, q)dλi for p, q ∈ n−1 (exactly) by applying an n-point Gauss
formula to the absolutely continuous component dλac

i of dλi can be interpreted
as evaluating (p, q)dλi (exactly) by an (n + r (i ))-point quadrature rule, i = 0, 1.
Alternatively, if dλac

i 6≡ 0, we could construct an n-point Gauss formula for the
complete measure dλi in (4.2) (not just the partial measure dλac

i ), which results
in a simpler algorithm for computing the βk

j (where all summations over ρ in
(4.3) are absent) and shifts the burden of dealing with the discrete parts of the
measures dλi onto the generation of the respective recursion coefficients in (4.4).
But software for this has already been developed [12, Sect. 4.3], which is the
reason why we favor this alternative approach when applicable. For simplicity,
it is this version of the algorithm that is described in the summary below.

As already mentioned, there are no essential difficulties of extending this
algorithm to the more general inner product (1.1), where s ≥ 1 is an arbitrary
integer and each dλi has the form (4.2). Replacing integrals against dλi by sums,
as above, one ends up, for each i = 0, 1, . . . , s , with a set of abscissae t (i )

ν and
weights w(i )

ν , ν = 1, 2, . . . , νmax(i ) (which includes those coming from the discrete
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components of dλi ), at which πk , xπk and their derivatives must be evaluated.
This is done by updating π(i )

k (t (i )
ν ), for each i , and for each ν = 1, 2, . . . , νmax(i ),

by means of

(4.5) π(i )
k (x ) = (xπk−1)(i )(x ) −

k−1∑
`=0

βk−1
` π(i )

k−1−`(x ),

and likewise (xπk )(i )(t (j )
ν ), for each i and j , and for ν = 1, 2, . . . , νmax(j ), by

means of

(4.6) (xπk )(i )(x ) = x ·(xπk−1)(i )(x )+ i (xπk−1)(i−1)(x )−
k−1∑
`=0

βk−1
` (xπk−1−`)(i )(x ).

This becomes rather expensive, however, giving rise to an algorithm of com-
plexity O(n4).

If the support points t (i )
ν are the same for each i (as for example in measures

of the type (1.8)), the computation in (4.6) can be simplified, as it does not
require a double sweep over i and j ; the over-all computing time, accordingly,
is reduced by about 70%.

4.1. Modified Stieltjes algorithm

Objective: Given n ≥ 1, compute the coefficients {βk
j }0≤j≤k in (1.3) for k =

0, 1, . . . , n − 1, using the n-point Gaussian quadrature rules {ξ(i )
ν , ω

(i )
ν }n

ν=1 for
dλi , i = 0, 1.

Notational convention: ξν = ξ(0)
ν , ξ′

ν = ξ(1)
ν , etc.

Initialization:

for ν = 1, 2, . . . , n do
set and store

π0(ξν) = π0(ξ′
ν) = 1

π′
0(ξν) = π′

0(ξ′
ν) = 0

β0
0 = α0(dλ0)

if n = 1 then stop
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Continuation:

for k = 1, 2, . . . , n − 1 do

for j = 0, 1, . . . , k do

for i = 0, 1 do

for ν = 1, 2, . . . , n do

compute and store

πk (ξ(i )
ν ) = ξ(i )

ν πk−1(ξ(i )
ν ) −

k−1∑
`=0

βk−1
` πk−1−`(ξ(i )

ν )

π′
k (ξ(i )

ν ) = πk−1(ξ(i )
ν ) + ξ(i )

ν π
′
k−1(ξ(i )

ν ) −
k−1∑
`=0

βk−1
` π′

k−1−`(ξ(i )
ν )

num =
n∑

ν=1

{ωνξνπk (ξν)πk−j (ξν) + ω′
ν[ξ′

νπ
′
k (ξ′

ν) + πk (ξ′
ν)]π′

k−j (ξ
′
ν)}

den =
n∑

ν=1

{ων[πk−j (ξν)]2 + ω′
ν[π′

k−j (ξ
′
ν)]2}

βk
j = num/den

We have run Stieltjes’s procedure on all examples of Sects. 3.2–3.4. As ex-
pected, it is much slower than the modified Chebyshev algorithm, even with the
simplification mentioned after (4.6), but often provides better accuracy. For ex-
ample, the computation for Jacobi measures summarized in Table 3 was redone
in the case n = 20 with the (simplified) Stieltjes procedure. The CPU time (on
the Cyber 205) was 237.685 seconds, as opposed to 21.248 seconds with the
Chebyshev algorithm – an increase by a factor of more than 10. On the other
hand, for γ > 0, Stieltjes’s procedure returned results whose maximum errors
are consistently smaller than those for the Chebyshev algorithm, by 1–2 orders
of magnitude.

The computation of Table 4 for generalized Laguerre measures required about
2.445 seconds of CPU time, when the Chebyshev algorithm was used, and 4.943
seconds – about twice as much – when the (simplified) Stieltjes procedure was
used. Individual timings of the algorithms, however, revealed that the latter takes
about five times as long as the former (when n = 10). Again, Stieltjes’s procedure
is generally more accurate for γ > 0, by 2–3 orders of magnitude, except when
α = 5, in which case Chebyshev’s algorithm happens to be more accurate, by
1–2 orders of magnitude.
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For Jacobi measures with added point spectra (cf. Sect. 3.4), the severe deteri-
oration in accuracy that was observed in Table 5 as the value of c increases, does
not occur with the Stieltjes procedure, which maintains (at least for n = 5 and
n = 10) an accuracy of about 10−10 and 10−9 for c = 5 and c = 10, respectively.
As before, however, it is about five times slower than the Chebyshev algorithm
(when n = 10).
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35. Pérez, T.E., Piñar, M.A. (1993): Global properties of zeros for Sobolev-type orthogonal polyno-
mials. J. Comput. Appl. Math. 49, 225–232
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The subject of orthogonal polynomials, if not in name then in substance, is 
quite old, having its origin in the 19th-century theories of continued fractions 
and the moment problem. Classical orthogonal polynomials, such as those of 
Legendre, Laguerre and Hermite, but also discrete ones, due to Chebyshev, 
Krawtchouk and others, have found widespread use in all areas of science and 
engineering. Typically, they are used as basis functions in which to expand 
other more complicated functions. In contrast, polynomials orthogonal with 
respect to general, nonstandard, weight functions and measures have received 
much less attention in applications, in part because of the considerable diffi­
culties attending their numerical generation. Some progress, nevertheless, has 
been made in the last fifteen years or so, both in novel applications of non­
classical orthogonal polynomials and in methods of their computation. The 
purpose of this article is to review some of these recent developments. 

In Part I, we outline a number of (somewhat disconnected) problem areas 
that have given rise to unconventional orthogonal polynomials. These include 
problems in interpolation and least squares approximation, Gauss quadrature 
of rational functions, slowly convergent series, and I;Iloment-preserving spline 
approximation. Part II then takes up the problem of actually generating the 
respective orthogonal polynomials. Since most applications involve Gauss 
quadrature in one way or another, the computation of these quadrature rules is 
discussed first. Constructive methods for generating orthogonal polynomials, 
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including those of Sobolev type, then follow, among them moment-based 
methods, discretization methods, and modification algorithms. We conclude 
by giving a brief account of available software. 

The choice of topics treated here reflects the author's past interest and in­
volvement in orthogonal polynomials. There are other applications and com­
putational aspects that would deserve equal treatment. Foremost among these 
are applications to iterative methods of solving large (and usually sparse) sys­
tems of linear algebraic equations and eigenvalue problems. The pioneering 
work on this was done in the 1950s by Stiefel (1958) and Lanczos (1950); mod­
ern accounts can be found, for instance in Hageman and Young (1981), Golub 
and Van Loan (1989) and Freund, Golub and Nachtigal (1991). Among addi­
tional computational issues there is the problem of constructing the measure 
underlying a set of orthogonal polynomials, given their recursion coefficients. 
Some discussion of this can be found in Askey and Ismail (1984), and Dom­
browski and Nevai (1986). 

Before we start, we recall two items of particular importance in the con­
structive theory of orthogonal polynomials: the Gaussian quadrature formula, 
and the basic three-term recurrence relation. This will also provide us with 
an opportunity to introduce relevant notation. 

0.1. Gauss-type quadrature rules 

The concept of orthogonality arises naturally in the context of quadrature 
formulae, when one tries to maximize, .or nearly maximize, their degree of 
exactness. Thus suppose we are given a positive measure1 dA on the real 
line lR with respect to which polynomials can be integrated, that is, for which 
JlR tk dA(t) exists for each nonnegative integer kENo. A quadrature formula 

1 f(t) dA(t) = t Avf(rv) + Rn(J), 
lR v=l 

(0.1) 

1 For our purposes it suffices to assume that d,\ is either a discrete measure, d,\( t) = 
d.X.N(t), concentrated on a finite number N of points t1 < t2 < · · · < tN, that is, .X(t) is 
constant on each open interval (ti, ti+t), i = 0, 1, ... , N (where to= -oo, tN+l = +oo), 
and has a positive jump Wi = .X(ti +0) -.X(ti -0) at ti, i = 1, 2, ... , N, or d.X(t) = w(t) dt 
is an absolutely continuous measure, where w 2': 0 is integrable on JR. and JlR w(t)dt > 0, 
or a combination of both. Then for suitable functions f, 

r f(t) d,\(t) = { z::l wd(ti), 
J.a fsupp( d>.) J( t)w( t) dt, 

d,\ discrete, 
d,\ absolutely continuous, 

where supp( d.X) denotes the support of d.X, typically an interval or a union of disjoint 
intervals. 
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with distinct nodes Tv E JR. and real weights Av, is said to have degree of 

exactness d if 

Rn(p) = 0, (0.2) 

where JP> d is the set of polynomials of degree ~ d. It is well known that for 
given Tv we can always achieve degree of exactness n- 1 by interpolating at 
the points Tv and integrating the interpolation polynomial instead of f. The 
resulting quadrature rule (0.1) is called the Newton-Cotes formula (relative to 
the points Tv and the measure d..\). Indeed, any quadrature formula having 
degree of exactness d = n - 1 can be so obtained, and is therefore called 
interpolatory. A natural question to ask is: what conditions must the nodes 
Tv and weights Av satisfy in order for (0.1) to have degree of exactness larger 
than n- 1, say d = n- 1 + m, where m > 0 is a given integer? The complete 
answer is given by the following theorem, essentially due to Jacobi (1826). 

Theorem 1 Given an integer m > 0, the quadrature rule (0.1) has degree 
of exactness d = n - 1 + m if and only if the following two conditions are 
satisfied: 

(i) The formula (0.1) is interpolatory. 

(ii) The node polynomial Wn(t) = II~= 1 (t- Tv) satisfies 

1 Wn(t)p(t) d..\(t) = 0 for each p E Pm-1· (0.3) 

Condition (ii) is clearly a condition involving only the nodes Tv of (0.1); 
it says that the node polynomial must be orthogonal to all polynomials of 
degree ~ m- 1. Here, orthogonality is in the sense of the inner product 

(u,v)d>. = 1 u(t)v(t)d..\(t), u, v E JP>, (0.4) 

in terms of which (0.3) can be stated as (wn,P)d>. = 0 for every p E 1Pm-1· 

Once a set of distinct nodes Tv has been found that satisfies this orthogonality 
constraint, condition (i) then determines uniquely the weights Av, for example 
by requiring that (0.1) be exact for each power f(t) = tk, k = 0, 1, ... , n-
1. This is a system of linear equations for the weights Av whose matrix is 
a Vandermonde matrix in the nodes Tv, hence nonsingular, since they are 
assumed distinct. 

It is clear that m ~ n; otherwise, we could take p = Wn in (ii) and get 
Jn~ w;(t) d..\(t) = 0, which is impossible if d..\ has more than n points of 
increase. (In the context of quadrature rules, d..\ indeed is usually assumed to 
be absolutely continuous and thus to have infinitely many points of increase.) 
Thus, m = n is optimal and gives rise to the condition 

all p E Pn-1· (0.5) 

142



ORTHOGONAL POLYNOMIALS: APPLICATIONS AND COMPUTATION 49 

This means that Wn must be orthogonal to all polynomials of lower degree, 
hence (see Section 0.2 below) is the unique (monic) orthogonal polynomial 
of degree ·n relative to the measure d,\. We will denote this polynomial by 
1fn( ·) = 1fn( ·; d,\). The formula (0.1) then becomes the n-point Gaussian 
quadrature formula (with respect to the measure d,\), that is, the interpol­
atory quadrature rule of maximum degree of exactness d = 2n - 1 whose 
nodes are the zeros of 7rn( ·; d,\). It is known from the theory of orthogonal 
polynomials (Szego 1975) that these zeros are all simple and contained in the 
smallest interval containing the support of d,\. 

There are other interesting special cases of Theorem 1. We mention four: 

(1) Assume that the infimum a= inf supp ( d,\) is a finite number. We choose 
one of the nodes Tv to be equal to a, say T1 =a. Then wn(t) = (t-a)wn-1(t), 
where Wn-1(t) = II~=2 (t- rv), and condition (ii) requires that 

1= Wn-I(t)p(t)(t- a)d,\(t) = 0, all p E 1Pm-1· (0.6) 

The optimal value of m is now clearly m = n- 1, in which case Wn-1 is 
the unique (monic) polynomial of degree n- 1 orthogonal with respect to 
the modified measure d-Xa.(t) = (t- a) d,\(t) -also a positive measure- that 
is, Wn-l(t) = 1fn-l( ·; d-Xa). Again, all zeros of Wn-1 are distinct and larger 
than a; the resulting formula (0.1) is called then-point Gauss-Radau formula 
(with respect to the measure d.\). 

(2) Similarly, if both a = inf supp ( d,\) and b = sup supp ( d,\) are finite 
numbers, and n 2': 2, and if we want t1 =a and (say) tn = b, then wn(t) = 
-(t~a)(b-t)wn-2(t), and Wn-2( ·) = 1fn-2( ·; d-Xa,b) for optimal m = n-2, 
where d-Xa,b(t) = (t-a)(b-t) d,\(t) is again a positive measure. The.formula 
(0.1) with the interior nodes being the (distinct) zeros of 1fn-2( ·; d-Xa,b) then 
becomes then-point Gauss-Lobatto quadrature rule (for the measure d,\). 

(3) Replace n in (0.1) by 2n + 1, let Tv = TSn) be the zeros of 1fn( ·; dA) for 
some positive measure d,\, and choose n + 1 additional nodes f"' such that 
the (2n + 1)-point formula (0.1) with nodes Tv and fp. has maximum degree 
of exactness d ;:::: 3n + 1. By Theorem 1 (with n replaced by 2n + 1), the 
n + 1 nodes f"' to be inserted must be the zeros of the (monic) polynomial 
71-n+ 1 satisfying 

k 11-n+I(t)p(t)nn(t; d.X) dA(t) = 0, all p E IPn. (0.7) 

Here, the measure of orthogonality is dA(t) = nn(t; d,\) d.X(t), which is no 
longer positive, but oscillatory. This calls for special techniques of computa­
tion; see, for instance, Monegato (1982), Kautsky and Elhay (1984), Calio, 
Gautschi and Marchetti (1986, Section 2) and Laurie (1996). While ?l-n+l 

can be shown to exist uniquely, its zeros are not necessarily contained in 
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the support of d.\ and may even be complex. The resulting (2n + 1 )-point 
quadrature formula is called the Gauss-Kronrod rule. It has an interesting 
history and has received considerable attention in recent years. For surveys, 
see Monegato (1982), Gautschi (1988) and Notaris (1994). 

(4) Consider s > 1 different measures d.X.a, a = 1, 2, ... , s, with common 
support, and for each ann-point quadrature rule (0.1) with a common set of 
nodes {Tv} but individual weights { Av,a}, a = 1, 2, ... , s. Assume n = ms to 
be an integer multiple of s. Finds such quadrature rules, each having degree 
of exactness n -1 + m. (This is expected to be optimal since there are n( s + 1) 
unknowns and (n+m)s = ns+s conditions imposed.) According to Theorem 
1, each quadrature rule has to be interpolatory, and the node polynomial Wn 
must be orthogonal to polynomials of degree m - 1 with respect to each 
measure, 

1 Wn(t)p(t) d.X.a(t) = 0, all p E IIDm-1 1 a= 1, 2, ... , s. (0.8) 

One obtains the shared-nodes quadrature rules recently introduced by Borges 
(1994) in connection with computer graphics illumination models, where the 
models d.X.a are colour matching functions. Instead of assuming n = ms, 
one could require (0.8) to hold for p E IIDmo--1' where E~=l ma = n, and 
thus 'distribute' the degrees of exactness differently among the s measures 
d.X.a. The construction of such quadrature rules calls for quasi-orthogonal 
polynomials, that is, polynomials that are only partially orthogonal, as in 
(0.8), and not fully·orthogonal, as in (0.5). 

0. 2. The three-term recurrence relation 

Next to the Gauss formula, another important fact about orthogonal polyno­
mials is that they always satisfy a three-term recurrence relation. The reason 
for this is the basic property 

( tu, v) d.\ = ( u, tv) d.X. (0.9) 

satisfied by the inner product (0.4). Indeed, assume that d.\ has at least N 
points of increase. Then the system of orthogonal polynomials 7rk( ·; d.\), 
k = 0, 1, ... , N- 1, is easily seen to form a basis of JIDN-1· For any integer 
k :::;; N - 1, therefore, since the polynomial 

1fk+I(t)- t1rk(t) 

is a polynomial of degree :::;; k (both 7rk+l and t1rk being monic of degree 
k + 1), there exist constants ak, f3k and 'Ykj such that 

k-2 

1fk+I(t)- t1rk(t) = -ak1rk(t)- f3k1rk-l(t) + L 'Ykj1rj(t), 
j=O 

k = 0, 1, ... , N - 1, 
(0.10) 
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where it is understood that 1f -1 ( t) = 0 and empty sums are zero. To determine 
a:k, take the inner product of both sides of (0.10) with 1fk; this yields, by 
orthogonality, 

hence 
(t1fk, 1fk) 

O:k = (1fk,1fk) . 

Similarly, forming the inner product with 1fk-l (k 2 1) gives 

-(t1fk, 1fk-1) = -flk(1fk-b 1fk-1)· 

This can be simplified by noting (t1rk, 1fk_I) = (7rk, t1fk_I) = (1fk, 1fk + · · ·), 
where dots stand for a polynomial of degree < k. By orthogonality, then, 
(t1fk,1fk-d = (7rk,1fk), and we get 

flk = (1fk,1fk) 
(1fk-1, 1fk-d 

Finally, taking the inner product with 1fi, i <k- 1, in (0.10), we find 

-(t1fk, 1fi) =· 'Yki( 1fi, 1fi)· 

It is here where (0.9) is crucially used to obtain /'ki = 0, since (7ri, 1fi) f:. 0 
and (t7rk,1fi) = (7rk,t1fi) = 0 because of t1ri E lP'k-1· Thus, we have shown 
that 

1fk+1 (t) = (t- a:k)7rk(t) - flk1fk-1 (t), k = 0, 1, ... , N- 1, 

where 

flk 

1f-l(t) = 0, 1ro(t) = 1, 

(t1fk, 1fk) 

( 1fk, 1fk) ' 
(1fk,1fk) 

(1fk-b1fk-1) ' 

k = 0, 1, ... , N- 1, 

k = 1,2, ... ,N- 1. 

(0.11) 

(0.12) 

This is the basic three-term recurrence relation satisfied by orthogonal poly­
nomials. Since 1f_l = 0, the coefficient flo in (0.11) can be arbitrary. It is 
convenient, however, to define it by 

flo= (7ro, 1ro) = L d.\(t). (0.13) 

Note that by construction, 1f N is orthogonal to all polynomials of degree 
< N. If d.\ = d.\N is a discrete measure with exactly N points of increase, 
there can be at most N orthogonal polynomials, 1fQ, 1fl, ... , 1fN-b which 
implies that ( 1f N, 1f N) = 0, that is, 1f N vanishes at all the support points of 
d>..N. On the other hand, if N = oo, then (0.11) holds for all k E No. Vice 
versa, if (0.11) holds ·for all k E No, with flk > 0, then by a well-known 
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theorem of Favard (see, for instance, Natanson 1964/65, Volume II, Chapter 
VIII, Section 6) the system of polynomials { 1rk} is orthogonal relative to some 
positive measure dA having infinitely many support points. 

The recurrence relation (0.11) is generally quite stable, numerically, and 
indeed provides an excellent means of computing the orthogonal polynomials 
7rk( ·; dA), both inside and outside the interval of orthogonality. For discrete 
measures dAN, however, there is a good chance that the recurrence rela­
tion exhibits a phenomenon of 'pseudostability' ( cf Gautschi 1993a; Gautschi 
1996b, Section 3.4.2), particularly if the support points of dAN are equally 
spaced. As a consequence, the accuracy of the 1fk( ·; dAN), if computed by 
(0.11), may severely deteriorate as k approaches N. 

PART I: APPLICATIONS 

1. Interpolation 

1.1. Extended Lagrange interpolation 

Our interest here is in the convergence of Lagrange interpolation and quadrat­
ure processes on a finite interval [ -1, 1], assuming only that the function to be 
interpolated is continuous on [ -1, 1]. A well-known negative result of Faber 
(see, for instance, N~tanson 1965, Volume III, Chapter II, Theorem 2) tells 
us that there is no triangular array of nodes for which Lagrange interpolation 
would be uniformly convergent for eve"ry continuous function. In response 
to this, Erdos and Tunin (1937) showed that if one considers convergence in 
the mean, then there indeed exist triangular arrays of nodes - for example 
the zeros of orthogonal polynomials on which convergence holds for every 
continuous function. More precisely, given a positive weight function w on 
( -1, 1), we have 

lim II f - Lnf llw= 0, 
n---+oo . 

for all f E C{-1, 1], (1.1) 

where 

(1.2) 

and Lnf is the Lagrange interpolation polynomial of degree < n interpolating 

fat then zeros Ti = Ti(n), i = 1,2, ... ,n, of 7rn( ·;w), the nth-degree poly­
nomial orthogonal on [-1, 1] relative to the weight function w. Convergence 
of the related quadrature process, that is, 

nli_.~ [ 1
1 [f(t)- (Lnf)(t)]w(t) dt = 0 for all f E C{-1, 1], (1.3) 
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also holds, since the quadrature rule implied by (1.3) is simply the Gaussian 
rule (see Section 0.1), which is known to converge for any continuous function. 

With this as a backdrop, suppose we wish to improve on Lnf by considering 
an extended set of 2n + 1 nodes, 

i = 1, 2, ... ,n; j = 1,2, ... ,n+ 1, (1.4) 

the first n being as before the zeros of 7r n ( · ; w), and forming the corresponding 
Lagrange interpolant L2n+1f of degree < 2n + 1. Is it true that (1.1) and/or 
(1.3) still hold if Lnf is replaced by L2n+1f? 

The answer cannot be expected to be an unqualified 'yes', as the choice of 
the added nodes { fj} has a marked influence on the convergence behaviour. 
A natural choice for these nodes is the set of zeros of 7r n+ 1 ( · ; w), for which 
it has recently been shown (see Criscuolo, Mastroianni and Nevai (1993), 
Theorem 3.2; and Mastroianni and Vertesi (1993), Theorem 2.3) that the 
analogue of (1.1), when w is a 'generalized Jacobi weight' (see Section 6.1, 
Example 6.2), holds if and only if the Jacobi parameters a, {3 are both strictly 
between -1 and 0. The analogue of (1.3) holds for any weight function w 
since the underlying quadrature rule turns out to be simply the (n+ 1)-point 
Gaussian rule for w (all nodes Ti receive the weight zero). 

Another interesting choice for the nodes Tj, first proposed by Bellen (1981, 
1988), is the set of zeros of i-n+ 1 ( · ) = 1r n+ 1 ( · ; 1r;, w), 

j = 1,2, ... ,n+ 1 (7rn( ·) = 1rn( ·; w)). (1.5) 

Here the polynomial i-n+l is the ( n + 1 )st-degree polynomial of an infinite 
sequence of polynomials 7rm( ·; 1r;,w), m = 0, 1, 2, ... , studied in Gautschi 
and Li (1993) and termed there orthogonal polynomials induced by 1rn. Both 
questions (1.1) and (1.3), for L2n+lf, then become considerably more diffi­
cult, and no precise results are known except for the four Chebyshev weight 
functions w(a,f3)(t) = (1 - t)a(l + t)f3, a, {3 = ±~. For these it has been 
shown in Gautschi (1992) that (1.1) is false unless a = /3 = t~, in which 
case 1rn-Kn+l is a constant multiple of the 2nd-kind Chebyshev polynomial of 
degree 2n + 1, and hence (1.1} (for L2n+1 f) is a consequence of the Erdos­
Turan result. More recently (Gautschi and Li 1996), the analogue of (1.3) was 
established for all four Chebyshev weight functions by showing that the re­
spective quadrature rules are positive and therefore convergent, by a classical 
result of P6lya (1933). In the case a = {3 = -~, for example, the weights of 
the quadrature rule are given by Gautschi and Li (1996, Theorem 1). 

Ai = 3:, i=1,2, ... ,n, 
. - 211/3 

JlJ - n+ 3 ' 
9-8-T~ 

] 

j = 1, 2, ... , n + 1. 

For Jacobi weight functions w = w(a,f3), there are only conjectural results, 
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obtained by extensive computation based on the methods of Section 7.2. From 
these it appears that the analogue of (1.1) for Lzn+lf holds in the Gegenbauer 
case a~ a== f3 ~a, where a= -.31 and a= 1.6 (perhaps even in a slightly 
larger interval), and in the Jacobi case when 0 ~ a, f3 ~ a (again possibly 
in some slightly larger domain; see Gautschi (1992, Conjectures 5.1-5.3). 
The case a < 0 remains open. The analogue of (1.3) is conjectured to hold 
for Jacobi weight functions with lal :::; ~' l/31 :::; ~ (Gautschi and Li 1996, 
Conjecture 3.1). 

1. 2. Rational interpolation 

Given N + 1 distinct points {ti}!o on lR and corresponding function values 
fi = f(ti), i = 0, 1, ... , N, the problem now is to find a rational function 

p(t) 
rm,n(t) = q(t), m+n=N, 

with q assumed monic of degree n and p of degree :::; m, such that 

i=0,1, ... ,N. 

(1.6) 

(1.7) 

To derive an algorithm, one starts from the interpolation conditions (1.7), 
written in the form 

i = 0, 1, ... ,N. (1.8) 

Now recall that the Nth divided difference of a function g can be represented 
in the form 

N 

Wi = II ( ti - tj). 
j=O 
i=l=i 

(1.9) 

Letting Wj(t) = ti, j = 0, 1, ... , n- 1, multiplying (1.8) by '1/Jj(ti)/wi and 
summing, yields 

hence, by (1.9), 

(to, t1, ... , tN](1/Jjp) =(to, t1, ... , tN](1/Jjfq), j = 0, 1, ... , n- 1. 

But 1/ljP is a polynomial of degree m+n-1 < N, hence the divided difference 
on the left vanishes. The same is therefore true of the divided difference on 
the right, that is, 

j = 0, 1, ... , n- 1. (1.10) 
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Defining the discrete measure d.AN to have support points {to, ... , tN }, and 
jumps Wi = fdwi at ti, we can write (1.10) as 

1 q(t)'lj;(t) d,\N(t) = 0, all 1/J E JP>n-1· (1.11) 

Thus, q( ·) = rrn( ·; d).N) is the nth-degree monic polynomial orthogonal with 
respect to the (indefinite) measure d). N. 

The denominator q( ·) = rrn( ·; d).N ), when generated by methods to be 
discussed in Section 6, can be checked to see whether it vanishes at any of 
the points ti and, thus, whether the existence of the rational interpolant (1.6) 
is in doubt. 

If all function values are different from zero, then the numerator polynomial 
p or, more precisely, its monic companion, Pmon E JP>m, can also be charac­
terized as a discrete orthogonal polynomial. Indeed, it is orthogonal relative 
to the measure d-X}¥1> having the same support points as d,\N, but jumps 

w~ - 1) = fi-l /wi instead of fi/wi. This follows immediately from (1.8) if we 
write it in the form 

i = 0, 1, ... ,N, (1.12) 

and apply the same reasoning as above to find 

1 Pmon(t)<p(t) d.A}¥ 1\t) = 0, all <p E Pm-1· (1.13) 

To obtain p itself, it suffices to multiply Prnon( ·) = 7rm( ·; d-X}¥ 1)) by a suit­
able normalization factor c, for example, c = foq(to)/Pmon(to) (assuming, of 
course, that q(to)-:/= 0, Pmon(to)-:/= 0). 

The procedure described is particularly attractive if all rational interpolants 
rm,n with m+n = N are to be obtained, since the numerator and denominator 
of rm,n, being orthogonal polynomials, can be generated efficiently by the 
three-term recurrence relation ( cf 0.2). Some caution, nevertheless, is advised 
because of possible build-up of computational errors. These are caused by 
the indefiniteness of the inner product ( · , · ) d.\N, in particular by the fact 
that the weights Wi and wi -l) typically alternate in sign. One expects these 
errors to be more prevalent the larger the moduli of these weights, hence the. 
smaller the interval [to, tN]-

Notes to Section 1 

1.1. The potential failure of L2n+lf to converge in the mean to f for the special 
choices of nodes studied here must not so much be regarded as a critique of these 
choices, but rather as a reflection of the very large class- C[-1, 1] -of functions 
f. Adding only a slight amount of regularity, for example Lipschitz continuity with 
a parameter larger than one half, would restore (mean) convergence. For smoother 
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functions, numerical evidence presented in Gautschi (1992, Table 6.1) suggests very 
fast convergence. 

An analogue of the Erdos-Turan result for a class of rational interpolants has 
been established in Van Assche and Vanherwegen (1993, Theorem 7). 

Mean convergence of extended Lagrange interpolation with ij the Gauss-Kronrod 
points is studied in Li (1994). Other types of extended Lagrange interpolation 
by polynomials are studied in Bellen (1981) for Lipschitz-continuous functions 
f E Lip/, 1 > !, and in Criscuolo, Mastroianni and Occorsio (1990, 1991) and 
Criscuolo, Mastroianni and Vertesi (1992) with a view toward uniform convergence; 
see also Criscuolo et al. (1993) and Mastroianni and Vertesi (1993). For yet other 
extended interpolation processes and their Lp-convergence for arbitrary continuous 
functions, see Mastroianni (1994). 

1.2. There are well-established algorithms for constructing a rational interpolant 
when one exists; see, for instance, Stoer and Bulirsch (1980, Section 2.2) and Graves­

Morris and Hopkins (1981). The approach described in this subsection, based on 
discrete orthogonal polynomials (though relative to an indefinite measure) can be 

traced back to Jacobi (1846) and has recently been advocated in Egecioglu and Ko<; 

(1989). A. numerical example illustrating its weaknesses and strengths is given in 

Gautschi (1989). 

2. Approximation 

2.1. Constrained least squares approximation 

The problem of least squares ties in with the early history of orthogonal 
polynomials. We thus begin by looking at the classical version of the problem. 

Given a positive measure d..X on the real line lR and a function f defined 
on the support of d.A, we want to find a polynomial p of degree at most n 
minimizing the L~,x-error, 

minimize Lfp(t)- f(t)] 2 dA(t): P E lP'n. (2.1) 

Often, the measure dA is a discrete measure dAN concentrated on N distinct 

points of JR, with N > n ( cf. footnote (1) of Section 0.1). If not, we must 

assume that f is in L~A., and we will also assume that all polynomials are in 

L~,x. On the space lP (of all real polynomials), respectively lP' N -1 (if d.X = 
dAN), we introduce the inner product (0.4), 

(u, v) d.\= L u(t)v(t) dA(t), u, v E lP' (resp. u, v E lPN-1), (2.2) 

which renders these spaces true inner product spaces. There exist, therefore, 
unique polynomials 

7rk(t; dA) = tk + lower-degree terms , k = 0, 1, 2, ... ' (2.3) 
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satisfying 

( ) { = 0 if k =1=1!, 
7rk, 'lr£ dA > 0 if k = f. (2.4) 

These are the (monic) orthogonal polynomials relative to the measure d). ( cf 
Section 0.2). There are infinitely many of them if the support of d). is infinite, 
and exactly N of them (0 S k S N- 1 in (2.3)) if d).= dAN. The solution 
of (2.1) is then given by 

n 

p(t) = L Ck7rk(t; dA), (2.5) 
k=O 

the ( n + 1 )st partial sum of the Fourier series of f in the orthogonal system 
{7rk}· 

Suppose now that we wish to minimize (2.1) among all polynomials p E 1Pn 
satisfying the constraints 

j = 0, 1, ... ,m; m<n, (2.6) 

where Sj are given distinct points on~ where f is defined. It is then natural 
to seek p of the form 

p(t) = Pm(t; f)+ sm(t)6(t), (2.7) 

where 
m 

sm(t) = IJ (t- Sj ), (2.8) 
j=O 

Pm ( · ; f) being the unique polynomial in lP m interpolating f at the points 
{ Sj }0 and 8 a polynomial of degree n-m- 1. Every polynomial of the form 
(2.7) is indeed in IPn and satisfies the constraints (2.6). Conversely, every such 
polynomial can be written in the form (2.7). It thus remains to determine 8. 

We have 

ifp(t)- J(t)] 2 d).(t) = lfpm(t; f)+ Sm(t)6(t)- j(t)]2 d).(t) 
R R 2 

= f [ j(t)- Pm(t; f) - 6(t)] s~(t) d).(t), 
jR Sm(t) 

so that our minimization problem (2.1), (2.6) becomes 

6 E lPn-m-1 1 (2.9) 

where 
f(t)- Pm(t; f) 

~(t) := () = [so,sl, ... ,sm,t]j. (2.10) 
Sm t 

Here, the expression on the far right is the divided difference of f of order 
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m + 1 with respect to the points so, s1, ... , Sm, t, and its equality with ~ 
is a consequence of the well-known remainder term of interpolation. We 
see that the desired polynomial o is the solution of an unconstrained least 

squares problem, but for a new function, ~' and a different measure, s~ d,\. 
Therefore, the solution of the constrained least squares problem is given by 
(2.7) with 

n-m-1 

o(t) = I: dkirk(t), (2.11) 
k=O 

where 

(2.12) 

It is required, therefore, to construct the orthogonal polynomials relative 

to the measure s~ d,\, assuming those for d,\ are known. This is an instance 

of a modification problem; its solution by 'modification algorithms' will be 
discussed in Section 7.2. 

The same idea can be applied to least squares approximation by a rational 

function 
p(t) 

r(t) = q(t) , 

where q is a prescribed polynomial satisfying 

(2.13) 

q(t) > 0 for t E supp ( d,\); j = 0, 1, ... , m. (2.14) 

One finds that 

minimize 1 [:i:~ - f(t)r dA(t) • (2.15) 

subject to the constraints 

p(si) = f( ·) 
( ) SJ ' q Sj 

j = 0, 1, ... ,m, (2.16) 

is now equivalent to 

minimize L r~(t) _ o(t)]2 :~g; d,\(t) : 0 E Pn-m-1, (2.17) 

where 

q(t)j(t)- Pm(t; qf) . 
~(t) = () = [so,sb···,sm,t](qf). 

Sm t 
(2.18) 

With 0 so obtained, the desired pin (2.13) is then given by 

p(t) = Pm(t; qf) + sm(t)o(t). (2.19) 

The modification of the measure now involves not only multiplication but 
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also division by a polynomial. This requires additional algorithms for gen­
erating the respective orthogonal polynomials, which will be the subject of 
Section 7.3. 

2. 2. Least squares approximation in Sobolev spaces 

In order to approximate (in the least squares sense) not only functions, but 
also, simultaneously, some of their derivatives, we may pose the problem 

minimize { t[p(u)(t)- /(u)(t)]2 d.Xu(t) : 
lau=o 

(2.20) 

where d.Xo, ... , d.X8 are positive measures on lR and each derivative f(u) is 
defined on the support of the corresponding measure d.Xu. The natural scen­
ario in which to consider this problem is the Sobolev space 

H,(IR) = {! : to L [j(a)j' dAa < 00} (2.21) 

of functions f whose successive derivatives of order (J ::; s are square integ­
rable against the respective measures d.Xu. If we assume that the measures 
d.Xu are such that the space lP' of polynomials is a subspace of H8 (IR), the 
problem (2.20) can be written as 

minimize II p- f Ilks= p E lP'n, (2.22) 

where the norm II u 11Hs = J(u, u)Hs is defined in terms of the inner product 

(u, v)u, =taL u(a)(t)v(al(t) dAa(t). (2.23) 

If d.Xo has infinitely many points of increase, then, regardless of whether or 
not some or all of the other measures d.Xu, (J > 1, are discrete, the inner 
product (2.23) is positive definite on Hs(IR) and therefore defines a unique 
set of (monic) orthogonal polynomials ?rk( ·) = ?rk( ·; H8 ), k = 0, 1, 2, ... , 
satisfying 

( ) { = 0 if k f.= f' 
?rk, ?r£ Hs > 0 if k = f. (2.24) 

These are called Sobolev orthogonal polynomials. In terms of these functions, 
the solution of (2.20), as in (2.5), is given by a finite Fourier series, 

n 

p(t) = 2: Ck?rk(t; H 8 ), (2.25) 
k=O 

It is important to note that the inner product in (2.23), if s > 0, no longer 
satisfies the basic property (0.9), that is, 

(tu,V)Hs f.= (u,tv)Hs (s > 0), (2.26) 
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which means that we can no longer expect the orthogonal polynomials to 
satisfy a simple three-term recurrence relation. The numerical computation of 
Sobolev orthogonal polynomials (not to speak of their algebraic and analytic 
properties!) is therefore inherently more complicated; we will give a brief 
account of this in Section 8. 

A widely used choice of measures is 

dAO'(t) ='YO' dA(t), (J = 0, 1, 2, ... 's, (2.27) 

where dAis a (positive) 'base measure' and the 'YO' > 0 are positive constants 
with 'Yo = 1. The latter allow us to assign different weights to different 
derivatives. The most studied case, by far, is (2.27) with s = 1. 

2.3. Moment-preserving spline approximation 

Given a function f on [0, oo), we wish to approximate it by a spline function 
of degree m with n positive knots. The approximation is not to be sought 
in any of the usual Lp-metrics, but is to share with f as many of the initial 
moments as possible. This is a type of approximation favoured by physicists, 
since moments have physical meaning, and the approximation thus preserves 
physical properties. 

The most general spline in question can be written in the form 
n 

Sn,m(t) = L av(Tv- t)~, 
v=l 

where m 2: 0 is an integer, u+ = max(O, u), av are real numbers, and 

0 < 71 < 72 < · · · < Tn < 00 

(2.28) 

(2.29) 

are the kriots of the spline. The arbitrary polynomial of degree m that one 
could add to (2.28) must be identically zero if the moments of sn,m are to be 
finite. Since we have 2n parameters to choose from - the n coefficients av 

and then knots Tv -we expect to be able to match the first 2n moments, 

j = 0, 1, ... , 2n- 1. (2.30) 

This problem, not surprisingly, leads to a problem of Gaussian quadrature. 
Assume, indeed, for fixed n EN and mE No, that 

(i) f E Cm+l[JR+], 

(ii) fooo J(t)tj dt exists for j = 0, 1, ... , 2n- 1, 

(iii) j(J.L)(t) = o(t-2n-JL) as t-+ oo, for p, = 0, 1, ... , m, 

and define the me(l.Sure 

dAm(t) = (-1)m+l tm+lj(m+l)(t)dt 
m! 

(2.31) 
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Then we have the following result. 

Theorem 2 Given a function f on (0, oo) satisfying assumptions (i)-(iii), 
there is a unique spline function Sn,m, (2.28), matching the first 2n moments 
of f, (2.30), if and only if the measure dAm in (2.31) admits a Gaussian 
quadrature formula 

Loo g(t) dAm(t) = t ).~g(t~) + R~m(g), Jt; m(lP'2n-d = 0, (2.32) 
I 

0 v=l 

having distinct positive nodes 

0 < tf < t~ < ... < t~. (2.33) 

If that is the case, then the desired spline Sn,m is given by 

).G 
a - v 
v- (t~?)m+l ' 

- tG Tv- V' v = 1, 2, ... , n. (2.34) 

Proof Since Tv is positive; substituting (2.28) in (2.30) yields 

tav [Tv ti(Tv- t)mdt = roo tj f(t)dt, 
v=l lo lo 

j = 0, 1, ... , 2n- 1. (2.35) 

We now apply m (respectively m + 1) integrations by parts to the integrals 
on the left (respectively right) of (2.35). On the left, we obtain 

m![(j + 1)(j + 2) · · · (j + m)t 1 t av lTv ti+m dt 
v=l 0 

n (2.36) 
= m![(j + l)(j + 2) · · · (j + m)(j + m + 1)t1 L avri+m+l. 

v=l 

On the right, we carry out the first integration by parts in detail to exhibit 
the reasonings involved. We have, for any b > 0, 

b b ' b 

[ ti f(t) dt = -.-1- ti+l f(t) - -.-1- [ ti+1J'(t) dt. 
lo J + 1 0 J + 1 lo 

(2.37) 

The integrated term clearly vanishes at t = 0 and tends to zero as t = b ----+ oo 
by assumption (iii) with J-L .= 0, since j + 1 ~ 2n. The integral on the left 
converges as b ----+ oo by assumption (ii); the same is true, therefore, for the 
integral on the right. We conclude that 

roo ti f(t)dt = --. 1- roo ti+1f'(t)dt. 
lo J + 1 lo 

Continuing in this manner, using assumption (iii) to show convergence to 
zero of the integrated term at the upper limit (its value at t = 0 always being 
zero) and the existence of J000 ti+J.t j(J.t) ( t) dt already established to infer the 
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existence of J000 ti+J.t+l j(J.t+l)(t) dt, J.l = 1, 2, ... , m, we arrive at 

roo ti f(t) dt = ( -l)m+l roo ti+m+l f(m+l)(t) dt 
lo (j + l)(j + 2) · · · (j + m + 1) lo . · 

In particular, this shows that the first 2n moments of dAm all exist. Since 
the last expression obtained, by (2.35), must be equal to the one in (2.36), 
we see that (2.30) is equivalent to 

n looo ( 1)m+l 
I)avT:+l)rt = - 1 tm+lJ(m+l)(t) ·tidt, 
v=l 0 m. 

j = 0, 1, ... , 2n- 1. 

These are precisely the conditions for Tv to be the nodes of the Gauss formula 
(2.32) and for avr;:+l to be the respective weights. Both, if indeed they exist, 
are uniquely determined. 0 

The measure dAm in (2.31) is neither one of the classical measures nor is 
it necessarily positive, in general. Thus we need constructive methods that 
also work for sign-changing measures. 

The simplest example is the exponential function, f(t) = e-t, in which 
case 

(2.38) 

is a generalized Laguerre measure with parameter a = m+ 1, hence indeed one 
of the classical measures. Examples of positive measures dAm are furnished 
by completely monotone functions, that is, functions f satisfying 

k = 0, 1, 2, .... (2.39) 

The physically important example of the Maxwell velocity distribution, f ( t) = 

e-t2 , is an example leading to a sign-variable measure, 

1 m+l t 2 
dAm(t) = - 1 t Hm+l(t)e- dt 

m. 
(2.40) 

where Hm+l is the Hermite polynomial of degree m+ 1. If m > 0, then Hm+l 
has L(m + 1)/2J positive zeros, hence the measure (2.40) changes sign that 
many times. 

Although the spline sn,m was constructed to match the moments of f, it 
also provides a reasonably good pointwise approximation. Its error indeed 
can be shown to be related to the remainder R~m of the Gauss formula (2.32) 
in the sense that for any t > 0 one has · 

f(t)- Sn,m(t) = R~m(ht,m), (2.41) 

where 

0:::; u < 00. (2.42) 
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From a known convergence theorem for Gauss quadrature on [0, oo) ( cf. Freud 
(1971, Chapter3, Theorem 1.1)) it follows, in particular, that for fixed m, 

lim Sn m(t) = f(t), 
n--+oo ' 

t > 0, 

iff satisfies the assumptions of Theorem 2 for all n = 1, 2, 3, ... and if d.Am 
is a positive measure for which the moment problem is determined. 

Similar approximation problems can be posed on a finite interval, which 
then give rise to generalized Gauss-Lobatto and Gauss-Radau quadrature for 
a measure dA.m which again depends on j(m+l). 

Notes to Section 2 

2.1. Least squares approximation by polynomials was considered as early as 1859 
by Chebyshev (1859) in the case of discrete measures dA = dAN. Although Cheby­
shev expressed the solution in the form (2.5), he did not refer to the polynomials 
1rk( ·; dAN) as 'orthogonal polynomials' - a concept unknown at the time - but 
characterized them, as did other writers of the period, as denominators of certain 
continued fractions. A more recent treatment of discrete least squares approxim­
ation by polynomials, including computational and statistical aspects, is Forsythe 
(1957). The idea of reducing the constrained least squares problem for polynomials 
to an unconstrained one involving a new objective function and a new measure can 
be found in Walsh (1969, p. 320). For the extension to rational functions, see Lin 
(1988). 

2.2. In the case of measures (2.27) with s = 1, the Sobolev-type least squares 
approximation problem (2.20) was first considered by Lewis (1947), largely, however, 
with a view toward analysing the error of approximation (via the Peano kernel, 
as it were). The respective Sobolev orthogonal polynomials were studied later by 
Althammer (1962) and Grabner (1967) in the case of the Legendre measure, d.X(t) = 
dt in (2.27). Other choices of measures dAcr in (2.23), especially discrete ones for 
a ~ 1, have been studied extensively in recent years. For surveys, see Marcellan, 
Alfaro and Rezola (1993), Marcellan, Perez and Piiiar (1995), and for a bibliography, 
Marcellan and Ronveaux (1995). Special pairs of measures { d.X0 , d.X1} in the case 
s = 1, termed 'coherent', are studied in Iserles, Koch, N0rsett and Sanz-Serna 
(1990; 1991) and shown to allow efficient evaluation not only of the Sobolev-Fourier 
coefficients Ck in (2.25), but also of the Sobolev polynomials 7rk(·; HI) themselves. 
For zeros of such polynomials, see Meijer (1993), and de Bruin and Meijer (1995). 

An application of Sobolev-type least squares approximation to the solution of 
systems of linear algebraic equations is proposed in Moszynski (1992). Here, s + 1 
is the dimension of the largest Jordan block in the matrix of the system. 

2.3. Piecewise constant approximations on JR+ to the Maxwell velocity distribu­
tion that preserve the maximum number of moments were used in computational 
plasma physics by Calder, Laframboise and Stauffer (1983), and Calder and La­
framboise (1986), under the colourful name 'multiple-water-bag distributions'. The 
connection with Gaussian quadrature was pointed out in Gautschi (1984b). Since 
piecewise constant functions are a special case of polynomial spline functions, it is 
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natural to extend the idea of moment-preserving approximation to spline functions 
of arbitrary degree. This was done in Gautschi and Milovanovic (1986), where one 
can find Theorem 2 and the error formulae (2.41), (2.42), along with their proofs. 
In the same paper, the sign-variable measure (2.40) was examined numerically and 
shown to lead, on c;:>ccasion, to Gauss formulae with negative, or even conjugate 
complex, nodes. The analogous approximation on a finite interval, mentioned at 
the end of Section 2.3, was studied in Frontini, Gautschi and Milovanovic (1987). 
Further extensions can be found in Milovanovic and Kovacevic (1988, 1992), Mic­
chelli (1988), Frontini and Milovanovic (1989), Gori and Santi (1989, 1992) and 
Kovaeevic and Milovanovic (1996), with regard to both the type of spline function 
and the type of approximation. 

3. Quadrature 

3.1. Gauss quadrature for rational functions 

Traditionally, Gauss quadrature rules ( cf Section 0.1) are designed to integ­
rate exa:ctly (against some measure) polynomials up to a maximum degree. 
This makes sense if one integrates functions that are 'polynomial-like'. Here 
we are interested in integrating functions that have poles, perhaps infinitely 
many. In this case, the use of rational functions, in combination with poly­
nomials, seems more appropriate. The rational functions should be chosen so 
as to match the most important poles .of the given function. This gives rise 
to the following problem .. 

Let d.\ be a (usually positive) measure on lR, and let there be given M 
nonzero complex numbers (r, ... , (M such that 

(Jl -1 o, on supp (d.\), J-L = 1, 2, ... , M. (3.1) 

For given integers m, n with 1 ~ m ~ 2n, find an n-point quadrature rule 
that integrates exactly (against the measure d.\) the m rational functions 

where sll 2: 1 and 

J-L = 1, 2, ... M, 

M 

LBJJ. = m, 
JJ.=l 

s = 1, 2, ... , sll, (3.2) 

as well as polynomials of degree ~ 2n - m - 1. If m = 2n, a polynomial 
of degree -1 is understood to be identically zero. We then have the extreme 
case of 2n rational functions (with poles of multiplicities sll at -1/(Jl.) being 
integrated exactly, but no nontrivial polynomials. The quadrature rule is then 
optimal for rational functions, just as the classical Gaussian rule is optimal 
for polynomials; cf Section 0.1. The latter corresponds to the limit case 
M=m=O. 
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In principle, it is straightforward to construct the desired quadrature rule 
according t9 the following theorem. 

Theorem 3 Define 
M 

Wm(t) =II (1 + (p.t) 8", (3.4) 
p.=l 

by (3.3) a polynomial of degree m. Assume that the measure dA./wm admits 
a (polynomial) n-point Gauss quadrature formula, that is, 

r t(t) d>.(t) 
Ja Wm(t) 

and define 

Then 

where 

n 

L wf f(tf) + R~(!), (3.5) 
v=1 

v = 1,2, ... ,n. (3.6) 

lg(t) d).(t) = :t Avg(tv) + Rn(g), 
IR v=l 

(3.7) 

Rn(g) = 0 if g E 1P2n-m-1 1 or g(t) = (1 + (p.t)-s, 1 s; p, s; M, 1 s; S s; Sp.•

(3.8) 

Once again, we are led to a modification problem that involves division by 
a polynomial, so that the algorithms of Section 7.3 become relevant. 

Proof of Theorem 3. For J-t = 1, 2, ... , M; s = 1, 2, ... , Sp., define 

Since m s; 2n and s 2: 1, we have Qp.,s E lP m-s C lP2n-1, and therefore, by 
(3.5), 

{ dA.(t) { d).(t) ~ G · G 
}IR (1 + (p.t)s = }R Qp.,s(t) Wm(t) = ~ Wv Qp.;s(tv) 

~ G Wm(t~) ~ Av 
= L.._, Wv (1 + ;- tG)s = L.._, (1 + ;- t )s ' v= 1 ':,JL v v= 1 ':,JL v 

s~,;.{j..J 
where (3.6) has been used in the last step. This proves th~assertionjn ~ 

> ~ne of (3.8). 
To prove the he~teFH ~at'\ of (3.8), let p be an arbitrary polynomial in 

fidf~t,~ 
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lP2n-m-l· Then, since PWm E IP2n-1, again by (3.5) and (3.6), 

l p(t) dA(t) = l p(t)wm(t) :~~!~ 
n n 

= L w~p(t~)wm(t~) = L Avp(tv). 
v=l v=l 

0 

The existence of the Gaussian quadrature formula in Theorem 3 is assured 
if it exists for the measure dA and the polynomial Wm has constant sign on 
supp ( dA). This is typically the case if the complex poles -1/(/L (if any) 
occur in conjugate complex pairs and the real ones are all outside the support 
interval of dA. 

Quantum statistical distributions provide important examples of integrals 
amenable to rational Gauss-type quadrature. Thus, the Fermi-Dirac distri­
bution gives rise to the generalized Fermi-Dirac integral 

00 tk V1 + !Ot 
Fk(TJ, e) = r +t dt, 

lo e-TJ + 1 
() ~ 0, 'T] E JR, (3.9) 

where the k-values of physical interest are the half-integers 4, ~ and~- Sim­
ilarly, Bose-Einstein distributions lead to the generalized Bose-Einstein in­
tegral 

() ~ 0, 7] :::; 0, (3.10) 

with the same values of k as before. For the integral in (3.9), the poles are 
located at 

t = 7] ± (2p.- 1) i1f, 1-£ = 1, 2, 3, ... ' (3.11) 

whereas for the one in (3.10) they are at 

t = 7] ± 2p. i1f, 1-£ = 0, 1, 2, ... (3.12) 

This suggests taking for the (fL in (3.1) the negative reciprocals of (3.11) and 
(3.12), respectively. If in the integral (3.9) we match the first n pairs of 
complex poles, we are led to apply Theorem 3 with m = 2n and 

n 

W2n(t) = IT [(1 + ~fLt) 2 + 'T]~t2], 
J.L=l 

where ~fL and 'TJJ.L are the real and imaginary parts, respectively, of (p, = 

-(ry + (2p.- 1) i1r)-1. Similarly for the integral (3.10), where we need to 
match the real pole (at rJ) and the first n- 1 pairs of complex poles. This 
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calls for Theorem 3 with m = 2n - 1 and 

n-1 

W2n-1 (t) = (1 + €ot) IT [(1 + €p,t) 2 + 1]~t2], 
p,=1 

where €~-t and 1Jp, are the real and imaginary parts of (p, = -(17 + 2J.d7r)-1. 

3.2. Slowly convergent series 

It may seem strange, at first, to see infinite series dealt with in a section 
on quadrature. But infinite series are integrals relative to a discrete measure 
supported on the positive integers! It is not unnatural, therefore, to try to 
approximate such integrals by finite sums. We do this for a special class of 
series in which the general term can be expressed as the Laplace transform 
of some function evaluated at an integer. Such series exhibit notoriously slow 
convergence. We will show that they can be transformed into an integral 
containing a positive, but nonclassical, weight function and then apply Gauss 
quadrature to obtain an effective summation procedure. 

Thus, suppose that 

00 

8= Lak, ak = (.Cf)(k), (3.13) 
k=1 

where .Cf is the Laplace transform of some (known!) function j, that is, 

(.Cf)(s) = fooo e-st f(t) dt. (3.14) 

Then by Watson's lemma (see, for example, Wong 1989, p. 20), iff is regular 
near the origin, except possibly for a branch point at t = 0, where f(t) "'t\ 
.A > 0, as t -+ 0, and if f grows at most exponentially at infinity, one has 
ak "'k->..-1 as k-+ oo, showing that convergence of the series (3.13) is slow 
unless A is large. However, we can write 

S = f;;(Cf)(k) = '!';; f e-ktf(t)dt 

= looo f e-(k-1)t. e-t f(t) dt 

= {= k~l 1 _, · e-t f(t) dt, 
lo 1- e 

assuming the interchange of summation and integration· is legitimate. This 
yields the following integral representation: 

(3.15) 
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involving the weight function 

t 
€(t) = et -1 on [O,oo). (3.16) 

Such integrals occur frequently in solid state physics, where € is known as Ein­
stein's fuhction. (Of course, € is also the generating function of the Bernoulli 
numbers.) 

There are two approaches that suggest themselves naturally for evaluating 
the integral (3.15). One is Gaussian quadrature relative to the weight function 
E, if f(t)/t is sufficiently regular, or, if not, with respect to some modified 
weight function. The other is rational Gauss quadrature of the type discussed 
in Section 3.1, writing 

(3.17) 

letting e-t dt = d).( t), and matching as many of the poles at ±2J.L i1r, J.L = 

1, 2, 3, .... , as possible. Both approaches call for nonclassical orthogonal poly­
nomials. 

To give an example, consider the series 

kv-1 
s-" - L... (k+a)m' 

k=1 . 

0 < v < 1, m~ 1, (3.18) 

where a is a complex number with Rea > 0, Ima ~ 0. Writing the general 
term of the series as 

kv-1 · (k + a)-m = (£f)(k), 

we note that 

( 
t-v ) 

kv-1 = £ f(1- v) (k), 

so that the convolution theorem for Laplace transforms (see, for example, 
Widder 1941, Theorem 12.1a) 

Cg · Ch = Cg * h, 

where 

(g * h)(t) =lot g( 7)h(t- 7) d7, 

. yields 

f(t) 1 {t -a(t-r)(t )m-1 -v d 
= (m- 1)!f(1- v) lo e - 7 7 7 . 
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After the change of variable r = tu, this becomes 
tm-v -at {1 

f(t) = (m- 1)!;{1- v) Jo eatu(l- u)m-1u-v du. 

The integral on the right, up to a constant factor, can be recognized as 
Kummer's function M(a,j3,z) with parameters a= 1-v, j3 = m+ 1-v and 
variable z = at (see Abramowitz and Stegun, eds, 1964, Equation 13.2.1). 
Thus, 

f(t) = t 1-v gm-1 (t; a, v), (3.19) 

where 
tne-at 

gn(t; a, v) = r( ) M(1-v, n+2-v, at), n+2-v 
n = 0, 1, 2,... . (3.20) 

It is known that Kummer's function satisfies a recurrence relation relative 
to its second parameter (Abramowitz and Stegun, eds, 1964, Equation 13.4.2), 
from which one gets for gn( ·) = gn( ·;a, v) the three-term recurrence relation 

1 { ( n + 1 - v) t } gn+1 (t) = n + 1 t + a gn(t) - -;; gn-1(t) , 
t-1 

g_1(t) = r(1- v) . 

n ~ 0, 

(3.21) 
To compute gm-1 in (3.19), it is enough, therefore, to compute go(t) = 
e-at M(1- v, 2- v, at)jr(2- v) and then to apply (3.21). On the other hand, 
go is expressible (Abramowitz and Stegun, eds, 1964, Equation 13.6.10) in 
terms of Tricomi's form of the incomplete gamma function (Abramowitz and 
Stegun, eds, 1964, Equation 6.5.4), 

go(t; a, v) = e-at!*(l- v, -at), (3.22) 

where 

(3.23) 

Since go is known to be an entire function of all its variables (see Tricomi 
1954, Chapter IV), it follows from (3.21) that each function gn(t) is an entire 
function oft. Putting (3.19) into (3.15), we thus finally arrive at 

oo kv-1 f L (k )m = Cv€(t) · gm-1(t;a,v)dt, 
k=1 +a o (3.24) 

Rea> 0, 0 < v < 1, m~ 1, 

with f. given by (3.16) and gm-1 an entire function oft. We can now proceed 
evaluating the integral on the right as discussed above, either treating t-v €( t) 
as a weight function in ordinary Gaussian quadrature, or writing t-vE(t) = 
(t/(1-e-t))·t-ve-t and using t-ve-t dt = d..\(t) in rational Gauss quadrature. 
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It is worth noting that in this way we can sum series of the more general 
form 

00 

S = L kv-lr(k), 0 < v < 1, (3.25) 
k=l 

where r( k) is any rational function 

p(s) 
r(s) = q(s), degp < degq. (3.26) 

It suffices to decompose r into partial fractions and to apply (3.24) to each 
of them. The parameter -a in (3.24) then represents one of the zeros of q, 
and m its multiplicity. If the condition Rea > 0 is not satisfied, we can suin 
a few of the initial terms directly until the condition holds for all remaining 
terms. 

We remark that for series with alternating sign factors, that is, 

00 

S' = L(-l)k-lak, ak = (£J)(k), 
k=l 

analogous techniques can be applied, with the result that 

where now 

S' = fooo j(t)<p(t) dt, 

1 
<p(t) = et + 1 

is what is known in solid state physics as Fermi's function. 

Notes to Section 3 

(3.27) 

(3.28) 

(3.29) 

3.1. Convergence of the quadrature rule (3.5), when m = 2n, supp( d.A) = [-1, 1] 
and ("' E ( -1, 1) with s"' = 1, for functions f analytic in a domain containing the 
interval [-1, 1] in its interior has been studied by Lopez and Illan (1984). Theorem 
3, in this case, is due to Van Assche and Vanherwegen (1993, Theorem 1). These 
authors also consider a quadrature rule of the type (0.1) with supp( d.A) = [-1, 1] 
whose nodes are the zeros of the rational function ( 1 + (n t) - 1 + 2:::::: ~ c"' ( 1 + (J.t t) - 1 

orthogonal (in the measure d.A) to 1 and to (1 + ("'t)-1, J.L = 1,2, ... ,n -1, where 
("' E ( -1, 1) are given parameters. This is no longer a 'Gaussian' formula, as would 
be the case for polynomials, but leads to polynomials orthogonal with respect to the 
measure d>./(wn-1Wn), wherewm(t) = n;=1(1+(1-'t). Theuseofconjugatecomplex 
parameters (p, in the context of rational quadrature rules is considered in Lopez and 
Illan (1987). Theorem 3 in the general form stated is from Gautschi (1993b), where 
one can also find numerical examples. The application of rational Gauss. formulae to 
generalized Fermi-Dirac integrals (3.9) and Bose-Einstein integrals (3.10) is further 
discussed in Gautschi (1993c) and has proven to be very effective. 
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3.2. The use of Gaussian quadrature for the purpose of summing infinite series has 
already been proposed by Newbery (unpublished). Summation of series (3.13) and 
(3.27) involving the Laplace transform by means of Gaussian quadrature relative to 
Einstein and Fermi weight functions, respectively, was first proposed in Gautschi 
and Milovanovic (1985). The technique has since been applied to series of the type 
(3.25), and to analogous series with alternating sign factors, in Gautschi (1991a), 
and was also used in Gautschi (1991b) to sum slowly convergent power series of 
interest in plate contact problems. For the latter, an alternative complementary 
treatment ha.s been given in Boersma and Dempsey (1992). Series of the type 
(3.18) were encountered by Davis (1993) in his study of spirals, in particular in his 
attempt to smooth certain discrete spirals ascribed by him to the 4th-century BC 
mathematician Theodorus. The treatment given here is taken from Davis (1993, 
Appendix A), where one also finds numerical examples. Alternative approaches 
using special function theory can be found in Boersma and Dempsey (1992), and 
using Euler-Maclaurin summation in Lewanowicz (1994); see also Davis (1993, pp. 
4Q-41). Series (3.13) and (3.27) in which the terms ak are values f(k) of certain 
analytic functions f are summed in Milovanovic (1994) by Gaussian quadrature 
involving weight functions cosh- 2(t) and sinh(t)cosh-2(t) on JR+. Applications 
to series of the type (3.18), also with alternating signs, and to the Riemann Zeta 
function, are given in Milovanovic (1995). 

PART II: COMPUTATION 

4. Computation of Gauss-type quadrature rules 

In many applications, as we have ·seen in Part I, the need for orthogonal 
polynomials arises via Gauss-type quadrature with respect to some measure 
d.\. We therefore begin by discussing the computational aspects of Gaussian 
quadrature rules. 

4.1. Gaussian rules 

We assume that d.\ is a positive measure whose support contains infinitely 
many points, and all moments of which exist. There then exists, for each 
integer n 2:: 1, an n-point Gauss formula 

1 f(t) d.A(t) = t ..\~ f(t~) + R~(f), 
1R v=l 

R~(lP2n-1) = 0. 

The connection with orthogonal polynomials is well known (cf Section 0.1). 
The nodes t<J are the zeros of 7rn( ·; d.\), while the weights .A;} -also called 
the Christoffel numbers- can be expressed in various ways in terms of the 
same orthogonal polynomials. For purposes of computation, however, it is 
better to characterize both quantities in terms of an eigenvalue problem. 
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To describe this characterization, we recall ( cf Section 0.2) that every 
system of (monic) orthogonal polynomials Kk( ·) = 7rk( ·; d.:X) satisfies a three­
term recurrence relation 

7rk+l(t) = (t- o:k)7rk(t)- f3k1fk-l(t), k = 0, 1,2, ... ' 
7r-l(t) = 0, rro(t) = 1, 

(4.2) 

where the coefficients O'.k = o:k( d.:X), f3k = f3k( d.:X) are real numbers uniquely 
determined by the measure d.:X, and each f3k is positive. With the recursion 
coefficients O:k, f3k we associate an infinite, symmetric, tridiagonal matrix 

0 

(4.3) 

0 

the Jacobi matrix belonging to the measure d.:X. Its n x n leading principal 
minor matrix will be denoted by 

(4.4) 

The Gaussian nodes and weights can then be expressed in terms qf the ei­
genvalues and eigenvectors of Jn( d.:X) according to the following theorem. 

Theorem 4 Let Xv be the eigenvalues of Jn( d.:X), and Uv the corresponding 
normalized eigenvectors, so that 

T -1 UvUv- ' v = 1,2, ... , n. (4.5) 

Then the Gaussian nodes tCj and weights .:Xf in (4.1) are given by 

A~ = f3ou~,l, v = 1,2, ... ,n, (4.6) 

where Uv,l is the first component of Uv and f3o =fa d.:X(t). 

Thus, the Gauss formula can be generated by computing the eigenvalues 
and (first components of) eigenvectors of a symmetric tridiagonal matrix. 
This is a routine problem in numerical linear algebra and can be solved by 
powerful algorithms such. as the QR algorithm with carefully selected shifts 
(see, for example, Parlett 1980, Sections 8.9-8.11). The approach via eigen­
values is generally more efficient than traditional methods based on polyno­
mial rootfinding. 

Note also that the positivity of the Gauss weights .:Xf is an immediate 
consequence of (4.6). 

Proof of Theorem 4. Let 7fk( ·) = 7fk( ·; d.:X) denote the normalized orthogonal 
polynomials, so that 7rk = y'(7rk, 7rk) dA 1fk· Inserting this into (0.11), dividing 
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by J(11"k+1 1 11"k+I) dA, and using (0.12), we obtain 

- irk ii"k-1 
11"k+I(t) = (t- ak) J7Ik+1 - fJk Jf3k+If3k , 

or, multiplying through by J7Ik+l and rearranging, 

tii"k(t) = akii"k(t) + v!fJkirk-I(t) + ~ii"k+l(t), 
k = 0, 1, 2, ... , n- 1. 

(4.7) 

In terms of the Jacobi matrix Jn = ln( d.X) we can write these relations in 
vector form as 

(4.8) 

where ir(t) = [iro(t), ir1(t), ... , ii"n-l(t)]T and en= [0, 0, ... , 0, l]T are vectors 
in lRn. Since tf is a zero of ii" n, it follows from ( 4.8) that 

v = 1, 2, ... ,n. (4.9) 

This proves the first relation in (4.6), since ii" is a nonzero vector, its first 
component being 

- r.rl/2 
11"Q = fJQ • (4.10) 

To prove the second relation in (4.6), note from (4.9) that the normalized 
eigenvector Uv is 

Comparing the first component on the far left and right, and squaring, gives, 
by virtue of (4.10), 

v=l,2, ... ,n. (4.11) 

( 

On,.the other 'hand, letting /_( t) = ii" p,-1 ( t) in ( 4.1), one gets, by orthogonality, 
using ( 4.10) again, that 

n 
al/2£ ""' G- ( G) fJO Up,-1,0 = L...J Av 11"p,-l tv (bp,-1,0 = Kronecker delta), 

v=l 

or, in matrix form, 

(4.12) 

where P E JRnxn is the matrix of eigenvectors, .X G E JRn the vector of Gauss 
weights, and e1 = (1, 0, ... , of E lRn. Since the columns of P are orthogonal, 
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we have 
n 

pTp=D, dv = L ?T~-1 (t~). 
JJ=l 

Now multiply (4.12) from the left by pT to obtain 

D ,c _ al/2pT _ a1/2. a-1/2 _ 
"' - PO e1 - PO PO e - e, e = [1, 1, ... , 1f .. 

Therefore, AG = n-1e, that is, 

G 1 
Av = "n -2 ( G) ' 

L....tt=l 7r JJ-1 tv 
v = 1,2, ... ,n. 

Comparing this with (4.11) establishes the desired result. 0 

Similar techniques apply to generate Gauss-Radau and Gauss-Lobatto 
quadrature rules. This will be discussed in Sections 4.2 and 4.3. Before 
we do so, however, it is useful to pursue the connection between Gauss quad­
rature f~rmulae and linear algebra just a bit further. 

If U = [u1, u2, ... , un] is the (orthogonal) matrix of the normalized eigen­
vectors of J<= Jn( dA), then, by (4.5) and the first relation in (4.6), 

JU=UDt, UTU=l, Dt=diag(t?,tr, ... ,t~) (4.13) 

provides the spectral resolution of J. The second formula in (4.6), on the 
other hand, can be written in matrix form as 

(4.14) 

where el = [1, 0, ... 'o]T is the first coordinate vector. Letting Q = ur' we 
can summarize (4.13), (4.14) by 

QTDtQ = J, QT .J).. = JFo e1. 

We then have 

[ ~ ~] 
[ 1 .JfJO ef ] 

.JfJO e1 J · 

{4.15) 

Thus, the 'Gauss matrix' in the middle on the far left is connected with the 
(slightly extended) Jacobi matrix on the far right by the orthogonal similarity 
transformation (4.15). This is important for two reasons: it shows that the 
passage from the Gauss quantities (more precisely, then square roots (A~) 112 

and n nodes t~) to the recursion coefficients (more precisely, the 2n quantities 
al/2 (31/2 al/2 ) · t bl · f 1· 
fJO , 1 , · · ·, Pn-1• ll{), a1, ..• , an-1 lS a S a e process Ill terms 0 mear 
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perturbations. (Orthogonal transformations leave the Euclidean length of 
vectors unchanged.) Secondly, (4.15) suggests Lanczos-type algorithms for 
computing the recursion coefficients ( cf Section 6.2). 

4.2. Gauss-Radau rules 

We write the Gauss-Radau formula in the form 

1 f(t) d.\(t) = AC'f(a) + t .\~f(t~) + ~(!), R~(IP2n) = O, (4.16) 
R v=l 

where a= inf supp( d.\) is assumed to be a finite number. (Everything below 
will also be valid if a < inf supp( d.\).) We recall from Section 0.1 (where n 
is to be replaced by n+ 1) that the nodes t!} are the zeros of rrn( ·; dAa), that 
IS, 

v = 1,2, ... ,n, (4.17) 

where dAa(t) = (t- a) d.\(t), and that, with the nodes so determined, the 
formula (4.16) must be interpolatory, that is, have degree of exactness n. 

With 7i'k( ·) = 7i'k( ·; d.\) denoting, as before, the normalized orthogonal 
polynomials, we adjoin to the n relations ( 4. 7) the additional relation 

(4.18) 

Here, /3n = /3n ( d,\), /3n+ 1 = f3n+l ( d.\), and a~ is a parameter to be determ­
ined; once a~ is known, ( 4.18) defines rr~+l· Letting 

7r(t) = [1i'o(t), 1i'1(t), ... , 7i'n(t)]T, en+l = (0, 0, ... , 1f E Rn+l, 

we write (4.7) and (4.18) in matrix form as 

t1t(t) = J~+11t(t) + ~rr~+l (t)en+b 

where 

0 

0 

$n 
a* n 

(4.19) 

(4.20) 

We now choose a~ in such a way that rr~+1 (a) = 0. By (4.18), this requires 
that 
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or, reverting to monic polynomials and recalling that if n-1 I if n = (3~121r n-1 I 1r n, 

* _ _ f3 1f n-1 (a) 
O:n-a n () · 1fn a 

(4.21) 

(The denominator 7rn(a) does not vanish by the assumption on a.) Therefore, 

(4.22) 

and, by (4.19), the zeros to = a, t1, t2, ... , tn of Jr~+l are the eigenvalues of 
J~+l' with if( a), if( h), ... , if(tn) the corresponding eigenvectors. We now 

show that tv = t~, v = 1, 2, ... , n, that is, except for a constant factor, 

Wn(t) = 1rn(t; dAa)· (4.23) 

By (4.18) we have indeed 

~7r~+l(t) (t- o:~)ifn(t)- $nifn-1(t) 
= (t- O:n)ifn(t)- $nifn-1(t) + (o:n- o:~)ifn(t) 
= ~ifn+l(t) + (o:n- o:~)ifn(t), 

where in the last step we have used ( 4. 7) for k = n. There follows, for any 

p E lPn-1, 

Jf3n+ll1f;+1(t)p(t) d.-\(t) . {ii::t l Wn(t)p(t) · (t- a)d.-\(t) 

= 1[{ii::tifn+l{t) + (o:n- o:~)ifn(t)]p(t) d.-\(t) = 0, 

by the orthogonality of the ifk· This proves (4.23). 
By reasonings virtually identical with those in the proof of Theorem 4, one 

finds that 

v = 0, 1, 2, ... , n, ( 4.24) 

where Uv,l is the first component of the normalized eigenvector Uv of J~+l 

corresponding to the eigenvalue t~ (where t{f =a). We thus have the following 
result. 

Theorem 5 The Gauss-Radau nodes t{f = a and tf, ... , t~ are the eigen­
values of the matrix J~+l( d.-\) in (4.20), where o:~ is defined by (4.21). The 

Gauss-Radau weights .A~ are given by (4.24), where Uv,l is the first com­
ponent of the normalized eigenvector Uv of J~+ 1 ( d.-\) corresponding to the 

eigenvalue t~. 

The same theorem also holds for Gauss-Radau formulae with the fixed 
node at the upper end of the support interval. That is, if d..\ has a support 
bounded from above, the number a, both in the formulation of Theorem 5 
and in (4.16) and (4.21), may be replaced by b 2:: sup supp( d.-\). 

Computing o:~ by ( 4.21) may raise some concern about the possibility of a 
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large cancellation error. The example of the Jacobi measure d,.\ (cx,{3) (t) = (1-
t)a(l + t)P dt on [-1, 1], however, suggests that this concern is unwarranted. 
In this case, say for a = -1, one indeed finds that · 

{3 7r n-1 ( -1) _ _ 1 + ~ 
n ?rn(-1) - 2 (1 +ex~) (1+ cx+fn+1) 

which for n --+ oo tends to -!, so that for large n at least, there is np danger 
of cancellation. It is also interesting to note that for the generalized Laguerre 
measure d,.\(a)(t) = tcxe-tdt on [O,oo), and a= 0, one has a~= n.; 

4.3. Gauss-Lobatto rules 

Assuming that d,.\ has bounded support, we write the Gauss-Lobatto formula 
in the form 

(4.25) 

where a ~ inf supp( d..\) and b ~ sup supp( d..\). We recall from Section 0.1 
that the interior nodes tt are the zeros of 7rn( ·; dAa,b), that is, 

7rn(t~; dAa,b) = 0, v = 1, 2, ... , n, (4.26) 

where d..\a,b(t) = (t-a)(b-t) d..\(t), and that with these nodes so determined, 
the formula (4.25) must be interpolatory, that is, have degree of exactness 
n + 1. We proceed similarly as in Section 4.2, but adjoin to the n relations 
( 4. 7) not one, but two additional relations: 

tirn(t) = anirn(t) + v'f1nirn-1(t) + ~7r~+l (t), 
t1r~+l(t) = ari+17r~+1 (t) + ~irn(t) + J/1n+21r~+2 (t), 

(4.27) 

where a~+ 1 , /3~+ 1 ar~ parameters to be determined and an = an ( d,.\), fln = 
f3n( d..\), f3n+2 = fln+2( d..\). We now define 

ao v7Ji 0 
v7Ji a1 VfJ2 

an-1 $n ., 

$n an ~ 
~ * an+1 0 

(4.28) 
so that, with the usual. notation 

ir(t) = [iro( t), . .. , irn(t), 7r~+1 ( t)f, en+2 = [0, ... , 0, lf E 1Rn+2 , 
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the relations ( 4. 7) and ( 4.27) can be written in matrix form as 

tii-(t) = J~+2ii-(t) + ~7r~+2(t)en+2· ( 4.29) 

We now choose a~+l' jJ~+l such that rr~+2 (a) = 7r~+2 (b) = 0. By the second 
relation in ( 4.27) this requires 

fort= a, b, 

or, using the first relation in (4.27) to eliminate rr~+l' 

(t- a~+l)[(t- etn)ii"n(t)- $nii-n-l(t))- f3~+Iii-n(t) = 0 fort= a, b. 

The expression in brackets, however, is $nBnn+l (t); thus, 

fort= a, b. 

Converting to monic polynomials, we obtain the 2 x 2 linear system 

[ 7rn+l(a) 7rn(a) ] [ a~+l ] = [ arrn+l (a) ] 
1rn+I(b) 1rn(b) -/3~+1 b7rn+I(b) · 

By assumption on a and b, we have sgn[rrn+l(a)rrn(b)) = (-l)n+l and 
sgn[7rn+I(b)7rn(a)] = ( -l)n, so that the determinant is nonzero and, in fact, 
has sign ( -1 )n+l. The system, therefore, has a unique solution, namely 

where 

(arrn:+l (a )rrn(b) - brrn+l (b )7rn( a))/ L:ln, 
= (b- a)7rn+I(a)7rn+I(b)/ L:ln, 

(4.30) 

(4.31) 

Since both L:ln and 1r n+ 1 (a) 7r n+ 1 (b) have the sign ( -1) n+l, we see that /3~+1 > 
0, so that 71"~+1 and 71"~+2 in (4.27) are uniquely determined real polynomials, 
and J~+2 in ( 4.28) a real symmetric tridiagonal matrix. Its eigenvalues, by 
(4.29), are the zeros of 1f~+2 , among them a and b. Writing 

7r~+2 (t) = (t- a)(b- t)wn(t), (4.32) 

we now show that, up to a constant factor, 

( 4.33) 

so that the eigenvalues of J~+2 are precisely the nodes of the Gauss-Lobatto 
formula (4.25), including a and b (cf (4.26)). Using in turn the second and 
first relation of ( 4.27), we have 

~1f~+2(t) =(t- a~+1 )1f~+ 1 (t)- ~ii-n(t), 
Jf3~+1f3n+21f~+2(t) =(t- Q~+l)[(t- Ctn)ii"n(t)- ffnii-n-l(t)]- f3~+1if-n(t) 

= (t- a~+l)$nBii-n+l(t)- f3~+Iii-n(t). 
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It follows that 7r~+2 is orthogonal relative to the measure dA to polynomials 
of degree< n, which by (4.32) implies (4.33). 

Since, again by (4.29), the eigenvectors of J~+2 are ir(t~), v = 0, 1, ... , n, 
n + 1, where t~ =a, t~+l = b, the now familiar argument (used previously 
in Sections 4.1 and 4.2) yields the following theorem. 

Theorem 6 The Gauss-Lobatto nodes t~ = a, t~+l = b and tf, ... , t~ 
are the eigenvalues of the matrix J~+2 ( dA) in (4.28), where a~+1 , {3~+1 are 
defined by (4.30), (4.31). The Gauss-Lobatto weights )..~ are given by 

v = 0, 1, 2, ... , n, n + 1, (4.34) 

where Uv,l is the first component of the normalized eigenvector Uv of J~+2 ( dA) 
corresponding to the eigenvalue t~. 

Since, as already noted, the two terms defining 6-n in (4.31) are of opposite 
sign, there is no cancellation in the computation of 6-n, nor is there any in 
computing {3~+1· For a~+l this may no longer be true (indeed, a~+l = 0 for 
symmetric measures!), but here it is more the absolute error than the relative 
error that matters. 

The construction of Gauss-type quadrature formulae is just one of several 
instances illustrating the importance of the recursion coefficients ak( d)..), 
f3k( d>..) for computational purposes. It is for this reason that all our con­
structive methods for orthogonal polynomials are directed toward computing 
these coefficients. 

Notes to Section 4 

4.1. The fact that Gauss quadrature nodes can be viewed as eigenvalues of a 
symmetric tridiagonal matrix- the Jacobi matrix- has long been known. The 
characterization of the Gauss weights in terms of eigenvectors seems more recent; 
it was noted. in Wilf (1962, Chapter 2, Exercise 9) and previously, around 1954, by 
Goertzel (Wilf 1980), and has also been used by Gordon (1968). The importance of 
these characterizations for computational purposes has been emphasized by Golub 
and Welsch (1969), who give a detailed computational procedure based on Francis's 
QR algorithm .. Alternative procedures that compute the Gauss nodes as zeros of 
orthogonal polynomials by Newton's method or other rootfinding methods not only 
require considerable care in the selection of initial approximations, but also tend to 
be slower (Gautschi 1979). Also of importance is the inverse problem (Boley and 
Golub 1987) -given the Gauss nodes and weights, find the correspondi~g Jacobi 
matrix - and its solution by Lanczos-type algorithms. 

4.2, 4.3. The eigenvalue techniques described for generating Gauss-Radau and 
Gauss-Lobatto quadrature rules are due to Golub (1973); our derivation slightly 
differs from the one in Golub (1973). 
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fi. Moment-based methods 

The classical approach of generating orthogonal polynomials is based on the 
moments of the given measure d.A: 

k = 0, 1,2, .... (5.1) 

The desired recursion coefficients can be expressed in terms of Hankel de­
terminants in these moments, 

D' D' } ak( d.A) = k+l - _k 
Dk+l Dk 

!A( d.A) = Dk+t~k-t 
Dk 

k = 0, 1,2, ... ' (5.2) 

where Do D-t = 1, D1 = JJ,o, D~ = 0, D~ = M1 and Dm, n:n, m 2': 
2, are determinants whose first row consists of JJ,o, J.1,1, ••• , J.J,m-1 and J-Lo, 
J.1,1, •.. , JLm-2, J.Lm, respectively (the others having the subscripts successively 
increased by 1). Likewise, the orthogonal polynomials themselves admit the 
determinantal representation 

J.Lo M1 J.Ln-1 J.Ln 

1 111 M2 JJ,n Jl-n+l 
1rn(t; d.A) 

Dn 
(5.3) 

J.Ln-1 J.Ln J.12n-2 M2n-1 

1 t tn-1 tn 

The trouble with these formulae is that the coefficients ak, f3k, and with them 
?rn, become extremely sensitive to small changes (such as rounding errors) in 
the moments as k increases. In other words, the (nonlinear) map 

f1, 1----t p, (5.4) 

which maps the moment vector f1, = [J.Lo, J.1,1, .•• , J.1,2n-dT to the vector p = 
[ao, ... , frn-1, J3o, ... , f3n-1JT of recursion coefficients becomes extremely ill 
conditioned. Therefore it is important to study the condition of such moment­
related maps. 

A natural idea to overcome this difficulty is to use modified moments in­
stead. That is, given a system of polynomials {Pk}, one uses 

mk = mk( d.A) = L Pk(t) d.A(t), k=0,1,2, ... , (5.5) 

in place of J.Lk· One then has a new map Kn, 

m~----tp, {5.6) 

where m = [mo, m1, ... , m2n-1JT, which one hopes is better conditioned than 
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the old map (5.4). We discuss the conditioning of these maps in Section 
5.1. In Section 5.2 we develop an algorithm that implements the maps Kn in 
(5.4) and (5.6) when the polynomials Pk defining the modified moments (5.5) 
satisfy a three-term recurrence relation. An example will be given in Section 
5.3. 

5.1. The conditioning of moment maps 

The analysis of the map Kn in (5.4) or (5.6) is facilitated if the map is thought 
of as a composition of two maps, 

(5.7) 

where Gn: JR2n -+JR2n I.Ilaps p, (respectively m) into the Gaussian quadrature 
rule, 

Gn : p, (resp. m) ~----+ "(, (5.8) 

where Av =.X<;}, tv= t<;} (cf (4.1)), and Hn: IR.2n -+JR2n maps the Gaussian 
quadrature rule into the recursion coefficients, 

'Y 1---+ p. (5.9) 

The reason for this is that the map Hn, as was seen at the end of Section 
4.1, is well conditioned, and Gn is easier to analyse. For a direct study of the 
map Kn see, however, Fischer (1996). 

Just as the sensitivity of a function f: JR.-+ lR at a point x can be measured 
by the magnitude of the derivative J' at x, in the sense that a small change dx 
of x produces the change df(x) = f'(x) dx, we can measure the sensitivity of 
the map Gn: JR.2n-+ JR2n at a given vector p, (respectively m) by the magnitude 
of the Fn~chet derivative at p, (respectively m). For finlte-dimensional maps, 
this derivative is nothing but the linear map defined by the Jacobian matrix. 
We thus define 

cond Gn = IJ8Gn II, (5.10) 

where by 8Gn we denote the Jacobian matrix of the map Gn, and where for 
II · II we can take any convenient matrix norm. Note that this concept of 
condition is based on absolute errors; one could refine it to deal with relative 
errors as well, but we shall not do so here. 

5.1.1. We begin with the map Gn for ordinary moments. Since the Gauss 
formula ( 4.1) is exact for the first 2n monomials ti, j = 0, 1, ... , 2n - 1, we 
have 

j = 0, 1, ... , 2n - 1, 
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which can be written as 
n 

<Pj('y) = L Avti, j = 0, 1, ... , 2n- 1. (5.11) 
v=l 

The map Gn consists in solving this (nonlinear) system for the unknown 
vector /, given the vector p,. The Jacobian 8Gn, therefore, is the inverse of 
the Jacobian 8<P of <P. This latter is readily computed to be 

1 1 0 0 

ft tn >..1 An 
o<P= ti t2 n 2)..1 t1 2Antn =TD>.., 

t2n-1 
1 

t2n-1 n (2n- 1)>..1tin-2 (2n- 1)Ant~n-2 

where T is the confluent Vandermonde matrix 

1 1 0 0 

tl tn 1 1 
T_:_ tr t2 n 2ft 2tn (5.12) 

t2n-1 
1 

t2n-l n (2n- l)tin-2 (2n- l)t~n-2 

and D>.. the diagonal matrix 

D>.. = diag(l, ... , 1, .\1, ... , An)· (5.13) 

Therefore, 

(5.14) 

It is now convenient to work with the uniform vector and matrix norm 

II · II = II · lloo· Since E~=l Av = J.Lo implies Av < P,o, and >.~ 1 > p,01, it ' 
follows readily from (5.14) that 

II8Gn II > min(l, p,01) 11 r-1 II . 

Since the factor on the right involving P,o is unimportant, we shall henceforth 
assume that P,o = 1 (which amounts to a normalization of the measure d>.). 
To obtain a particularly simple result, we further assume that d,\ is supported 
on the positive real line, 

supp( d>.) C JR+. 

It then follows from norm estimates for the inverse confluent Vandermonde 
matrix (see Gautschi 1963) that 

II 8Gn ll > rr~=l(1 + tv)2 . 

minls;v:::;n { ( 1 + tv) rr~=l (tv - tp.)2 } 
J.t=f:v (-
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By definition (5.10) of the condition of Gn, and because the {tv} are the zeros 
of 1rn( ·) = 1rn( ·; d.X), we can write this inequality more elegantly as 

1r~( -1) 
cond Gn > {( )[ 1 ( )]2} (5.15) min1::;v::;n 1 +tv 1rn tv 

Elegant as this result may be, it is also quite disconcerting, since orthogonal 
polynomials are known to grow rapidly with the degree when the argument 
is outside the support interval. In (5.15), the argument is -1, a good distance 
away from JR+, and squaring the polynomial does not help either! Since the 
denominator in (5.15) grows only moderately with n, we must conclude that 
Gn becomes rapidly ill conditioned as n increases. 

To illustrate (5.15), consider the (normalized) Chebyshev measure d.X(t) = 
~[t(1 - t)t 112 on [0, 1], for which 1rn = T~, the 'shifted' Chebyshev poly­
nomial, except for normalization. It then follows from (5.15) by elementary 
calculations that 

d G (3 + y's)n 
con n > 2 64n 

The lower bound happens to grow at the same exponential rate as the (Turing) 
condition number of then x n Hilbert matrix! 

5.1.2. We consider now the map Gn: m ___,"/,where mE JR2n is the vector of 
modified moments (5.5). We assume that the polynomials Pk defining these 
modified moments are themselves orthogonal, but relative to a measure, ds, 
over which we can exercise control, 

k = 0, 1,2, .... (5.16) 

The hope is that by choosing ds 'close' to the target measure d.X, there is 
little chance for things to go wrong during the 'short' transition from the Pk 
to the 1rk. 

In analysing the condition of Gn, one arrives at a more satisfying result 
if, instead of the modified moments mk, one departs from the normalized 
modified moments 

k=0,1,2, ... ; 

We thus consider the map 

Gn : JR2n ___, JR2n m f--+ "/, - (- - - JT m = mo,ml, ... ,m2n-1 . (5.18) 

The preliminary map m r--+ m is a perfectly well-conditioned diagonal map, 
and therefore does not distort the condition of Gn. 

Similarly, as in (5.11), the map Gn amounts to solving the nonlinear system 
n 

F('Y) = m, Fj('Y) = sj1 I: AvPj(tv), j =0,1, ... ,2n-1, 
v=l 
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where Sj = II Pi II ds, and 

By an elementary computation, 

8F = D-; 1PD>-., 

where Ds = diag(so, s1, ... , S2n-d, D>. · diag(1, ... , 1, AI, ... , An), and P E 

JR2nx 2n is a confluent Vandermonde matrix in the polynomials {pk}, that is, 

j = 0, 1, ... , 2n- 1. 
(5.19) 

Therefore, 

(5.20) 

In order to invert the matrix P in (5.19), we let hv, kv be the fundamental 
Hermite interpolation polynomials of degree 2n - 1 associated with the Gaus­
sian abscissae t~, t2, ... , tn: 

hv(tp.) = 8vp. 1 h~(tfl) = 0; 
kv(tfl) = 0, k~(tfl) = 8vp. 1 

(5.21) 

and expand them in the polynomials {pk}, 

2n 2n 

hv(t) = L avflPfl-l(t), kv(t) = L bvflPp.-I(t), v = 1, 2, ... , n. 
p.=l p.=1 

(5.22) 
Letting 

we can write the interpolation conditions (5.21), in conjunction with (5.19), 
in the form 

AP =[I, 0], BP = [O,I], 

that is, 

which shows that 

We are now ready to compute the norm of 8Gn in (5.20). This time it 

turns out to be convenient to use the Frobenius norm II · II = II ·IIF· Since 

(D"A1 p-1 Ds)vfl = sfl_lavfl, 
v = 1,2, ... ,n; 

(D-;_ 1 p-l Ds)v+n,p. = A.;;1 Sp.-lbvfl' 
J-L = 1, 2, ... , 2n, 
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one indeed obtains 

(5.23) 

from (5.20). On the other hand, by (5.22), 

2n 2n 1 h~(t) ds(t) = L avJJ-av,_ 1 PJJ--l(t)p,.-t(t) ds(t) = L s~_1 a~JJ-' 
lR JJ-,K-=1 lR J'=l 

where the last equation follows from the orthogonality of the Pk· Similarly, 
2n 1 k;(t) ds(t) = L s~_ 1b~w 

lR JJ-=1 

Hence, recalling (5.10), equation (5.23) finally yields 

{ 
n }1/2 

cond Gn = l~ [h~(t) + :~k;(t)] ds(t) (5.24) 

This result clearly identifies the factors influencing the condition of Gn. 
On the one hand, we have the polynomial of degree 4n - 2, 

~ [ 2 1 2 ] 9n(t; d.A) = ~ hv(t) + A~ kv(t) , (5.25) 

appearing in the integrand of (5.24), which depends only on the measure d.X 
(through the Gaussian nodes tv= tfj). On the other hand, there is integration 
with respect to the measure ds. It is a combination of both, namely the 
magnitude of 9n on the support of ds, which determines the magnitude of 
cond Gn. . 

We note from (5.21) and (5.25) that 9n( ·) = 9n( ·; d.X) is strictly positive 
on lR and satisfies 

9n(tv) = 1, v = 1, 2, ... , n. (5.26) 

(By themselves, these conditions of course do not yet determine 9n·) Ideally, 
one would like 9n to remain ~ 1 throughout the support of ds, in which case 
cond Gn would be bounded by so = (flR ds(t)) 112 , uniformly inn. Unfortu­
nately, this is only rarely the case. One example in which this property is 
likely to hold, based on computation, is d.Xk(t) = [(1 - k2t2)(1- t2 )]-112 dt 
on [-1, 1], where 0 < k < 1. For k = 0, it was shown in Fischer (1996) 
that 9n ~ 1 + 2j1r2 on [-1, 1]. In other cases, such as d\,.(t) = tu ln(1/t) on 
[0, 1], where O" > -1, the property 9n(t) ~ 1 holds over part of the interval, 
whereas in the remaining part, gn, assumes relatively large peaks between 
consecutive nodes tv, but such that the integral in (5.24) (when ds(t) = 1) is 
still of acceptable magnitude. 
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Fig. 1. The polynomial 9n, n = 5, 10, 20, 40, for the Maxwell measure with c = 1 

An example of interest in quantum physics is the Maxwell velocity distri­
bution 

d-\(t) = e-t2 dt on [0, c], 0 < c::::; 00. (5.27) 

One finds by computation that 9n 'almost' satisfies 9n :<:; 1 on [0, c] when cis 
only moderately large, but develops larger and larger peaks, encroaching on 
an ever increasing portion of the interval, as c increases. This is illustrated 
in Fig. 1, which depicts loggn for n = 5, 10, 20,40 in the case c = 1, and in 
Fig. 2, where the analogous information is shown for c = 5. The respective 
condition numbers (when ds(t) = dt) are all less than 1 in the case c = 1, and 
range from 3.52 x 1012 to 8.57 x 1019 when c = 5. Fig. 2 is also representative 
for the case c = oo. Arguably, Legendre moments ( ds(t) = dt) are a poor 
choice in this case, but it has been observed in Gautschi (1996c) that even 
the best choice, ds(t) = d-\(t), gives rise to very large condition numbers if 
cis large. 

It has generally been our experience that cond Gn becomes unacceptably 
large, even for moderately large n, when the support of d,\ is unbounded, as 
in the case c = oo of (5.27). 

A final example of some interest in theoretical chemistry involves a meas­
ure d,\ of Chebyshev type supported on two separate intervals, say [-1, -~] 
and [~, 1), where 0 < ~ < 1. Here, all nodes t,_, congregate on the two support 
intervals, at most one being located on the 'hole' [-~,~] (see Szeg8 1975, 
Theorem 3.41.2). As a consequence, 9n is likely to remain relatively small 0 
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Fig. 2. The polynomial 9n, n = 5, 10, 20, 40, for the Maxwell measure with c = 5 

(perhaps even :::; 1) on the two support intervals, but may well become ex­
tremely large on the hole. To avoid a large condition number cond Gn, it is 
then imperative not to choose a measure ds for the modified moments that is 
supported on the whole interval [ -1, 1], but one that preferably has the same 
support as d.X.. 

5.2. The modified Chebyshev algorithm 

We assumed in Section 5.1.2 that the polynomials Pk defining the modified 
moments (5.5) are themselves orthogonal. We now assume only that they 
satisfy a three-term recurrence relation 

P-r(t) = 0, Po(t) = 1, 
Pk+I (t) = (t- ak)Pk(t) - hPk-1 (t), k=0,1,2, ... , 

(5.28) 

with known coefficients ak, bk, where the bk need not necessarily be positive. 
This, in particular, encompasses the case ak = bk = 0, leading to Pk(t) = tk, 
hence to ordinary moments (5.1). 

To formulate an algorithm that implements the map Kn : m ~-----> p, we 
introduce 'mixed moments' 

k,£2:-1, (5.29) 
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and immediately observe that, by orthogonality, Uk,i = 0 fork> f, and 

k2:1. (5.30) 

The relation uk+l,k-l = 0, therefore, in combination with the recurrence 
relation (0.11) for the 1f'k, yields 

0 = l[(t- ak)1Tk(t)- tJk1rk-1(t)]Pk-1(t) d.X(t) = Uk,k- tJkUk-1,k-b 

hence 
O"k,k 

tJk = , 
O"k-l,k-1 

k = 1, 2,3, .... (5.31) 

(Recall that t3o = mo by convention.) Similarly, Uk+l,k = 0 gives 

0 = h 1rk(t)tpk(t) dA(t)- frkO"k,k- tJkUk-1,k· 

Using (5.28) in the form tpk(t) = Pk+l(t) + akPk(t) + bkPk-1(t), we can write 
this as 

0 = uk,k+1 + (ak- ak)uk,k - tJkUk-1,k, 

which, together with {5.31) and u-l,k = 0, yields 

k = 1,2,3, .... 
- {5.32) 

With the as and f)s expressed by (5.32) and (5.31) in terms of the us, it 
remains to compute Uk,£· This can be done recursively, using the recurrence 
(0.11) for the 7rk and (5.28) (with k replaced by l) for the pe: 

O"k,i = h[(t- frk_I)1f'k-1(t)- fJk-l1Tk-2(t)jpp_(t) d,X(t) 

= h 1f'k-I(t)[p£+1(t) + aepe(t) + beP£-I(t)] d.X(t) 

-ak-IO:k-1,£- tJk-IO"k-2,1. 

= Uk-l,i+l - (ak-1- ae)uk-1,£- tJk-1Uk-2,i + btuk-l,i-1· 

The algorithm is now complete: to compute ak, fJk fork= 0, 1, ... , n- 1, 
one first initializes 

u-l,i = 0, f = 1, 2, ... , 2n- 2, 
uo,£ = mp_, f = 0, 1, ... , 2n - 1, 

m1 
ao( d.X) = ao +- , /Jo( d.X) = mo, 

mo 

(5.33) 
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Computing stencil 

k 
a 

k,l 

n -1 ------------------{!] (!] 

[!) [!) • • 

[!) (!] • • • • 

[!) [!) • • • • • • l 

to oo ooooo t 
0 2n- I 

-- ao.t=mt 
-- cr-t,l =0 

Fig. 3. The modified Chebyshev algorithm, schematically 

and then continues, fork= 1, 2, ... , n- 1, with 

CJk,f = CJk-1,£+1- (a:k-1- ap)CJk-1,£- f3k-1CJk-2,f + btCJk-l,f-b 
e-:- k, k + 1, ... '2n- k- 1, 

ak( d..\) = ak + CJk,k+l - CJk-1,k ' f3k( d..\) = CJk,k . 
CJk,k (Jk-1,k-1 (Jk-1,k-1 

(5.34) 

Given the first 2n modified moments mo, m1, ... , ffi2n-1 and the first 2n -1. 
coefficients ao, a1, ... , a2n-2 and bo, b1, ... , b2n-2, this generates the first n ~-:> 
coefficients ao, 0:1, ••• , O:n-1 and /3o, fJ1, ... , f3n-1 via a trapezoidal array of 
auxiliary quantities CJk,t depicted schematically (for n = 5) in Fig. 3. The 
computing stencil in Fig. 3 indicates the location of the five entries in the 
array that are involved in the relation (5.34). The circled entry in the stencil 
is the one the algorithm computes in terms of the other four. The entries in 
boxes are used to compute the ak and f3k· The complexity of the algorithm 
is clearly O(n2 ). 

It is interesting to observe that in the special case of a discrete measure dAN 
and ordinary moments {that is, ak = bk = 0), algorithm (5.34) was already 
known to Chebyshev (1859). We therefore call (5.34) the modified Chebyshev 
algorithm. The modified moments required can sometimes be computed in 
closed form or by a judicious application of recurrence formulae, or else can 
be approximated by a suitable discretization, similarly as in Section 6.1 in 
another context. 

We remark that by virtue of (5.30), the algorithm (5.34) also provides the 
normalization constants CJk,k = ( 1rk, 7rk) d.A. 
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Table 1. Errors in the o:ks and !3ks 

k err ak 

2 4.2 x w-13 

5 4.2 x w-9 

8 4.3 x w-6 

11 1.3 X 10° 

5.3. An example 

7.6 x w- 13 

1.2 x w-w 
3.8 x w-6 

3.2 x w- 1 

We illustrate the advantage of modified over classical moments in the case of 
the measure 

d..\cr(t) = tcr ln(1/t) dt on [0, 1], a>-1. (5.35) 

We expect this advantage to be rather noticeable here, since, as was already 
observed in Section 5.1.2, the -map Gn: m 1--t I based on (normalized) Le­
gendre moments is quite well conditioned in this case, even for large n, in 
contrast to the map Gn: ft 1--t 1, which rapidly becomes ill conditioned as n 
increases ( c f. Section 5 .1.1). 

The classical moments for d..\cr are simple enough, 

1 
ftk( d..\cr) = (J + 1 + k , k = 0, 1, 2, ... ' (5.36) 

whereas the modified moments with respect to the Legendre polynomials on 
[0, 1] (that is, ak = ~ fork 2:: 0 and bo = 1, bk = (4(4- k-2))-1 fork 2:: 1 in 
(5.28)) are more complicated, but still easy to compute: 

{ 

( )k-cr cr!2{k-cr-l)! k 
(2k)! -1 {k+cr+1)! ' 0 <a< , a EN, 
-- mk(d,\ ) = 1 { 1 + "\"'k ( 1 1 ) } Ilk cr+1-r 

k!2 cr cr+1 · cr+1 wr=l cr+l+r - cr+l-r r=l cr+l+r ' 
otherwise. 

(5.37) 
Applying the modified Chebyshev algorithm in single precision (machine pre­
cision ~ 7 x 10-15 ) for the case a = 0, using the ordinary moments (5.36) 
(that is, ak = bk = 0), one obtains the recursion coefficients O:k, J3k with 
relative errors shown in Table 1. As can be seen, the accuracy deteriorates 
rapidly, there being no significance left by the time k = 11. In contrast, 
the use of modified moments (5.37) allows us to compute the first 100 (sic) 
recursion coefficients to an accuracy of at least 12 decimal digits. 

Unfortunately, such a dramatic improvement in accuracy is not always 
realizable. In particular, for measures d..\ with unbounded support, even the 
modified version of Chebyshev's algorithm, as already mentioned, must be 
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expected to become quite susceptible to error growth. It all depends on the 
condition of the underlying (nonlinear) map Gn. 

Notes to Section 5 

The numerical condition of the classical moment map Gn : J.t 1-+ 1 was studied in 
Gautschi (1968); the lower bound (5.15) for the condition number rephrases one of 
the basic results of Gautschi (1968). For the growth of the condition number of the 
Hilbert matrix, mentioned at the end of Section 5.1.1, see Todd (1954). Although 
the explicit expressions (5.2) for the recursion coefficients are extremely sensitive 
to rounding errors, with the use of high-precision arithmetic they can be applied to 
validate the accuracy of Gaussian quadrature formulae; see Gautschi (1983) for an 
example. 

The idea of using modified moments to generate orthogonal polynomials was 
first advanced by Sack and Donovan (1969, 1971/2), who developed an algorithm 
similar to the one in (5.34). The latter was derived by Wheeler (1974) independently 
of the work of Chebyshev (1859), where the same algorithm was obtained in the 
case of discrete measures and classical moments. Another algorithm, based on the 
Cholesky decomposition of a Gram matrix, is given in Gautschi (1970), but is not 
competitive with the I;llOdified Chebyshev algorithm, since it has complexity 0( n3 ). 

The reference Gautschi (1970), however, contains the first analysis of the condition 
of the underlying moment map, using the £ 1-norm for vectors and matrices. The 
analysis given in Section 5.1.2, based on the more convenient Frobenius norm, is 
taken from Gautschi (1982a), where (in Section 3.1) one also finds the use of more 
refined condition numbers based on relative errors. The example of the Maxwell 
distribution (5.27) is taken from Gautschi (1991c); other illustrations of the basic 
formula (5.24) for the condition of the map Gn can be found in Gautschi (1984c), 
and Gautschi (1985). The properties (5.26) of the function Dn in (5.25) suggest 
the distinction between 'strong' and 'weak' Gaussian nodes, the former being more 
likely than the latter to develop severe ill conditioning. For this, and an application 
to Jacobi polynomials, see Gautschi (1986a). The example at the end of Section 
5.1.2 is taken from Wheeler (1984) and Gautschi (1984a); see also Gautschi (1985, 
Example 4.3) for further details. For the example in Section 5.3, cf Gautschi (1994, 
Example 3.2). 

6. Discretization methods 

These methods, as the name implies, involve a preliminary discretization of 
the given measure d.A, that is, one approximates d.A by a discrete N-point 
Dirac measure, 

N 

d.A(t) ~ d.AN(t) := L Wk8(t- tk) dt. (6.1) 
k=l 
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This is often done by a suitable quadrature formula (more on this in Section 
6.1): 

N 

f p(t) d;\(t) ~ L Wkp(tk) =: f p(t) d;\N(t). 
k k=l k 

(6.2} 

The desired recursion coefficients are then approximated by 

k = 0, 1, ... , n - 1. (6.3) 

Assuming d;\ is a positive measure, and Wk > 0 in (6.1), one can show that 
for any fixed k, 

as N--* oo, (6.4) 

provided the discretization process (6.2} has the property that 

i p(t) d;\N(t) --* i p(t) d.-\(t) (6.5) 

for any polynomial p. Thus, by choosing a quadrature rule in (6.2) that 
is convergent for polynomials, we can obtain the coefficients ak, f3k, 0 < 
k ~ n- 1, to any desired accuracy, by selecting N sufficiently large. More 
precisely, one selects a sequence N1 < N2 < N3 < · · · of integers N (for a 
specific choice, see Gautschi 1994, Equation (4.16)) and iterates until 

max 
o:::;k:::;n-1 

f3k ( d;\Ni+l) - f3k ( dANi) 
f3k( d;\Ni+1 ) 

where e is a preassigned error tolerance. The convergence criterion is based 
on the relative errors in the ,8-coefficients, which is possible because the f3k 
are known to be positive. The a-coefficients are expected to converge at a 
similar speed (at least in the sense of absolute errors), as their definition is 
similar to that of the f3k ( cf (0.12) ). 

In Section 6.1 we indicate some possible ways of discretizing the measure 
d;\. Once the discrete measure is at hand, it remains to compute its first n 
recursion coefficients, that is, the approximations on the right of (6.3). We 
will discuss two methods in Sections 6.2 and 6.3. 

6.1. Discretization of the measure 

Suppose the measure d;\ has the form 

d.A(t) = w(t) dt on [a, b], (6.6) 

where [a, b] is a finite or infinite interval and w an appropriate weight function. 
The first step, in general, is the decomposition of [a, b] into a finite number 
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of (possibly overlapping) subintervals, 

m 

[a, b] = U [ai, bi] (m 2:: 1), (6.7) 
i=l 

and to rewrite integrals such as those on the left of (6.2} as 

h p(t)w(t) dt = f 1b• p(t)wi(t) dt, 
lR i=l ai 

(6.8) 

where Wi is an appropriate weight function on [ai, bi]- For example, the weight 
function w may be the sum w = w1 +w2 of two weight functions on [a, b] that 
we wish to treat individually. In that case, one would take [all b1] = [a2, b2] = 
[a, b] and associate Wt with [all bt] and w2 with [a2, b2]. Alternatively, we may 
simply want to use a composite quadrature rule to approximate the integral, 
in which case (6.7) is a partition of [a, b] and Wi(t) = w(t) for each i. Still 
another example is a weight function w which is already supported on a union 
of disjoint intervals; in this case, (6.7) would be the same union, or possibly 
a refined union where some of the subintervals are further partitioned. 

However (6.7) and (6.8) are constructed, the desired discretization (6.2) 
is now obtained by approximating each integral on the right of (6.8) by an 
appropriate quadrature rule, 

Ni 

Qip = L Wr,iP(tr,i), (6.9) 
r=l 

for example a Gaussian rule for the weight function Wi. This yields 

m N;. 1 :(>(t)w(t) dt ~ L L Wr,iP(tr,i), 
lR ~lr=l · 

(6.10) 

a formula of the type (6.2) with N = 2:~1 Ni. 
There is enough flexibility in this approach - choosing the subdivision 

(6.7), the local weight functions Wi in (6.8), and the quadrature rules in (6.9) 
-to come up with an effective scheme of discretization, that is, one that not 
only converges in the sense of (6.5), but converges reasonably fast. Further 
variations, of course, are possible. In particular, it is straightforward to adapt 
the approach to deal with measures containing, in addition to an absolutely 
continuous component (6.6), a discrete point spectrum, say 

d..\(t) = w(t) dt + LWi~(t- Tj) dt. 
j 

(6.11) 
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Example 6.1. A good example of the kind of discretization indicated above is 
furnished by the measure 

d,\(t) = t~-' K0 (t) dt on [0, oo ), Jl > -1, (6.12) 

where Ko is the modified Bessel function. 
It is important, here, that one find a discretization that does justice to the 

special properties of the weight function w(t) = t~-' Ko(t), in particular its 
behaviour for small and large t. For the factor Ko, this behaviour can be 
described by 

I<: ( ) _ { R(t) + Io(t) ln(l/t), 0 < t :::; 1, 
0 t - t-112e-tS(t), 1 :::; t < oo, (6.13) 

where R, S are well-behaved smooth functions, and Io is the 'regular' mod­
ified Bessel function. All three functions can be accurately evaluated on 
their respective intervals by rational approximations (Russon and Blair 1969). 
Therefore, 

foo p(t) d.A(t) = { 1 t~-'[R(t)p(t)] dt + {1 t11-ln(1/t)[Io(t)p(t)] dt 
k k 00 k 

+ 1 e-t[t~-'- 112S(t)p(t)] dt. 
(6.14) 

This suggests a decomposition ( 6. 7) with m 3, namely [0, oo) = [0, 1] U 
[0, 1]U[l, oo), weight functions w1(t) =til-, w2(t) = t11-ln(1/t) and w3(t) = e-t, 
and for Qi the corresponding Gaussian quadrature rules, after the last integral 
in (6.14) has been rewritten as 

100 e-t[ttJ--li2S(t)p(t)] dt = e-1 fooo e-t[(1 + t)~-'- 1128(1 + t)p(1 + t)] dt. 

The first and last Gauss formulae are classical- Gauss-Jacobi and Gauss­
Laguerre - and are easily generated by the method of Section 4.1. The second 
is nonclassical, but can be generated by the same method, once the recursion 
coefficients for the respective orthogonal polynomials have been generated by 
the modified Chebyshev algorithm, as discussed in Sections 5.2 and 5.3. 

Example 6.2. We call generalized Jacobi measure a measure of the form 
m 

d.A(t) = rp(t)(1- t)<~(1 + t)fJ IT It- ail1 i, tE(-1,1), (6.15) 
i=2 

where rp is a smooth function, m ~ 2, -1 < a2 < · · · < am < 1, and 

1'1 = {3 > -1; /'i > -1, i=2, ... ,m; 'Ym+l =a> -1. (6.16) 

Here, the natural decomposition is 
m 

[-1, 1] U[ai,bi], a1 = -1, bi = ai+b am+l = 1, 
i=l 
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and the appropriate weight function Wi on [ai, bi] is the Jacobi weight with 
parameters li, ri+l, transformed to the interval [ai, bi]· One then obtains a 
formula similar to (6.8), except that on the right, p(t) has to be replaced by 

m+l 

p(t)cp(t) IT It- aii'Yi, ai ~ t ~ bi· 
j=l,j::f.i,j::f.i+ 1 

This function is free of singularities in [ai, bi], so that its Gauss-Jacobi quad­
rature with weight function Wi will converge - and reasonably fast at that, 
unless one of the ai is very close to either ai or bi (and rj not an integer). 

It may not always be possible to come up with natural discretizations as 
in these examples. In that case, one may try to apply a standard quadrature 
rule to each integral on the right of (6.8), paying no special attention to the 
weight function Wi and treat it as part of the integrand. Since Wi may have 
singularities at the endpoints of [ai, bi], it is imperative that an open quadrat­
ure formula be used; stability considerations furthermore favour Chebyshev 
nodes, and convergence considerations an interpolatory formula. Taking the 
same number of nodes for each Qi, we are thus led to choose, on the canonical 
interval [-1, 1], the NF-point Fejer rule, that is, the interpolatory quadrature 
rule 

NF 

QNF f = L w; f(t;), (6.17) 
r=l 

where tf = cos((2r- 1)1rj2NF) are the Chebyshev points. The weights are 
expressible in trigonometric form as 

F _ _2__ ( ~ LNF/2J cos(2sB[)) 
Wr - NF 1 2 L 2 ' 

s=l 4s 1 
F ()F tr =COS r, (6.18) 

and are known to be all positive (Fejer 1933). Furthermore, the rule converges 
as N F --t oo, even in the presence of singularities, provided they occur at 
the endpoints and are monotone and integrable (Gautschi 1967). The rule 
(6.17) is now applied to each integral on the right of (6.8) by transforming 
the interval [-1, 1] to [ai, bi] via some monotone function </>i (a linear function 
if [ai, bi] is finite) and letting f(t) = p(t)wi(t): 

1:i p(t)wi(t) dt = j_1
1 p( </>i( r) )wi( </>i( r) )¢~( r) dr 

NF 

~ L w; wi(</>i(tf))</>~(t;) · p(</>i(t;)). 
r=l 

Thus, i,n effect, we take in (6.9) 

tr,i = </Ji(tf), . Wr,i = wt' Wi(</>i(tf))<P~(t;), i = 1,2, ... ,m. (6.19) 
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Suitable functions ¢i are ¢i(t) = (1 + t)/(1- t) if the interval [ai, bi] is half­
infinite, say of the form [0, oo), and similarly for intervals [a, oo) and ( -oo, b], 

. and ¢i(t) = t/(1- t2) if[ai, bi] = ( -oo, oo). · 

6. 2. Orthogonal reduction method 

Assuming now that a discrete measure (6.1) has been constructed, with (pos­
itive) weights Wk and abscissae tk, we denote by ..jW the column vector whose 
components are fok, and by Dt the diagonal matrix with the tk on the di­
agonal. Since for any function p, 

N L p(t) dAN(t) = .(; Wkp(tk) (6.20) 

(cf (6.2)), we may interpret (6.20) as a 'Gauss formula' for the measure dAN· 
From (4.15) it then follows that there exists an orthogonal matrix Q1 E JR.NxN 

such that 

(6.21) 

where e1 = [1, 0, ... , ojT E JRN is the first coordinate vector and J N( dAN) 
the Jacobi matrix of order N for the measure dAN ( cf ( 4.4)). It is the latter 
that we wish to obtain. 

Observe that (6.21} has the form 

QT AQ = T, (6.22) 

where all matrices are (N + 1) x (N + 1), Q is orthogonal and T symmetric 
tridiagonal with positive elements on the side diagonals. It is then well known 
(see, for instance, Parlett 1980, p. 113) that Q and Tin (6.22) are uniquely 
determined by A and the first column of Q. Since the latter in (6.21) is e1, 

and the former [ .}w .;;: ] , we see that knowledge of w and Dt, that 

is, of dAN, uniquely determines the desired JN( dAN) and f3o( dAN) by the 
orthogonal similarity transformation (6.21). A method that accomplishes 
this transformation is Lanczos 's algorithm. There are various versions of this 
algorithm, a particularly elegant one consisting of a sequence of elementary 
orthogonal similarity transformations of Givens type designed to successively 
push the elements bordering the diagonal matrix Dt in (6.21) towards the 
diagonal. It is not necessary to carry the transformation to completion; it 
can be terminated once the submatrix Jn( dAN) has been produced, which is 
all that is needed. Also, in spite of the square roots of the weights appearing 
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on the left of (6.21), it is not required in the resulting algorithm that all 
weights be of the same (positive) sign, since only their squares enter into the 
algorithm. 

6. 3. The Stieltjes procedure 

k = 1,2,3, ... ' 

(6.23) 
where 1fk( ·) = 1fk( ·; d,\). One applies (6.23) for d,\ = d,\N in tandem with 
the basic recurrence relation (see ( 0.11)) 

1fk+I(t) = (t- ak)7rk(t)- !A1rk-1(t), 
1r-1(t) = 0, 7ro(t) = 1. 

k = 0, 1,2, ... ' (6.24) 

Note that all inner products in (6.23) are finite sums when d,\ = dAN, so that 
they are easily computed once the 1fk are known. Since 1ro = 1, we can thus 
compute ao, f3o from (6.23). Having obtained a0 , /3o, we then use (6.24) with 
k = 0 to compute 1r1 for all { t 1, ... , t N} to obtain the values of 1r1 needed 
to reapply (6.23) with k = 1. This yields ar, /3r, which in turn can be used 
in (6.24) to obtain the values of 1r2 needed to return to {6.23) for computing 
a2, {h. In this way, alternating between_(6.23) and (6.24), we can 'bootstrap' 
ourselves up to any desired order of the recursion coefficients. The procedure 
is now commonly referred to as the Stieltjes procedure. 

Although the recurrence relation (6.24) may develop the phenomenon of 
pseudostability mentioned at the end of Section 0.2, ask approaches N, this 
normally causes no problem for the Stieltjes procedure since the maximum 
order n-1 desired for the recursion coefficients ak, fA is usually much smaller 
than the integer N eventually needed for convergence in {6.4). The onset 
of pseudostability is thus avoided. On the other hand, suitable scaling of 
the weights Wk may be required to stay clear of overflow or underflow. No 
such problems occur with the La-nczos method, which, moreover, has been 
observed to be typically about twice as fast as the Stieltjes procedure. For 
these reasons, one normally prefers orthogonal reduction methods over the 
Stieltjes procedure. 

Notes to Section 6 

6.1. The idea of discretizing the measure to approximate the recursion coefficients, 
and the use of Fejer's quadrature rule {6.17) in this context, goes back to Gautschi 
(1968). The convergence property (6.4), (6.5) is proved in Gautschi (1968, Theorem 
4). The idea has been further developed along the lines of Section 6.1 in Gautschi 
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{1982a) and is implemented in the computer routine mcdis of Gautschi {1994). 
Example 6.1 is taken from Gautschi (1982a, Example 4.10) and is of interest in the 
asymptotic approximation of oscillatory integral transforms (Wong 1982). 

6.2, 6.3. A Lanczos-type algorithm of the type mentioned at the end of Section 
6.2 can be found in Gragg and Harrod (1984) and is used in the routine lancz of 
Gautschi (1994). The bootstrap procedure of Section 6.3 was briefly mentioned by 
Stieltjes {1884) and alsoforms the basis of the procedures in Forsythe (1957). For 
the phenomenon of pseudostability mentioned at the end of Section 6.3, see Gautschi 
(1993a) and Gautschi (1996b). 

7. Modification algorithms 

The idea of (and need for) looking at orthogonal polynomials relative to mod­
ified measures goes back to Christoffel (1858), who multiplied the measure 
d.A by a polynomial u(t) = lli=1 (t- u.x), where all it.x are outside the sup­
port interval (the smallest interval containing supp( d.A)); he represented the 
polynomial u(t)7rn(t; ud.A) in determinantal form as a linear combination of 
7rn(t; d.A), ... , 7rn+t(t; d.A). This is now known as Christoffel's theorem. More 
recently, Uvarov (1959, 1969) extended Christoffel's result to measures multi­
plied by a rational function u(t)jv(t), where v(t) = n:=l (t- Vp,), expressing 
u(t)7rn(t; (ufv) d.A) again in determinantal form as a linear combination of 
1fn-m(t; d.A), ... , 1fn+£(t; d.A) if m < n, and of 7ro(t; d.A), ... , 7rn+t(t; d.A) if 
m > n. We have called this (Gautschi 1982b) the generalized Christoffel 
theorem. 

While these theorems are mathematically elegant, they do not lend them­
selves easily to computational purposes. What is more useful is trying to 
compute the recursion coefficients ak( d.5.), f3k( d.5.) for the modified measure 

d5. = (ufv) d.A in terms of those for d.A, which we assume are known. This 
need not be accomplished all at once, but can be carried out in elementary 
steps: multiply or divide by one linear complex factor t - z at a time, or 
else, if we prefer to compute in the real domain, multiply or divide by either 
a linear real factor t- x, or a quadratic real factor (t- x)2 + y2 . Thus, 
the problem we wish to consider is the following. Given the recursion coeffi­
cients ak( d.A), f3k( d.A) for the measure d.A, compute the recursion coefficients 

ak( d.5.), ,Bkd(.5.) for the measures d.X = ud.A and d.5. = d.Ajv, where u(t) and 
v(t) are elementary real factors of the type t- x or (t- x)2 + y2 , x E lR, 
yER 

We begin in Sectio.n 7.1 with the theory of quasi-definite measures and 
kernel polynomials, which lies at the heart of modification algorithms for 
linear and quadratic factors. The latter are discussed in Section 7.2. In 
Section 7.3 we develop algorithms for linear and quadratic divisors. The 
division algorithms, finally, are applied in Section 7.4 to construct the rational 
Gauss quadrature formulae that were discussed in Section 3.1. 
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7.1. Quasi-definite measures and kernel polynomials 

It is convenient, in this subsection, to allow d.X to be any real or complex­
valued measure on )R having finite moments of all orders, 

/-Lr = /-Lr( d.X) = l tr d.X(t), r = 0, 1,2, ... (7.1) 

The measure d.X is called quasi-definite if all Hankel determinants Dn in the 
moments are nonzero, that is, 

[ 

/-LO /-L1 

Dn = det ':_1. ':_2. 

/-Ln J.Ln+1 

~:-1 ] # 0, 

/-L2n-1 

n = 1, 2,3, .... (7.2) 

If d.X is quasi-definite, there exists a unique system {7rk}~0 of (monic) ortho­
gonal polynomials 7rk( ·) = 1rk( ·; d.X) relative to the measure d.X, which sat­
isfy the three-term recurrence relation (0.11) with coefficients ak = ak( d.X), 
flk = fJic( d.X} that are now complex-valued in general, but with flk # 0. The 
measure d.X is called positive definite if fJRp(t) d.X(t) > 0 for every polyno­
mial p(t) ¢ 0 that is nonnegative on supp( d.X). Equivalently, d.X is positive 
definite if all moments (7.1) are real and Dn > 0 for all n ~ 1. 

For arbitrary z E C, and for ak = ak( d.X), flk = fJk( d.X), flo= 0, let 

ak = z + Qk + ek-1 } 
flk = ek-lQk-1 

k = 0, 1, 2, ... ; e-1 = Q-1 = 0. 

Lemma 1 Let d.X be quasi-definite and 7rk( ·) = 7rk( ·; d.X). 

(7.3) 

(a) If 7rn(z) # 0 for all n = 1, 2, 3, ... , then the relations (7.3) uniquely 
determine qo, eo, Qt, e1, ... in this order, and 

7rk+l (z) 
Qk = - ( ) ' 

1rk z 
k = 0, 1,2, ... (7.4} 

(b) If 7rt+1(z) = 0 for some f.~ 0, and 7rk(z) # 0 for all k <f., then Qk, ek are 
uniquely determined by (7.3} fork<£, while Qt = 0 and et is undefined. 

Proof. (a) The quantities qo, eo, q~, e1, ... are uniquely defined if and only 
if qk # 0 for all k ~ 0. It suffices, therefore, to prove (7.4). For k = 0, this 
follows from the first relation in (7.3) with k = 0: 

1r1 (z} 
Qo = ao- z = -(z- ao) = - -- . 

7ro(z) 

Proceeding by induction, assume (7.4) true fork- 1. Then, by (7.3), 

fJk 7rk-1(z) 
qk = CV.k -:- z - ek-1 = CV.k - z - -- = ak - z + flk , 

Qk-1 1rk(z) 
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hence 

1 
Qk = ---{(z 

1rk(z) 

W. GAUTSCHI 

where the recurrence relation (0.11) has been used in the last step. 

(b) The argument in the proof of (a) establishes (7.4) for all k < f, from 
which the assertion follows immediately. 0 

Consider now 

dA(t) = (t- z) dA.(t), z E C. 

If d-\ is quasi-definite, and z satisfies the assumption of Lemma 1(a), then d~ 
is also quasi-definite (Chihara 1978, Chapter I, Theorem 7.1), and hence gives 

rise to a sequence of (monic) orthogonal polynomials ftk( ·; z) = 1rk( ·; dA), 
k = 0; 1,2, .... These are called the kernel polynomials. They are given 

explicitly in terms of the polynomials 7rk( ·) = 7rk( ·; d-\) by 

A ( 1 [ 1r n+l { Z) )] 1rn t; z) = -- 1rn+l(t)- ( ) 1rn(t , 
t- Z 1fn Z 

k = 0, 1, 2, ... ' (7.5) 

as is readily verified. 
Let &k = o:k( dA), /A = f3k( dA) be the recursion coefficients for the kernel 

polynomials ftk( ·) = ftk( ·; z), 

1rk+1 (t) = (t- &k)ftk(t) - /Aftk-1 (t), k = o, 1, 2, ... , 
*-I(t) = 0, fto(t) = 1, 

(7.6) 

where the dependence on z has been suppressed. The following theorem shows 

how the coefficients &k, /Jk can be generated in terms of the quantities Qk, ek 
of Lemma 1. 

Theorem 7 Let dA. be quasi-definite and z E C be such that 7rn(z; d-\) 1- 0 

for all n. Let Qk, ek, be the quantities uniquely determined by (7.3). Then 

af3:k = z + Qk + ek } k = 0, 1, 2,... . (7.7) 
k = Qkek-1 

In (7.7), /Jo receives the value zero; it could be assigned any other con­

venient value such as the customary /Jo = fa dA(t). In that case, /Jo = 

fa(t-z)dA.(t) = JR(t-o:o+o:o-z) dA.(t) = (ao-z),Bo, since t-ao= 1r1(t; d-\) 
and JR 11"1(t) dA.(t) = 0. 

Proof of Theorem 7. By (7~5) and (7.4) we can write 

(7.8) 
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or, solved for 7rk+b 

k = 0, 1, 2, .... (7.9) 

The three-term recurrence relation for the {7rk}, with the coefficients ak, f3k 
written in the form (7.3), yields 

7rk+l(t) = (t- z)7rk(t)- (qk + ek-I)7rk(t)- ek-lqk-l'lrk-l(t), 

from which 

1rk+I(t) + qk7rk(t) ( ) 7rk(t) + qk-l'lrk-l(t) 
-'----'--'-----'-'- = 7rk t - ek-l , 

t-z t-z 

or, by (7.8), 

k = o, 1,2, .... (7.10) 

Replacing k by k + 1 in (7.10) and applying first (7.9), and then again (7.10), 
we get 

that is, 

*k+l(t) - 7rk+l(t)- ekirk(t) 
- (t- z)irk(t)- qk7rk(t)- ekirk(t) 

(t- z)irk(t)- qk{irk(t) + ek-lirk-l(t)]- ek1rk(t), 

irk+l(t) = (t- z- qk- ek)irk(t)- qkek-l*k-l(t), 
k = 0, 1, 2, .... 

The assertion (7.7) now follows by comparing (7.11) with (7.6). 0 

7.2. Linear and quadratic factors 

(7.11) 

We assume from now on that d.A is a positive measure. The support of d.A 
may extend to infinity at one end, when dealing with linear factors, but will 
be arbitrary otherwise. 

Consider first modification by a linear factor, 

di(t) = (t- x) d.A(t), x E lR\lsupp( d.A), 

where, as indicated, x is any real number outside the 'support interval' 
lsupp( d.A) of d.A, that is,· outside the smallest interval containing the sup­
port of d.A. Then di is positive definite if x is to the left of this interval, and 
negative definite otherwise. In either case, 7rn(x; d.A) =f. 0 for all n, since the 
zeros of 7rn are known to lie in the support intervaL Theorem 7, therefore, 
applies with z = x and,. together with the remark immediately after The­
orem 7, and (7.3), produces the following algorithm for calculating the first 
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n recursion coefficients of { ?rk} from those of { 1rk}: 

e-1 = 0 
qk = O:k - ek-1 - x 

A { {30 if k = 0 
f3k = qk · ek-1 if k > 0 k = 0, 1, ... , n - 1. 

ek = f3k+I/qk 
&k = x+qk +ek 

(7.12) 

Note that we need f3n in addition to O:k, f3b k = 0, 1, ... , n- 1, to obtain the 
first n recursion coefficients &k, (Jk, k = 0, 1, ... , n- 1. Numerical experience 
seems to indicate that the nonlinear recursion (7.12) is quite stable. In cases 
where the coefficients &k tend rapidly to zero, it is true that they can be 
obtained only to full absolute accuracy, not relative accuracy. This, however, 
should not impair the accuracy in the recursive computation of 1Tk by (7.6). 

There is a similar, but more complicated, algorithm for modification by a 
quadratic factor, 

X E JR., y >0, (7.13) 

which can be obtained by two successive applications of linear (complex) 
factors t- z and t- z, where z = x + iy. A particularly elegant algorithm is 
known when y = 0 in (7.13). In terms of the Jacobi matrices of dA. and d.\, 
it consists in applying one QR step with the shift x: if 

Jn+l( dA.)- xln+l = QR, 
Q orthogonal, R upper triangular, diag R 2:: 0, 

(7.14) 

then 

(7.15) 

Thus, having completed the QR step applied to the Jacobi matrix of order 
n + 1 for the measure dA., one discards the last row and last column to obtain 
the Jacobi matrix of order n for the modified measure di This algorithm, 
too, appears to be quite stable. 

7.3. Linear and quadratic divisors 

Consider first division by a linear divisor, 

d.\(t) = dA.(t) ' 
. t-x 

X E lR\lsupp( d.\), (7.16) 

where x is assumed real, outside the support interval of d.A. Here again, there 
exists a nonlinear algorithm of the type (7.12) (indeed, a reversal thereof), 
but it is quite unstable unless x is very close to the support interval of dA.. 
Although such values of x are not without interest in applications, we shall 
not develop the algorithm here and refer instead to Gautschi (1982b). 
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For other values of x, and particularly for measures with bounded support 
( cf the remark at the end of Section 5.3), we recommend applying the modified 
Chebyshev algorithm, using the orthogonal polynomials Pk( ·) = 7rk( ·; d..\) 
as the polynomial system defining the modified moments, that is, letting 

1 d..\(t) 
mk = 7rk(t; d..\) -- , 

R t-x 
k = 0, 1, 2, .... (7.17) 

We shall assume again that the recursion coefficients ak = ak( d..\), f3k = 
f3k( d..\) are known. Under mild assumptions on the measure d..\ (for instance, 
if lsupp( d..\) is a finite interval), the sequence {mk} is a minimal solution of 
the basic recurrence relation 

Yk+l = (x - ak)Yk - f3kYk-b 
Y-1 = -1, 

k = 0, 1, 2, · • • 1 
(7.18) 

where ak = ak( d..\), f3k = f3k( d..\). Its first N + 1 members can then be 
computed by the following algorithm: select v > N and recur backwards by 
means of 

r};> = 0, r(v) - f3k 
k-1 - (v) ' 

Then compute 

m(v) = -1 
-1 ' 

x- ak- rk 

The algorithm converges in the sense that 

1. (v) 
mk = 1m mk . 

V->00 

k = v, ll- 1, ... '0. (7.19) 

k = o, 1, ... , N. (7.20) 

(7.21) 

Thus, applying (7.19) and (7.20) for v sufficiently large, we can compute mk 
to any desired accuracy. 

A similar algorithm works for division by a quadratic divisor, say 

h d..\( t) 
d..\(t) = ( )2 2 1 t-x +y 

x E IR, y > 0, (7.22) 

if one notes that 

1 1 ( 1 1 ) 
( t - X )2 + y2 = 2 iy t - Z - t - Z ' 

Z =X+ iy, 

hence 

mk = { 7rk(t; d..\) d..\(t) = Imfk(z) ' 
J.JR (t- x)2 + y2 Imz 

(7.23) 

where 

fk(z) = r 7rk(t; d..\) d..\(t) . 
la t- z (7.24) 

This again is a minimal solution of (7.18), where x is to be replaced ·by z, 
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and therefore the same algorithm applies as in (7.19)-(7.20) with x replaced 
by z. 

1.4. Application to rational Gauss quadrature 

We have seen in Section 3.1 that the construction of rational Gauss-type 
quadrature rules requires the computation of (ordinary) Gaussian quadrature 
formulae relative to a measure that involves division by a polynomial. These 
can be generated by the eigenvalue techniques discussed in Section 4.1, once 
the recursion coefficients of the required orthogonal polynomials have been 
obtained. This in turn can be accomplished by methods discussed in Sections 
7.2 and 7.3. 

We will assume in the rational quadrature rule (3.5) that the divisor poly­
nomial Wm is positive on the support interval of d.A. 

The problem, therefore, is to generate the first n recursion coefficients &k = 
ak( dA), {3k = f3k( dA), k = 0, 1, ... , n- 1, for the modified measure 

d.X{t) = d.A(t) ' (7.25) 
Wm(t) 

aSsuming the coefficients known for d.A. Here, Wm is a polynomial of degree 

m, 
M 

Wm(t) = IT (1 + (l-'t) 8 11-, 

p.=l 

M 

l:.:sp. = m, 
p.=l 

(7.26) 

with (p. distinct real or complex numbers such that Wm is positive on the 
support interval of d.A. 

A possible solution of the problem is based on the following observation. 
Suppose dAN is a discrete N-point measure, say 

N 1 p(t) dAN(t) = {; Wkp(Tk), (7.27) 

with coefficients Wk not necessarily all positive, and suppose further that it 
provides a quadrature formula for the measure dA having degree of exactness 
2n- 1, that is, 

d.A 
(7.28) 

Then the first n recursion coefficients for d.X are identical with those for dAN: 

ak( dA) = ak( dAN), 

f3k( d.X) = f3k( dAN), 
k = 0, 1, ... , n - 1. (7.29) 

This follows immediately from the inner product representation (0.12) of the 
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coefficients on the left of (7.29), since all inner products are integrals (with 
respect to d..\) over polynomials of degree :::; 2n - 1 and are thus integrated 
exactly by the formula (7.28). To generate the coefficients on the right of 
(7.29), we can now apply either the Stieltjes procedure of Section 6.3 or the 
Lanczos method (of Section 6.2}; for the latter, see the remark at the end of 
Section 6.2. 

It remains to show how a formula of the type (7.28) can be constructed. 
We first look at the simplest case where the polynomial Wm in (7.26) has all 
s~-' = 1 (hence M = m) and (~-' = e~-' are all real. Expanding its reciprocal 
into partial fractions, 

where 

v = 1, 2, ... , m, 

we then have 

r ~ m r c dA.(t) 
lap(t)d>..(t)= ~}JRp(t) t~(l/ev) (7.30) 

Each integral on the right now involves modification of the measure d).. by 
a linear divisor. The first n recursion coefficients of the modified measure 
can therefore be obtained by the procedure of Section 7.3 (using the modified 
Chebyshev algorithm}, which then enables us to compute the respective n•
point Gauss formula 

{ ( ) Cv d)..(t) = ~ (v) ( (v)) 
laP t t + ( 1 I ev) ~ wr P tr ' p E IP2n-1, 

by the techniques of Section 4.1. Inserting (7.31} in (7.30) then yields 

the desired quadrature formula (7.28), with N · mn and 

~ {v) 
.L(v-l)n+r = tr , 
TXT (v) 
VV(v-l)n+r = Wr ' 

v = 1, 2, ... , m; r = 1,2, ... ,n. 

(7.31) 

(7.32) 

Analogous procedures apply to other polynomials Wm, for example to those 
for which the (1-' occur in m/2 pairs of conjugate complex numbers: ( 11 = 
ev+ iTJv, (v+mi2 = (v, ll:.... 1, 2, ... , m/2, where evE lR, T/v > 0, and m is even. 
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An elementary computation then yields the partial fraction decomposition 

where 

and 

m/2 
_1 __ L Cv + dvt 

Wm(t) - v=l (t + ~)2 + (~)2 
{v +17v ev +17v 

t E lR, 

1 ( {v I 17v R ) 
Cv = - c2 2 m Pv + c2 2 e Pv ' 

17v 'w + 17v ~v + 17v 
1 

dv = -. Impv 
17v 

m/2 2 
~=rr ~+~) , 

p=l (Ev - ef.L)2 - (71~- 11~) + 2 i7Jv({v- e"') 
wfv 

(7.33) 

with p 1 = 1 if m = 2. One can proceed as before, except that the modification 

of the measure d.A now involves a quadratic divisor (see (7.33)) and, if dv f:. 0, 
in addition a linear factor. Thus, not only the methods of Section 7.3, but 

also those of Section 7.2 come into play. 
The procedures described here, since they rely on the modified Chebyshev 

algorithm to execute the division algorithm of Section 7.3, work best if the 
support of d.A is a finite interval. For measures with unbounded support, 
methods based on discretization (see Section 6.1) will be more effective, but 
possibly also more expensive. 

Notes to Section 7 

7.1. A good reference for the theory of quasi-definite measures and kernel poly­
nomials is Chihara (1978, Chapter I). Lemma 1 and Theorem 7 are from Gautschi 
(1982b). Kernel polynomials also play an important role in numerical linear algebra 
in connection with iterative methods for solving linear algebraic systems and eigen­
value problems; for these applications, see Stiefel (1958). The proof of Theorem 7 
indeed follows closely an argumentation used in Stiefel (1958), bu~ does not require 
the assumption of a positive definite measure. 

7.2. The algorithm (7.12) for modification by a linear factor is due to Galant 
(1971); an extension to quadratic factors (7.13) is given in Gautschi (1982b). The 
procedure (7.14), (7.15) based on QR methodology is due to Kautsky and Golub 
(1983). See also Buhmann and Iserles (1992) for an alternative proof. 

7.3, 7.4. The treatment of linear and quadratic divisors follows Gautschi (1981b), 

where further details, in particular regarding the recursion algorithm (7.19), (7.20), 

can be found. For other, algebraic methods and a plausibility argument for the 

instability noted at the beginning of Section 7.3, see Galant (1992). The application 

to rational Gauss quadrature is taken from Gautschi (1993b). 
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8. Orthogonal polynomials of Sobolev type 

As already mentioned in Section 2.2, the computation of orthogonal polyno­
mials in the Sobolev space H8 of (2.21), involving the inner product 

(u, v)H. = ~J. u<•l(t)v<•l(t) d.\,(t), (8.1) 

is complicated by the lack of symmetry of this inner product with respect to 
multiplication by t (see (2.26)). This means that we can no longer expect 
a three-term recurrence relation to hold, or even a recurrence relation of 
constant order. On the other hand, it is certainly true, as for any sequence 
of monic polynomials whose degrees increase by 1 from one member to the 
next, that 

k 

1rk+1(t) = t1rk(t)- I: !3j1rk-j(t), k = 0, 1, 2, ... ' (8.2) 
j=O 

for suitable coefficients f3j. We may thus pose the problem of computing 
{f3j}ogsk for k = 0, 1, ... , n- 1, which will allow us to generate the first 
n + 1 polynomials 1ro, 1r1, ••• , 1rn by (8.2). Moreover, the zeros of 1rn are 
computable as eigenvalues of the n x n Hessenberg matrix 

!38 f3t {3~ /1':-2 
n-2 

{3n-1 
n-1 

1 f3J f3r 13n-2 n-3 
f)n-1 

n-2 

Bn = 
0 1 !35 f)n-2 

n-4 13n-l n-3 (8.3) 

0 0 0 {3[)-2 {3f-l 

0 0 0 1 {3[)-1 

In Section 8.1 we briefly describe how moment information can be used 
to develop a 'modified Chebyshev algorithm' for Sobolev orthogonal polyno­
mials, and in Section 8.2 show how Stieltjes's idea can be adapted for the 
same purpose. Special inner products ( 8.1) of Sobolev type sometimes lead 
to simpler recurrence relations. An instance of this is described in Section 
8.3~ 

8.1. Algorithm based on moment information 

In analogy to (5.5), we define modified moments for all s + 1 measures dAu, 
but for simplicity use the same system of polynomials {pk} for each, 

k = 0, 1, 2, ... ; (1 = 0, 1, ... 's. (8.4) 
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As in Section 5.2, we assume these polynomials to satisfy a three-term recur­

rence relation 

P-l(t) = 0, Po(t) = 1, 
Pk+I(t) = (t- ak)Pk(t)- bkPk-I(t), k = 0, 1, 2, ... ' 

{8.5) 

where the co~fficients ab bk are given real numbers. The objective is, for given 

n ~ 1, to compute the coefficients {,8J}o::;j:5k in (8.2) for k = 0, 1, ... ; n- 1, 
using the recursion coefficients a;, b;, 0 ::::; j :=::; 2n-2 in ( 8.5) and the modified 

moments m)0), 0 :=::; j :=::; 2n - 1, and m)u), 0 :=::; j :=::; 2n - 2 (if n ~ 2), 

a= 1, 2, ... ,s. 
It is pos!3ible to accomplish this task with the help of an algorithm that 

resembles the modified Chebyshev algorithm of Section 5.2. Like the latter, 

it uses 'mixed moments' ak,.e = (7rk, 1rf.)Hs, but now relative to the Sobolev 
inner product in H8 • These, in turn, require for their computation 'mixed 

d . 0 . t ' (i,j) ( (i) (j)) 1 0 0 < 1 't• t envative momen s ILk f. a = 1rk ,pf. d.\,., u = , ... , s; ~,J _ u, rea 1ve o 
'' the individual inner products ( u, v) d.A.,. = JIR u( t )v( t) dAa ( t), a ~ 1. Accord-

ingly, there will be a tableau containing the mixed moments ak,f., very much 

like the tableau in Fig. 3, and for each i, j and u another auxiliary tableau 
containing the mixed derivative moments, which has a similar trapezoidal 

. shape, but with height ·n- 2 instead of n- 1. Each quantity in these tableaux 
is computed recursively in terms of the three nearest quantities on the next 

lower level, and in terms of all quantities vertically below. The initialization 

of these tableaux calls for the modified moments (8.4), since uo,f. = m~o) and 

JL~~~~; = m~u), a ~ 1, but the complete initialization of all the quantities JL~:i~ 
is a rather involved process. Once the tableau for the ak,i has been completed, 
one obtains first 

!J() uo 1 
flo = -'- + ao, 

ao,o 

and then, successively, for k = 1, 2, ... , n- 1, 

= uk,k+1 + a _ ak-1,k 
O'k k k O'k-1 k-1 ' ' . ' k-1 

= ai,k+I +a ui,k + b <ri,k-1 _ ui-l,k. _ """'al . at.,k 
a·· ka·· k u.. u· 1· 1 L .. /~l-J ' J,J J,J J,J . J- ,J- . Uf.i 

l=J ' 
j = k- 1, k- 2, 0 •• ' 1( if k ~ 2), 

k-1 
_ ao k+l + ao k + b uo k-1 Lf3.lUf.,k 
~ ak-"-= k~- n-

- O'O 0 O'O 0 O'O 0 <. 1 

' ' ' l=O Uf,l 

where ak , bk are the coefficients in (8.5). 
The algorithm is considerably more complicated than the modified Cheby­

shev algorithm of Section 5.2 -its complexity, indeed, is O(n3 ) rather than 
O(n2 ) -but this seems to reflect an inhere.ntly higher level of difficulty. 
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8. 2. Stieltjes-type algorithm 

The procedure sketched in Section 8.1 employs only rational operations on the 
data, which is one of the reasons why the resulting algorithm is ~o complic­
ated. Allowing also algebraic operations (that is, solving algebraic equations) 
permits a simpler and more transparent (though not necessarily more effi­
cient) approach. Basically, one expresses -(3j in (8.2) as the Fourier-Sobolev 
coefficients of 7rk+l - t1rk(t), that is, 

{3j = (~~k, 7T'kif]Hs' j = 0, 1, ... 'k, (8.6) 
1fk-j Hs 

and evaluates the inner products in both numerator and denominator by nu­
merical integration. If k < n - 1, then all inner products involve polynomials 
of degree less than 2n, and hence can be computed exactly by n-point Gaus­
sian quadrature rules relative to the measures d.Ao-. It is in the generation 
of these Gaussian rules where algebraic processes are required. The poly­
nomials intervening in (8.6), and their derivatives, are computed recursively 
by (8.2) and its differentiated version, employing the coefficients f3j already 
computed. Thus, initially, (see (0.12)) 

~0 = (t, l)d.Xo =a: (d.\ ) 
o (1, l)d.Xo 0 0 ' 

which allows us to obtain 71"1 by (8.2). In turn, this allows us to compute 
{f3} }og:=;l by (8.6), and hence, via (8.2), to obtain 1r2. Continuing in this 
manner yields the following 'bootstrapping' procedure: 

1.)()(8.2) (8.6){(31} (8.2) (8.6) (8.6){(3n-1} (8.2) 
Po ~ 71"1 ~ j o::;j:::;l ~ 71"2 ~ • · • ~ j o::;j::=;n-1 ~ 7T'n· 

8. 3. Special inner products 

While symmetry with respect to multiplication by t in general does not hold 
for the inner product ( 8.1), a more general symmetry property may hold, 
namely 

(hu,v)Hs = (u,hv)H8 , (8.7) 

where his a polynomial of degree ~ 1. This, however, implies, as is shown in 
Evans, Littlejohn, Marcellan, Markett and Ronveaux (1995), that all meas­

.. ures dAo-, u > 1, must be of Dirac type. On the other hand, there then exists 
a (2m+ 1)-term recurrence relation of the form 

k+m 

h(t)7rk(t; Hs) = L Wkj1fj(t; H8 ), (8.8) 
j=k-m 

where m is the smallest degree among polynomials h satisfying (8. 7) and h 
in {8.8) is a polynomial of that minimum degree. 
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If, for example, 

(u, v)Hs = L u(t)v(t) d.\(t) + u(s)(c)v(s)(c), (8.9) 

where d.\ is a positive measure, san integer 2:: 1, and c E lR, then clearly 

h(t) = (t- c) 8 +1 (8.10) 

satisfies (8.7) and is a polynomial of minimum degree m = s + 1 in {8.8). In 
this case, 

k = 0, 1, ... ,s, (8.11) 

as follows easily from (8.9). Moreover, there is an alternative expansion of 
the polynomial on the left of (8.8), namely 

k+m 
h(t)7rk(t; H8 ) = L Bkj7rj(t; d.\), 

j=k-m 
{8.12) 

where h is as in (8.10) and m = s + 1. The coefficients in (8.8), as well as 
those in (8.12), can be computed with some effort, but the resulting procedure 
appears to be quite robust. 

The two expansions above, together with (8.11), suggest the following two 
methods for computing the Sobolev-type orthogonal polynomials belonging to 
the inner product (8.9). In Method I, one computes 7rk+s+l by solving (8.8) 
for 7rk+s+l' noting that wk,k+s+l = 1 (since the 7rk are monic). Thus, 

k+s 
7rk+s+l(t; Hs) = (t-c)s+l7rk(t; Hs)- L Wkj7rj(t; Hs), k = 0, 1,2, ... ' 

j=k-s-1 
(8.13) 

where (8.11) is used on the right, when appropriate, and where Wkj = 0 if 
j < 0. In Method II, one computes 7rk directly from (8.12), 

1 k+s+l 
7rk(t; Hs) = (t _ c)s+l. L Bkj7rj(t; d.\), 

J=k-s-1 
(8.14) 

where again (Jkj = 0 if j < 0, and this time the polynomials 7rj( ·; d.\) on 
the right are generated by the basic three-term recurrence .relation. Method 
I, curiously enough, may develop huge errors at a certain distance from c, 
either on one, or both, sides of c. Apparently, there is consistent cancellation 
at work, but the inherent reasons for this are not known. Some caution in 
the use of Method I is therefore indicated. Method II is more reliable, except 
in the immediate neighbourhood oft= c (where it is safe to use Method I). 
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Notes to Section 8 

8.1. A rriore detailed description and derivation of the moment-based procedure for 
generating Sobolev orthogonal polynomials can be found in Gautschi and Zhang 
(1995, Section 2). Section 3 of the same reference reports on numerical experience 
with this procedure and on attempts to locate the zeros of various orthogonal poly­
nomials of Sobolev type. A sensitivity analysis with respect to small perturbations 
in the moments (8.4), where s = 1, is given in Zhang (1994). 

8.2. For measures d.\, in (8.1) that consist of an absolutely continuous measure 
with a discrete measure superimposed on it, the Stieltjes procedure is described 
more fully, for the case s = 1, and sketched for the general case s 2: 1, in Gautschi 
and Zhang (1995, Section 4). 

8.3. Complete algorithmic details for, as well as experience with, the procedure of 
generating (by Methods I and II) the Sobolev-type orthogonal polynomials associ­
ated with the special inner product (8.9) are given in Gautschi (1996a). Much of 
this work is based on algebraic groundwork laid in Marcell<in and Ronveaux (1990). 
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9. Software 

A software package, called ORTHPOL, has been written, that implements all 
the procedures discussed above and a few others; see Gautschi (1994). Here 
is a brief description of the principal components of the package. 

recur 

cheb 

sti 

lancz 

mcdis 

mccheb 

chri 

gchri 

gauss 

radau 
lob 

generates the recursion coefficients for the classical orthogonal 
polynomials (of Legendre, Chebyshev, Jacobi, Laguerre and 
Hermite) 
implements the modified Chebyshev algorithm (see Section 
5.2) 
implements the Stieltjes procedure for discrete measures (see 
Section 6.3) 
implements Lanczos's algorithm for discrete measures (see 
Section 6.2) 
implements the discretization procedure sketched in Section 
6.1 
implements a version of the modified Chebyshev algorithm 
(not described in this article) that uses approximate values 
of the modified moments obtained by a discretization process 
similar to the one used in Section 6.1 
implements the nonlinear modification algorithms of Section 
7, as well as modification by a QR step (see Section 7.2) 
implements the modified moment pr~edure for linear and 
quadratic divisors (see Section 7.3) 
generates Gauss quadrature formulae via eigenvalues and ei­
genvectors of the Jacobi matrix (see Section 4.1) 
generates Gauss-Radau formulae (see Section 4.2) 
generates Gauss-Lobatto formulae (see Section 4.3) 

Numerical experience reported in this article and elsewhere is based on the 
use of one or a combination of these routines. Routines for rational Gauss 
quadrature rules and Sobolev orthogonal polynomials have also been written, 
but are not yet ready for publication. 

Notes to Section 9 

Historically, the first major effort of computing Gauss quadrature rules on elec­
tronic computers was made in the mid- and late 1950s. Davis and Rabinowitz 
(1956) computed Gauss-Legendre rules with up to 48 points to an accuracy of 20-
21 decimal digits, and went up to 96-point rules in Davis and Rabinowitz (1958). 
Gauss-Laguerre rules were computed by Rabinowitz and Weiss (1959), and Gauss­
Lobatto rules by Rabinowitz (1960). For a summary, as of 1981, of the major tables 
of Gaussian rules and computer programs for generating them, see Gautschi (1981a, 
Section 5.4). More recent software that includes also Gauss-Kronrod rules and other 
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quadrature methods can be found in Piessens, de Doncker-Kapenga, Uberhuber and 
Kahaner (1983); see also NAG (1991). 

The software package in Gautschi (1994) is the first that includes routines for 
generating Gauss-type formulae and orthogonal polynomials not only for classical 
but also for essentially arbitrary measures. The package is public domain, and can 
be received via e-mail by sending the following message to netlib@netlib.org: 

send 726 from toms 

Alternatively, one can access the package via a WWW browser, using the following 
URL: 

http:/ jwww.netlib.org/toms/726 

The routines recur and gauss were instrumental in computations assisting de 
Branges in his famous proof of the Bieberbach conjecture (Gautschi 1986b). 
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The concern here is with polynomials, considered previously by Marcell{m and Ronveaux 
and others, which are orthogonal with respect to an ordinary inner product on the real line 
involving a positive measure, superimposed by a one-point (atomic) inner product involving 
a derivative of fixed order. The support point of the atomic component of the inner product 
can be located anywhere on the real axis. Two recursive schemes are developed which, in com­
bination, allow one to compute these orthogonal polynomials, assuming that those relative to 
the nonatomic component of the inner product are available. The methods are illustrated in the 
case of Hermite, Laguerre and Legendre measures and are used to explore numerically the zeros 
of the respective Sobolev-type orthogonal polynomials. 

Keywords: Orthogonal polynomials of Sobolev type, recurrence relations, computational 
algorithm, zeros. 

Subject classification: 33C45, 65D20. 

1. Introduction 

There is a growing literature on orthogonal polynomials of Sobolev type, i.e., 
polynomials orthogonal with respect to an inner product involving derivative 
values in addition to function values. A large part of this work is concerned with 
analytic and algebraic properties of these polynomials. Computational aspects 
have been systematically discussed only recently in [7], where the inner product con­
sidered is a bilinear functional involving derivatives up to orders 2: i with arbitrary 
positive measures associated with each. Here we discuss a rather special inner pro­
duct, already considered in [9], that involves functions with an arbitrary positive 
measure, and a derivative of fixed order with a one-point atomic measure. We 
combine algebraic properties known from [9] with algorithmic ideas to arrive at 
computational methods that can be used to generate the resulting orthogonal poly­
nomials numerically. Ordinary orthogonal polynomials that will be needed in this 
context are assumed to be computable by methods previously discussed (see, e.g., 

*Work supported in part by the National Science Foundation under grant DMS-9305430. 

© J.C. Baltzer AG, Science Publishers 
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[4-6]). We also comment on computational experience with our algorithms, and 
use them to explore the zeros of the respective polynomials. 

To keep the paper self-contained, some of the fomulae needed from [9] will be 
rederived from first principles. 

2. Statement of the problem 

Given a positive measure d).. on~ having finite moments of all orders and being 
supported on a set of infinitely many points, we define the inner products 

(/,g)= kf(x)g(x)d>..(x), 

[f,g] = (J,g) + f'l(c)g(r)(c), r;::: 1, cER 

(2.1) 

(2.2) 

Throughout the paper, f and g are always real polynomials. Since both inner pro­
ducts are positive definite, there exist orthogonal polynomials with respect to each. 
Those orthogonal with respect to (2.1) are denoted by Pb the others (orthogonal 
with respect to (2.2)) by qk. Both are assumed monic for each k ;::: 0. 

We have set the coefficient of the derivative term in (2.2) arbitrarily equal to 1. If 
it were different, say w-1 for some w > 0, then the resulting orthogonal polynomials 
qk could be obtained from ours simply by changing d).. to wd>.., which in the pro­
cedures below implies only one single change, namely replacing (30 (in (2.8)) by 
w(30 . Therefore, we may as well take w = 1. 

A fundamental property of the inner products (2.1), (2.2), which will be used 
repeatedly, is the fact that the factor cr(-) =(·-c)'+' can be transferred from 
one term of the inner product to the other without affecting the value of the 
inner product (see also [3] for a deeper reason for this): 

[crf,g] = [/, c,g] = (f, erg)= (c,f,g), cr(-) = (-- c)'+1. (2.3) 
This has two immediate consequences: If (x- c)'+1qk(x) is expanded in the 
q-polynomials, then except for normalization, the expansion coefficients are 
[(·- c)'+1qk, q1] = [qk, (·- c)'+1q1], which vanishes ifj + r + 1 < k. Thus, 

k+r+l [(· _ c)'+lqk, qi] 
(x- c)'+1qk(x) = i={;_, wkjq1(x), wkJ = lllqJIII2 (2.4) 

where lllq1lll2 = [q1, qJ Note that wk,k+r+l = 1, since the q's are monic. In the sum­
mation of (2.4) and in similar summations below, it is always understood that coef­
ficients with negative second index are zero in this case, wki = 0 if j < 0. 

Likewise, in the expansion of the left-hand side of (2.4) in the polynomials p1, we 
have((·- c)'+1qbPJ) = [qb (-- c)'+1p1] = 0 ifj + r + 1 < k, and thus 

k~I e - ((·- c)'+'qk,PJ) 
(x- cy+lqk(x) = i=f::-1 ekJP,(x), kJ- IIPJII2 (2.5) 

where IIPJII2 = (p)~PJ)· Here also, ek,k+r+l = 1. 
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Both (2.4) and (2.5), once the coefficients are known, lend themselves for the 
calculation of qk. Note, first of all, that 

qk = Pb k = 0, 1, ... , r, (2.6) 

which can be computed recursively by (2.8) below. With these as starting values, 
(2.4) can then be used to compute qr+h qr+2, ... by 

k+r 
qk+r+l (x) = (x- c)'+1qk(x)- L wk/J.i(x), 

j=k-r-1 
k = 0, 1,2, .... (2.7) 

In (2.5), on the other hand, one computes the P.i on the right recursively by the well­
known three-term recurrence relation 

s = 0, 1,2, ... ' 
(2.8) 

Po(x)=1, P-i (x) = 0, 

where the coefficients a 8 =as( d)..), f3s = {3s(d)..) are uniquely determined by d).. and 
by convention {30 = Jll!. d)..(x). If k:::; r, one conveniently uses (2.6); otherwise, 
the summation in (2.5) is completed and the result divided by (x- c)'+1. We call 
the first method (based on (2.4)) Method I, and the second (based on (2.5)) 
Method II. 

The matrices 0 = [wkj], 8 = [Ok.i] of the coefficients in (2.4) and (2.5) are banded 
matrices. By defining 

Wkj = Wk,k+j' (jkj = Ok,k+j' -r- 1 :::; j :::; r + 1, (2.9) 

we can store these coefficients in rectangular matrices 

0 = [wkj] E 1Rnx(2r+3), 8 = [iikj] E 1Rnx(2r+3), (2.10) 

assuming that the index k runs from 0 to n - 1. This allows us to compute q0, 

ql, ... , qn+r by Method I, and qo, qi, ... , qn-1 by Method II. 
We can now state the problem we wish to consider. 

Problem 
Given r 2: 1, c E IR, n 2: 1, and given the coefficients as= as(d)..), Ps = f3s(d)..), 
s = 0, 1, ... , n + 2r + 1, in (2.8), compute the matrices 0, 8 of (2.1 0). 

It turns out that the computation of 0 (resp. 0) requires the matrix 8 (resp. 8), 
so that both matrices will be available and we are free to use either of the two 
methods above to compute the desired polynomials. 

3. Computational algorithm 

3.1. Computation of the wk.i 
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( 
k+r+1 ) k+r+l 

= f!=[:-1ek£P£, qj = f=[:-1ekf(pf, qj)· 

We now expand qj in the polynomials Pc. 

j 

qj(x) = L {3j£Pt(x), (3jj = 1, (3.1) 
£=0 

and use orthogonality of the p's to obtain 
k+r+1 j 

J/lq;Jll 2wkj = L ek£Lf3jm(p£,Pm) 
f=k-r-1 m=O 
k+r+1 

= L Bkef3j£11P£ll 2 

f=k-r-1 
j 

= L Bkef3j£11P£ll 2 , k-r-l :Sj:Sk+r+1, 
f!=k-r-1 

since f3jt = 0 if£> j. Thus, separating out the term with£= j gives 

_ e 11Pjll2 ~ e r:l llPtll 2 

Wkj- kj IJJqjJII2 + f!=f::-1 kf,Ujf! IJJqjJII2' k- r- 1 :Sj::; k + r + 1. (3.2) 

To compute the (3's, note from (3.1) that 

f3j£11Pcll 2 = (qj,Pc) = [q;,P£]- q)')(c)py)(c), 

hence, for £ < j, by orthogonality of the q's, 

f<j. 

We need to compute qj'l(c). By (3.1), (3.3) we have 

(r) j- 1 p)')(c) 
qj(x) = Pj(x)- qj (c)~ JiPcJI2 Pc(x), 

which, differentiated r times and evaluated at x = c, gives 

j-1 [p(r) ( )]2 
q(r) (c) = P(r) (c) _ q(r) (c)"""' £ c 
1 1 1 i:o 11Pell2 

Define 
h [p(r)(c)J2 

Ah = 1 + L II 112 ' i!=O P£ 
h=1,2,3, .... 

(Note that ,\h = 1 for h < r.) Then, by (3.4), 

q)')(c) = p)')(c)- q)')(c)(\_1 - 1), 

(3.3) 

(3.4) 

(3.5) 
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that is, 

Thus, from (3.3), 

(r) ( ) 
(r)() -~ qj c - \ ' 

/\j-1 
j = 0, 1,2, .... (3.6) 

f <j; f3jj = 1. (3.7) 

Next we compute the norm of qJ in (3.2). Since qJ and Pi are both monic, we have 
[qi, qJ] = [qJ,pJl, hence, by the definition of the inner product, and (3.6), 

Ill 111
2 ( ) (r)() (r)() (p ) [pj')(c)f qJ = qJ' Pi + qi c PJ c = J' Pi + A 

:i-1 

Since, by (3.5), 

we can write 

which gives 

Substituting (3. 7) and (3.8) in (3.2) now yields 

\ (r)( ) j-I 
_ Aj-1 () Pj C """' () (r) ( ·) wkJ - T kJ - 2 L kf P e c ' 

'1 AJJIPJII f=k-r-I 

k-r-1 -::;,j-::;.k+r+l. 

(3.8) 

(3.9) 

Up to this point, the algebraic development followed the one in [9]. It remains to 
compute the ()k£· 

3.2. Computation of the ()kJ 

From (2.5), using (3.1), we have 

()kjJJPiiJ2 = ((·- c)'+Iqbpj) 

~ (<· ·· c)'''tu.BuPtoP;) ~ tu/3,((· c)' 11Pt,Pj) 

k 
"""'(3 (r+ I) 

= L kt'fei , k- r- 1 :;,j-::;, k + r + 1, 
£=0 

(3.10) 
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p 

j 

Figure 1. Region in which 'Y~r} is nonzero. 

where we define 

1~/J := .k (x- c)Ppp(x)pj(x)d>.(x), 

We note that 

if p + £ = j, 

if p + j = £, 

p = 0, I, ... , r + 1. 

--y~f) = IIPJII 2 

1if) = 11Pell2 

'"Y~p = 0 if p + £ < j or p + j < £. 

(3.11) 

(3.12) 

Thus, for fixed j 2: 0, in the (£, p)-plane, the --y's are nonzero only in the shaded 

region of figure 1. On the left slanted boundary, the 1's are constant equal to 

IIPJII2, and on the right slanted boundary, they are equal to IIPell2, 

£ = j, j + 1, .... From these boundary values, all remaining values can be deter­

mined recursively as follows: 

1if+I) = .k (x- c)P+1Pe(x)p1(x)d>.(x) 

that is, 

= .k (x- c)· (x- c)Pp£(x)pj(x)d>.(x) 

= .k (x- c)P · xpg(x)pj(x)d>.(x)- c .k (x- c)Ppg(x)pi(x)d>.(x) 

= .k (x- c)P {PHI (x) + agpp(x) + ,B£Pe-J (x)}pj(x)d>.(x) - q~f), 

(p+l) - (p) ( ) (p) (j (p) 
'"Ycj - lt+!,J + ae- c l£J + Hle-I,}' p = 0, 1, ... , r. (3.13) 

This allows us to generate the desired quantities row by row, starting at the lower 

tip of the shaded domain in figure 1 and, for the quantities on the vertical boundary 
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(when R = 0), using ~~L = 0 in (3.13). With the 1's so generated, we get from (3.1 0) 
k 

ll.--1-""'(3 (r+i) k 1 k 1 (314) uk1 -ll ·ll 2 ~ kef£j , -r- :S:J:S: +r+, . 
P, t=o 

with the (3's as in (3.7). By the last relation in (3.12) the terms in (3.14) with 
R < j- r- 1 and R > j + r + 1 (if present) are actually zero. 

3.3. Summary of the computational algorithm 

As previously mentioned, we assume that the coefficients as(d.>..), f3s(d.>..) in the 
recurrence formula (2.8) for the orthogonal polynomials p1 have already been com­
puted by known techniques. We need them up to s = n + 2r + 1 in order to imple­
ment (3.13) for all} ::; n + r. It is convenient, then, to first precompute certain basic 
quantities that are needed in the formula (3.9) for wkJ and in (3.14) for ekJ· These 
are: 

(i) the rth derivative values p~)(c), p)'l(c), ... ,p~JJc). These are readily com­
puted by the successively differentiated recurrence relation (2.8) evaluated 
at x =c. 

(ii) The squared norms II Po 11 2, II Pi 11 2 , •.. , II Pn+r 11 2. They are immediately obtained 
from 

j = 0, 1, ... , n + r. 
(iii) The constants .>.._ 1, .>..0 , .>..1, ... , )..n+r· These are straightforwardly computed 

from the quantities obtained in (i) and (ii). 

In terms ~f these precomputed quantities, one next computes the elements ekJ of 
the matrix 8 in (2.10), using (3.14), suitably rewritten, and (3.7): 

{j. _ "'(r+1l _12!___!!_ ""'~"'(r+i) -r- 1 ::;;· :S: r + 1. (3.15) 
1 ( (r) ( ) k-1 (r) ( ) ) 

kj- liP ·11 2 lk,k+j ).. ~II ·11 2 i£,k+j ' k+1 k-1 t=O Pt 

Here, the 1's are generated as described in section 3.2, and there is little point in 
checking which of these are zero in the summation on the right, since everything 
(including the zero elements) has been precomputed. Finally, the elements wkJ of 
the matrix n in (2.10) are computed by (3.9), suitably rewritten: 

).. (r) ( ) j-1 
_ k+j-1 - Pk+j C """' - (r) ( ) 
wkJ = -)..--. ()ki- ' II 112 ~ ()k£Pk+£ c ' 

k+J /\k+j Pk+j C=-r-1 
-r - 1 :S: j :S: r + 1, (3.16) 

being careful to start the summation with R = -kif k ::; r + 1, and with R = -r - 1 
otherwise, provided R ::; j- 1. As mentioned earlier, the quantities on the left of 
both (3.15) and (3.16) are zero ifj < 0. 

The desired polynomials can then be computed either by (Method I) 
r 

qk+r+l (x) = (x- c)'+ 1qk(x)- L wkJqk+i(x), 
j=-r-1 

k=0,1,2, ... ,n-1, (3.17) 
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or by (Method II) 

r+l 

qk(x) = (x- cr(r+l) L (jkjPk+j(x), k = r + 1, r + 2, ... , n - 1, (3.18) 
j=-r-l 

recalling that qk = Pk for 0 ::; k ::; r. 

4.Examples 

Before we consider the numerical performance of the algorithms of section 3, we 

observe, in section 4.1, some elementary symmetry properties of the polynomials qk 
when the measure d>.. in (2.1) and its support are symmetric with respect to the 
origin. In the remaining subsections, evidence is provided for the numerical robust­
ness of the algorithms for generating the recursion matrices 0 and 8 of (2.1 0). In 

addition, the two methods of section 2 for evaluating the polynomials qk are com­
pared with regard to their accuracy. Here, surprising numerical difficulties are 
uncovered in the cases of the Hermite and Laguerre measure, as well as for mea­
sures supported on a finite interval. Finally, we explore by numerical computation 

properties of the zeros of the respective polynomials. 
All numerical results reported in sections 4.2-4.4 were obtained on a SUN 

SPARC station IPX in double precision (>=::::: 1.1 x 10-16); quadruple precision 
(>=::::: .96 x 10-34) was used to ascertain the accuracy of the double-precision results. 

4.1. Symmetric measures 

We assume in this subsection that the support of dA.- bounded or unbounded­
is symmetric with respect to the origin and dA.( -x) = d>..(x). We denote the ortho­
gonal polynomials qk belonging to the inner product (2.2) more precisely by 

qk(·) = qk (-; c; d>..) and the inner product (2.2) by [·,·](c). (There is no need to 
indicate the dependence on r.) 

The first symmetry property is 

qk(x;-c;d>..) = (-l)kqk(-x;c;dA.) (d>.. symmetric). (4.1) 

This is easily shown by defining i}k(x) := ( -l)kqk( -x; c; d>..) and observing that, for 

k =I£, 

[ilk, qe]( -c) = 1 ( -1 )k+fqk( -x; c; d>..)qc( -x; c; d>..)d>..(x) + ( -llHqr)(c)q~r) (c) 

= ( -1 )kH {1 qk( t; c; d>..)qe(t; c; d>..)d>..(t) + qr) ( c)q~r) (c)} 

=0, 

by the orthogonality of the q's. Since the q's are monic, the assertion (4.1) then 

follows by the uniqueness of the orthogonal polynomials. 
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Table 1 
Accuracy of thew- and B-coefficients. 

c r err w k j err e k j 

0.0 1 .46( -15) 3 -2 .31(-15) 3 -2 
2 .35(-15) 11 -3 .27(-15) 4 -3 
3 .47( -15) 53 -4 .40(-15) 53 -4 
4 .59(-15) 28 -5 .59(-15) 28 -5 

1.0 1 .39(-15) 67 0 .27(-15) 69 -2 
2 .43( -15) 51 -1 .32(-15) 3 -3 
3 .52( -15) 32 -3 .38( -15) 45 -3 
4 .89(-15) 12 5 .92( -15) 10 -5 

5.0 1 .49(-15) 8 -2 .41(-15) 12 -2 
2 .20(-14) 9 3 .66(-15) 15 -3 
3 .56(-14) 13 4 .23( -14) 15 -4 
4 .11(-13) 19 5 .55(-14) 28 -5 

10.0 1 .16(-14) 33 2 .69(-15) 56 -2 
2 .27(-14) 23 3 .15(-14) 25 -3 
3 .62(-14) 49 4 .25( -14) 50 -4 
4 .16(-13) 52 5 .66(-14) 57 -5 

The practical implication of ( 4.1) is that in the case of symmetry we can restrict 
ourselves to nonnegative parameters c. 

The next property is the special case c = 0 of (4.1), that is, 

(-llqk(-x;O;d>.) = qk(x;O;d>.) (d>. symmetric). (4.2) 

Thus, when c = 0, then qk is even or odd depending on the parity of k, regardless of 
the value of r. Since, in particular, q¥) (0) = 0 if either k is even and r odd. or k is 
odd and r even, it follows from (2.1), (2.2) that 

qk(x) = Pk(x) if k and r have different parity (c = 0). (4.3) 

4.2. Hermite measure 

2 
This is the case (2.1), (2.2) with d>.(x) =e-x dx on JR., which has already been 

considered analytically (for c = 0 and r = I) in [9]. Here we deal with this example 
from the numerical point of view (also for c =/= 0 and r > 1). 

We first determine the accuracy with which the w- and &-coefficients can be 
obtained by the algorithms of section 3. We do this by comparing double-precision 
with quadruple-precision results. (In single precision, overflow occurred in equa­
tion (3.5) when c = 10 and n?: 18.) The maximum relative errors (in the double­
precision values) that we observed are listed in table 1 for n = 80 (in (2.1 0) ), r = 
1(1)4, and selected values of c. The columns headed "k" and ''}" indicate for 
which k and j the maximum error in wkJ resp. BkJ is attained; here, k and j vary 
over the integers 0 ton- 1 ( = 79) and -(r + 1) tor+ 1, respectively. As can be 
seen, the coefficients are obtained quite accurately, suggesting a high degree of 
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robustness of the computational methods when the exponent range in machine 
arithmetic is adequately large. 

To our surprise, the same cannot be said about the two methods (Methods I 
and II) for evaluating the polynomials qb especially not about the first. When 
c = 0 and and r = 1, both methods perform reasonably well, with the obvious 
exception (because of division by x2 in (3.18)) of the second method in the immedi­
ate neighborhood of x = 0. Even Method I suffers a bit in accuracy near the origin, 
the maximum relative error (in qb 0 "S k "S n- 1) being about 10-14 when 
n = 20, and about 10-12 when n = 80. For r > 1, however, Method I develops 
huge relative errors on both sides away from the origin, where, for n = 80, the 
error is 100% or more in the lxl-range from about 4 to 10. When n = 20, the 
error peaks at levels of about w-9 -10-11 for r = 2, 3 and 4. Further examination 
revealed that the recursion (3 .17), in these ranges of x, is subject to persistent doses 
of cancellation errors. Sufficiently far away from the origin, at about lxl = 25, the 
error drops down to a more reasonable level of 10-14 . In contrast, Method II 
exhibits relative errors which gradually decrease on either side of the origin, becom­
ing, when n = 80, smaller than about 10-12 for lxl exceeding approximately 0.3, 1.5, 
1.75, 2.5 for r = 1, 2, 3, 4, respectively; when n = 20, these numbers are somewhat 
smaller. 

The difficulties with Method I persist for values c =I= 0 of the parameter c, 
especially on the left [right] side of x = c when cis positive [negative] (cf. (4.1) 
for symmetry), but also, for awhile, on the other side of c. The magnitude of the 
errors indeed is consistently larger than for c = 0, 

Unless c = 0 and r = 1, it is cautious, therefore, to use Method I only in a small 
interval around x = c (the length of which should be chosen in dependence of c, r 
and the maximum degree of the desired qk' s ), and use Method II outside that inter­
val. We have done so in all computations relating to the zeros of qk. 

To look for zeros of qk, we scanned the real axis (in practice, the interval 
[-15, 15]) for sign changes in qb taking a sufficiently small step (the length of the 
interval divided by some "irregular" integer like 1537 to avoid hitting exactly the 
origin). After a sign change has been discovered, the corresponding zero was com­
puted by Newton's method. In this way we were usually able to determine a full set 
of k real zeros, or k- 2, if there is a pair of conjugate complex zeros. Occasionally, 
the interval [-15, 15] had to be enlarged to accommodate an exceptionally large 
zero. (This occurred, e.g., for c = 5, r = 3, when q4 has the zero 19.36544 ... , or 
for c = 5, r = 4, in which case q5 vanishes at 24.96544 .... ) Also, on one occasion, 
the scanning had to be refined to detect two zeros located very closely together (the 
zeros 4.98794 ... , 5.01128 ... when c = 5 and r = 1). In view of the numerical 
difficulties described above, the computations were done in both double and quad­
ruple precision, and the largest relative error in the trial values of qk as well as in the 
zeros of qk was carefully monitored to provide confidence in the empirical results 
below. 

We begin with the simplest case c = 0, where the qk's are alternately equal to 
(monic) Hermite polynomials (cf. (4.3)). Thus, every other of the polynomials qk 
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has a complete set of real distinct zeros. This does not rule out, however, that those 
"in between" (which for r = 1 were identified in [9] as linear combinations of Hermite 
and generalized Hermite polynomials) could deviate from this pattern. We found 
that this does not happen when r = 1, i.e., in this case all polynomials qk appear to 
have a complete set of real distinct zeros. This was verified numerically up to 
degree n = 80 and was in fact proved in [2, proposition 4.4], not only for the Her­
mite measure but also for general symmetric measures. Nevertheless, the zeros of qk 
do not, in general, interlace with those of qk+l; exceptions occur as early ask= 4. 
Interlacing occurs, however, between the zeros of qk and Pk [2, proposition 4.6]. 

When r = 2, it was found that the "inbetween polynomials" qk (i.e., fork even 
2:: 4) are consistently short of 2 real zeros, and thus (by (4.2)) must have a pair of 
conjugate complex zeros on the imaginary axis. This was verified numerically up 
to n = 40; the complex zeros were seen to move along the imaginary axis down 
toward the real axis as k increases (from k = 6 on). An analogous situation was 
found to prevail for r > 2 (specifically, r = 3 and r = 4). See also theorem 8 in [1] 
for more general symmetric measures. 

When c-::/= 0, we found that qk( ·; c, d>..) either has exactly k real distinct zeros, or 
k- 2 and a pair of conjugate complex zeros. (For r = 1, this is true for general posi­
tive measures d>.; see, e.g., [12].) When c = 1 and c = 5, and for 1 :'S: r :'S: 4, the 
occurrence of complex zeros and their values are documented in table 2 for the 
range 1 :'S: k :'S: 40. All zeros (real and complex) were computed to 25 decimal 
digits, but only two digits are shown in table 2. For values of k with 1 :'S: k :'S: 40 
that do not appear in table 2, there exists a complete set of k real distinct zeros. 
Note how a larger value of c pushes the complex zeros further to the right. 

Table 2 
Complex zeros of qk( ·; c; d)..), 1 ::; k::; 40, for d>..(x) = e-X2 dx on lR and 1 ::; r::; 4, c = 1, and c = 5. 

c k r =I k r=2 k r=3 k r=4 
zeros zeros zeros zeros 

5 1.49 ± .35i 6 1.80 ± .60i 7 2.10 ± .80i 8 2.41 ± .97i 
10 1.42 ± .25i 8 .71 ± .38i 9 .61 ± .55i 10 .50± .80i 
12 1.15 ± .25i 11 1.66 ± .39i 12 1.87 ± .50i 13 2.07 ± .62i 
17 1.38 ± .14i 13 1.09 ± .44i 14 1.15 ± .67i 15 1.19 ± .88i 
19 1.24 ± .22i 15 .72 ± .27i 16 .57± .38i 17 .48 ± .51i 

18 1.59 ± .22i 19 1.77 ± .26i 20 1.94 ± .31i 
20 1.32 ± .32i 

5 21 5.16±.18i 22 5.31 ± .26i 23 5.46 ± .33i 24 5.61 ± .39i 
25 5.05 ± .13i 26 5.18 ± .20i 24 5.74 ± .10i 25 5.91 ± .16i 
26 5.31 ± .04i 27 5.47 ± .16i 27 5.28 ± .26i 28 5.37 ± .30i 
29 5.08±.15i 30 5.19 ± .22i 28 5.63 ± .22i 29 5.79 ± .27i 
33 5.18 ± .15i 31 5.47 ± .08i 31 5.29 ± .27i 32 5.36 ± .33i 
36 5.06 ± .13i 34 5.31 ± .23i 32 5.63 ± .14i 33 5.79 ± .lSi 
40 5.23 ± .lOi 37 5.15 ± .19i 35 5.43 ± .30i 36 5.55 ± .37i 

38 5.44 ± .07i 38 5.21 ± .23i 39 5.21 ± .30i 
40 5.08 ± .05i 39 5.58 ± .12i 40 5.73 ± .15i 

-,, 
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4.3. Laguerre measure 

This is the case (2.1), (2.2) with d>..(x) = e-xdx on JR+. Our experience with the 
algorithms of section 3 is similar to the one described in section 4.2 for the Hermite 
measure. The matrices nand 8 (again for 1 s r s 4) are obtained to an accuracy 
close to machine precision when n < 70. For n = 70, we observed overflow in the 
double-precision evaluation (exponent range~ [-308, 308]) of ekj by (3.14). 

The two methods for evaluating the polynomials qk were compared for values of 
n upton= 40. It was found that Method I always develops huge errors (even in the 
case c = 0, r = 1) when xis sufficiently far to the right of c. This happens regardless 
of whether c :::=: 0 or c < 0. As before, Method II must be avoided in a neighborhood 
of x = c whose length depends on c, r and n. Method I is superior to Method II for 
most x s c, and we recommend its use in this range. 

We followed the same approach as in section 4.2 to explore the zeros of qk. Com­
putations in the range 1 s k s 20, and for c = 0, -1, -5, 1 S r S 4, led us to 
conjecture that qk( ·; c; d>..) for c s 0 has exactly k distinct real zeros, all positive 
except one, when k > r, which is negative. For r = 1, this has been proven in [8] 
for c = 0, and in [10] for c s 0, also for more general measures d>... The general 
result for r :::=: 1 has been proven in [11] (cf. theorems 4.2 and 4.5). 

For c > 0, we found the occurrence not only of negative zeros, but also of com­
plex zeros. A summary for c = 1 and c = 5 is provided in table 3. For values of 
k s 20 not contained in table 3, all zeros are distinct and positive. Again, the 
zeros were computed to 25 decimal places, but only 2 digits are shown in table 3. 
It appears, similarly as in the Hermite case, that when c > 0 the polynomial 
qk( ·; c; d>..) has either a set of k distinct real zeros (with one possibly nonpositive) 
or exactly k - 2 positive zeros and a pair of conjugate complex zeros. The latter 
again move to the right with increasing c. 

4.4. Legendre measure 

We now consider (2.1), (2.2) with d>..(x) = dx on [-1, 1]. Being again a sym­
metric measure, it exhibits similar numerical properties as the Hermite measure 
in section 4.2. We used n = 40 for our numerical comparisons, and n = 20 for 
the exploration of the zeros. When n = 40, the matrices n and 8, as before, were 
obtained to an accuracy close to machine precision. Methods I and II are both 
quite accurate for c = 0 and r = 1, with a small interval ( oflength 0.1, say) excepted 
for Method II. When r > 1, Method I develops significant "bulges" of errors in the 
!xi-range from approx. 0.5 to 1.5, in contrast to Method II, which remains accurate 
there. Method II, therefore, should always be employed, with the exception noted 
above. When c > 0 (even in the case r = 1 ), the error buildup in Method I is intol­
erable in certain intervals located to the left of c. (For negative c, observe ( 4.1 ).) We 
recommend its use only for x :::=: c- c:, where c: is a small positive number to be 
selected in dependence on c, rand n. For all other x-values, Method II should be 
used. 
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Table 3 
Nonpositive and complex zeros of qk( ·; c; d>.), 1 ::::; k::::; 20, for d>.(x) = e-xdx on R+ and r = 1(1)4, c = 1, and c = 5. 

c k r=1 k r=2 k r=3 k r=4 
zeros zeros zeros zeros 

1 6 1.86 ± .30i 3 0.00 4 -.91 5 -2.86 
7 1.29 ± .06i 4 -.24 5 -1.97 6 -4.94 

16 1.57 ± .27i 5 -.03 6 -1.19 7 -3.23 
17 1.33 ± .32i 10 1.52 ± .74i 7 -.61 8 -2.10 
18 1.12 ± .18i 11 .78 ± .73i 8 -.24 9 -1.38 
19 .71 ± .13i 12 .48 ± .39i 9 -.03 10 -.88 
20 .61 ± .10i 13 .26 ± .16i 14 2.06 ± .77i 11 -.52 

14 .21 ± .05i 15 1.10 ± l.04i 12 -.26 
16 .48 ± .76i 13 -.08 
17 .26 ± .45i 19 2.27 ± .77i 
18 .17 ± .23i 20 1.24 ± 1.17i 
19 .13 ± .l2i 
20 .13 ± .04i 

5 4 6.48 ± l.47i 6 5.99 ± l.36i 5 4.72 ± .40i 6 11.22 ± 2.41i 
7 6.29 ± 1.23i 9 7.53 ± 1.69i 7 10.90 ± .95i 9 11.73 ± l.53i 11 6.14 ± .99i 10 4.21 ± .97i 8 4.56 ± 2.14i 10 4.04 ± 2.94i 12 5.05 ± .29i 13 7.78 ± .44i 11 9.21 ± 1.21i 14 7.18 ± 3.04i 

16 6.00 ± .81i 14 5.81 ± 1.35i 12 5.00 ± 2.23i 15 3.43 ± 1.72i 17 5.16 ± .52i 15 4.11 ± .67i 13 3.10 ± .30i 19 8.56 ± l.l4i 
19 6.69 ± 1.04i 16 8.22 ± 1.02i 20 5.24 ± 2.46i 
20 4.93 ± 1.12i 17 5.34 ± 2.00i 

18 3.59 ± .79i 

As far as the zeros are concerned, we have a situation similar to the one for the 
Hermite and Laguerre measures. Computations for c = 1, 2, 5 and 1~r~4 suggest that for c ;:::: 1 there is always a complete set of real zeros, all in the interior 
of[-1, 1] except for one that is larger than 1 whenever k > r. (For c ~ -1, use (4.1).) 

Table 4 
Complex zeros of qk( ·; c;d>.), 1::::; k::::; 20, for d>.(x) = dx on [-1, 1] and 1::::; r::::; 4, c = .5. 

c k r=1 k r=2 k r=3 k r=4 
zeros zeros zeros zeros 

0.5 5 .79 ± .12i 6 .70 ± .28i 7 .43 ± .44i 8 .002 ± .30i 
8 .68 ± .lOi 9 .54± .23i 8 .94 ±g}i 9 .98 ± .lOi ,{)lf-

11 .63 ± .08i 12 .50± .18i 10 .28 ± .24i 12 .78 ± .20i 
14 .60 ± .06i 15 .48 ± .14i 11 .81 ± .05i 15 .66 ± .21i 
17 .58± .05i 18 .48 ± .12i 13 .30 ± .15i 18 .59± .20i 
20 .57± .05i 14 .71 ± .06i 

16 .32 ± .lOi 
17 .67 ± .08i 
19 .35 ± .07i 
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For r = 1, this is proved in [10], and for general r ~ 1 can be deduced by an affine 

transformation of variables from the results in [11, §4]. 
When c = 0, r = 2, 3, 4, we observed, like in the Hermite case, that the in between 

polynomials have real distinct zeros in ( -1, 1 ), except for a pair of purely imaginary 

zeros moving toward the real axis as the degree increases. We suspect this remains 

true for all r ~ 2. 
The "difficult" case is -1 < c < 1, c =1- 0, when complex zeros off the imaginary 

axis make their entrance. We illustrate this in table 4 for the case c = 0.5. 

For a detailed discussion of the location of real and complex zeros of qk( ·; c; d>..) 
in the case r = 1, we refer to [12]. 
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Using potential theoretic methods we study the asymptotic distribution of zeros 
and critical points of Sobolev orthogonal polynomials, i.e., polynomials orthogonal 
with respect to an inner product involving derivatives. Under general assumptions 
it is shown that the critical points have a canonical asymptotic limit distribution 
supported on the real line. In certain cases the zeros themselves have the same 
asymptotic limit distribution, while in other cases we can only ascertain that the 
support of a limit distribution lies within a specified set in the complex plane. One 
of our tools, which is of independent interest, is a new result on zero distributions 
of asymptoticaily extremal polynomials. Our results are illustrated by numerical 
computations for the case of two disjoint intervals. We also describe the numerical 
methods that were used. <D 1997 Academic Press 

I. INTRODUCTION AND STATEMENT OF MAIN RESULTS 

We consider a Sobolev inner product 

<f, g)= J f(t) g(t) df.l 0(t) + J f'(t) g'(t) df.l 1(t), ( 1.1) 

where f.lo and f.lt are compactly supported positive measures on the real line 
with finite total mass. We put 

E 0 := supp(f.l0 ), E:=E0 uE1 . ( 1.2) 

If, as we assume, f.lo has infinite support, there exists a unique sequence of 
monic polynomials nno deg nn = n, which is orthogonal with respect to the 
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t Present address: Department of Mathematics, City University of Hong Kong, Tat Chee 

Avenue, Kowloon, Hong Kong. 
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inner product ( 1.1 ). These Sobolev orthogonal polynomials have properties 
that clearly distinguish them from ordinary orthogonal polynomials, most 
notably by the fact that some or many of the zeros of n 11 may be outside 
the convex hull of I, or even off the real line; cf. [ 1, 9]. In recent papers 
many results on zeros of special classes of Sobolev orthogonal polynomials 
were obtained. We refer to the surveys [8, 10]. 

Asymptotic properties of Sobolev orthogonal polynomials were obtained 
by Lopez, Marcellan, and Van Assche [ 7]. These authors considered a 
general class of inner products, including inner products ( 1.1) with discrete 
measure p 1 • 

In the present paper, we study the asymptotic behavior of zeros and 
critical points of orthogonal polynomials in a continuous Sobolev space, 
i.e., when both flo and p 1 are nondiscrete measures. Our results will be 
stated in terms of weak* convergence of measures. We associate with a 
polynomial P of exact degree n its normalized zero distribution, 

1 II 

v(P) :=- I bz1, 

n J=l 

( 1.3) 

where z 1 , ... , Z 11 are the zeros of P counted according to their multiplicities. 
A sequence of polynomials { Pn} ;::'= 1 , deg P11 = n, is said to have asymptotic 
zero distribution p if J1 is a probability measure on C and 

lim J fdv(P 11 ) = J fdp 
/1--). 00 

( 1.4) 

for every continuous function f on C. That is, their normalized zero dis­
tributions converge in the weak* sense to p. 

Asymptotic zero distributions for orthogonal polynomials with respect to 
an ordinary inner product 

<J, g)= f f(t) g(t) dp(t), I:= supp(p) c R, ( 1.5) 

have been studied by many authors. The most comprehensive account can 
be found in the monograph of Stahl and Totik [ 13]. They introduce a 
class Reg of regular measures. One of their results is that for p E Reg, the 
orthogonal polynomials Pn for the inner product ( 1.5) have regular 
asymptotic zero distribution. This means that 

lim V(p n) =OJ£, 
11-> 00 
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where w x is the equilibrium measure of£; see [ 13, Theorem 3.6.1]. In case 
£ = supp(,u) is regular with respect to the Dirichlet problem in C\£, the 
measure ,u belongs to Reg if and only if 

( 1.6) 

for every sequence of polynomials { P n} ;;:'= 1 , deg P n ~ n, Pn =I= 0. Here and 
in the following we use 11·11 x to denote the supremum norm on £. 
Regularity of a measure indicates that it is sufficiently dense on its support. 
For example, it is enough that ,u has a density which is positive almost 
everywhere on £. See [ 13, Chap. 4] for this and other criteria for 
regularity of ,u. 

Motivated by these facts, we make the following assumptions on the 
measures ,u0 and ,u 1 in ( 1.1 ). Recall that L"'; = supp(,u), j = 0, 1. 

Assumption A. For j= 0, 1, the set L"'j is compact and regular for the 
Dirichlet problem in C\L"'j. 

Assumption B. The measures ,u0 and ,u 1 belong to the class Reg. 

Our first result concerns the asymptotic zero distribution for the 
derivatives n;1 of the Sobolev orthogonal polynomials. 

THEOREM 1. Let ,u0 and ,u 1 be measures on the real line satisfying 
Assumptions A and B. Let { n11 } be the sequence of monic orthogonal poly­
nomials for the inner product ( 1.1 ). Then 

lim v(n~) = Wx, 
n-+ oo 

where£= supp(,u0 ) u supp(,u 1) and Wx is the equilibrium measure of£. 

Thus the sequence of derivatives { n~} has regular asymptotic zero dis­
tribution. Note, however, that this does not imply that the zeros of n~ are 
all real. In fact, we do not even know if the zeros remain uniformly 
bounded. In our computations we found in all cases that the zeros of n~ are 
real, see Section 2. While we have no reason to believe that this is true in 
general, we feel confident about the following conjecture. 

Conjecture 1. Under the same conditions as in Theorem 1, let U be an 
arbitrary open set containing the convex hull of£. Then there is an n0 such 
that for every n ~ n0 , all zeros of n~1 are in U. 
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To discuss the zeros of the Sobolev orthogonal polynomials n11 them­
selves, we need to introduce some more notation. Set 

fJ:=C\E, 

and let g 0 (z; oo) be the Green function for Q with pole at infinity; see 
[ 12, 13]. For r > 0, we denote by Vr the union of those components of 
{ z E C: g 0 (z; oo) < r} having empty intersection with E 0 , and we put 

Finally, we put 

K:=8Vu (E\V). 

THEOREM 2. Let flo and p 1 be measures on the real line satisfying 
Assumptions A and B. Let { n 11 } be the sequence of monic orthogonal poly­
nomials for the inner product ( 1.1 ). Let v be a weak* limit of a subsequence 
of { v(n11 )}. Then 

(a) supp(v)c VuE, 

(b) the balayage of v onto K is equal to the balayage of w x: onto K. 

See [ 13] for the notion of balayage of a measure onto a compact set. 
The information on the zeros of nn we get from Theorem 2 is less precise 

than the information on the critical points from Theorem 1. In particular, 
it does not follow that the full sequence { v(n11 )} converges. However, in 
some cases we can say more. 

CoROLLARY 3. Under the same conditions as in Theorem 2, let v be a 
weak* limit of a subsequence of { v( n n)}. If K = E (e.g., if E 1 ~ E 0), then 
v = w x:· In this case the full sequence { v(n11 )} converges to w x:· 

Corollary 3 follows immediately from Theorem 2. In our numerical 
examples, see Sections 2.3-2.4, we found that for n up to 50, part of the 
zeros of n 11 are still pretty far outside K. But we conjecture that they do not 
accumulate outside of V and the convex hull of E. 

Conjecture 2. Under the same conditions as in Theorem 2, let U be an 
arbitrary open set containing V and the convex hull of E. Then there is an 
n0 such that for every n;:::: n0 , all zeros of nn are in U. 

Conjecture 2 actually follows from Conjecture 1. 
The rest of this paper is organized as follows. We first present numerical 

results on zeros and critical points for several special cases, where E con­
sists of two disjoint intervals. The numerical methods we used are discussed 
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in Section 6. The proofs of the theorems are in Sections 3-5. They depend 
essentially on results on zero distributions of asymptotically minimal poly­
nomials obtained by Blatt, Saff, and Simkani [2] and Mhaskar and Saff 
[ 11]. For the proof of Theorem 2 we need an extension of these results, 
which will be presented as Theorem 5 in Section 3. In Section 4 we give the 
proof of Theorem I and in Section 5 the proof of Theorem 2. 

2. TWO DISJOINT INTERVALS: NUMERICAL RESULTS 

In this section we present numerical calculations to illustrate our results. 
The methods used are described in Section 6. 

We consider the case where E consists of two disjoint intervals of equal 
length. We choose 

E=[-1, -!Ju[!, 1]. 

With )"+ the Lebesgue measure restricted to [!, 1] and A._ the Lebesgue 
measure restricted to [ -1, - !J, we distinguish the following four cases: 

Case A: f-lo = f-l 1 = A.+ + A._ ; 

Case B: f-lo = A.+ + A._ , ll 1 = A._ ; 

Case C: f-lo= A.+, ll 1 =A.+ +A._ ; 

Case D: f-lo = A.+ , f.1, 1 = A._ . 

In all four cases, we know from Theorem 1 that the asymptotic zero dis­
tribution for the derivatives is equal to Wr. In Cases A and B we have 
E 1 c E 0 • Thus, it follows from Corollary 3 that in these two cases the 
asymptotic zero distribution for the Sobolev orthogonal polynomials is 
also equal to Wr. This is confirmed by our calculations. 

2.1. Case A: f-lo=f-l 1 =A+ +A._ (Table I) 

In our calculations for n = 1(1 )25(5)50 we found complex zeros of nn 
only for n = 5, 7, and 9. All zeros of n~ were found to be simple, real, and 
in the interval (- 1, 1 ). 

2.2. Case B: f-lo=A+ +A._, f.1, 1 =A_ (Table II) 

Again, most of the zeros are real. Only for n = 4 and 6 did we find com­
plex zeros of n". The zeros of n~ are all simple, real, and in ( -1, 1 ). 
(Calculations for the same n as in Case A.) 

The situation is different in Cases C and D. In these cases the set K of 
Theorem 2 may be described as follows. The Green function g0 (z; oo) of 
Q = C\E has one level set { z: g 0 ( z; oo) = r c} consisting of a figure eight. 
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TABLE I 

Zeros of n 11 and n~, 11 = 5, 10, in Case A 

Zeros of nil Zeros of n;, 

11=5 -0.93646854 - 0.20876772i -0.88534979 

-0.93646854 + 0.20876772i -0.46499783 

0.0 0.46499783 

0.93646854 - 0.20876772i 0.88534979 

0.93646854 + 0.20876772i 

11 = 10 -1.00052723 -0.97497028 

-0.93567713 -0.87345927 

-0.80269592 -0.71474572 

-0.62612019 -0.55444777 

-0.50181795 0.0 

0.50181795 0.55444777 

0.62612019 0.71474572 

0.80269592 0.87345927 

0.93567713 0.97497028 

1.00052723 

TABLE II 

Zeros of nil and n~, 11 = 5, 10, in Case B 

Zeros of n, Zeros of n;, 

11=5 -1.01982013 -0.91709404 

-0.74396812 -0.64370369 

-0.55435292 0.14139821 

0.61214903 0.78137665 

0.90846355 

n= 10 - 1.00290062 -0.97911875 

-0.93891943 -0.89422735 

-0.84280403 -0.75923516 

-0.66396367 -0.61066220 

-0.55481204 -0.51231989 

-0.48324766 0.16014304 

0.55639877 0.62971341 

0.71942191 0.80459125 

0.87676555 0.93865007 

0.97576614 
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For symmetry reasons, this is the level set containing 0. The set K consists 
of two parts. It is the union of [ t, 1 ] with that part of the figure eight that 
encircles [ -1, - tJ. 

2.3. Case C: flo= J.. +, f1 1 = J.. + + J.. _ (Table III) 

In our calculations for n = 1(1)25(5)50 all zeros of n~ were found to be 
simple, real, and in ( -1, 1 ). All zeros of nn are real only for n = 1, 2, 3, 4, 
6, 8, and 10. All complex zeros have a negative real part and they are 
encircling [ -1, -tJ. Furthermore, we noted some peculiarities in the 
behavior of the complex zeros. For odd n, the complex zeros are outside 

TABLE III 

Zeros of n" and n~, n = 5, 10, 15, in Case C 

Zeros of 1l11 Zeros of n~ 

n=5 -1.13970225 - 0.44661459i -0.90932823 
-1.13970225 + 0.44661459i -0.62403037 

0.50779290 0.62478703 
0.76816794 0.90887919 
1.00382819 

n= 10 -0.98774277 -0.97498555 
-0.95967689 -0.87349586 
-0.77454092 -0.71478191 
-0.65462781 -0.55436421 
-0.48961896 0.00056691 

0.50181827 0.55445253 
0.62612626 0.71475358 
0.80270124 0.87346371 
0.93567933 0.97497123 
1.00052715 

n= 15 - 1.20729028 -0.99008732 
- 1.!1842498 - 0.23762201i -0.94869995 
-1.11842498 + 0.23762201i -0.87812479 
-0.86567461 - 0.41291713i -0.78542939 
-0.86567461 + 0.41291713i -0.68199701 
-0.48045299 ~ 0.45544118i -0.58497964 
-0.48045299 + 0.45544118i -0.51762420 

0.50000295 0.51762967 
0.54387032 0.58499199 
0.63049097 0.68200314 
0.73428763 0.78542581 
0.83481287 0.87811753 
0.91801959 0.94869496 
0.97492010 0.99008612 
0.99999844 

237



124 GA UTSCHI AND K UIJLAARS 

.-----.-----..-----,----,....---·--.---, 

0.8 

0.6 

0.4 ., .. . . 
·. 

0.2 .--······· .. ·. .\ . a ....... ·• :~ . :r:·" .... ·• .. ·• ·····------···t· 

.. 
-0.2 I · . . · 
--0.4 ·"' .. . . . 
-0.6 

-0.8 

-1L----~-----~------~-------L------~--~ 
-1.5 -1 -0.5 0 0.5 

FIG. 1. Plot of the zeros of nil, n = 5(5)50, in Case C. 

the set K, while for even n, they are initially inside, but eventually some 
cross over to the outside. It seems likely that for odd n, the zeros tend to 
K from the outside but the convergence is very slow. For even n, there 
might be a different limit distribution, although it is conceivable that also 
for even n, the zeros accumulate on K. It is also remarkable that the zeros 
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FIG. 2. Plot of the zeros of nil, n = 5(5)50, in Case D. 
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of n;z are very close to being symmetric around 0. We have no explanations 
for these phenomena. 

Figure I depicts the zeros of nn, n = 5(5)50, along with that part of K 
that encircles [ - 1, -!). 

2.4. Case D: flo =A+, f.lt =A._ (Table IV) 

We found complex zeros of nn for all n, except n = 1, 2, and 3. Again, all 
the zeros of n;1 are simple, real, and in (- I, I). 

In contrast to Case C, we found no zeros of nn inside the curve K (except 
for n = 3). This is illustrated in Fig. 2 with the plots of the zeros of n,p 
n = 5(5)50. Note that the zeros are pretty far from K. 

TABLE IV 

Zeros of n" and n~, n = 5, 10, 15, in Case D 

Zeros of nn Zeros of n~ 

n=5 -1.40237979 -0.91931357 
-0.67193855 - 0.70835815i -0.64605904 
-0.67193855 + 0.70835815i 0.18436141 

0.62935932 0.78712860 
0.91364079 

n= 10 -1.29703537 -0.98088476 
-1.10126374 - 0.39294199i -0.90316848 
-1.10126374 + 0.39294199i -0.77960092 
-0.57893971 - 0.56595190i -0.63989830 
-0.57893971 + 0.56595190i -0.53049964 

0.51468739 0.55298588 
0.60589851 0.68147141 
0.75300437 0.83024743 
0.89081502 0.94619968 
0.97842844 

n = 15 - 1.24663987 - 0.13488685i -0.99138203 
-1.24663987 + 0.13488685i -0.95536746 
-1.07914072 - 0.37346724i -0.89378004 
-1.07914072 + 0.37346724i -0.81229432 
-0.77108509 - 0.51962021i -0.71962499 
-0.77108509 + 0.51962021i -0.62805945 
-0.36124445 - 0.50773392i -0.55324965 
-0.36124445 + 0.50773392i -0.50975247 

0.51791298 0.54446702 
0.58620377 0.63199538 
0.68402014 0.73630329 
0.78755144 0.83660513 
0.87969723 0.91913536 
0.94947423 0.97530045 
0.99024926 
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2.5. Another Choice for A+ and A_ 

We also experimented with A+ the measure ltl (t2 - ~)- 112 (1- t 2)- 112 

restricted to [ ~' I] and A_ the same measure restricted to [ -1, - ~]. The 
results, on the whole, are very similar to those for the Lebesgue measure. 
The differences noted were that complex zeros of n" occur also for n = 11 
and 13 in Case A, and for n = 8 in Case B. In Case C, all zeros of n 11 are 
real only for n = 1, 2, 3, 4, 6, and 8. 

3. AN AUXILIARY RESULT ON ASYMPTOTICALLY 
MINIMAL POLYNOMIALS 

A major tool in the proof of Theorem I is a well-known result on zero 
distributions of polynomials, which we state below for the case of a set 
E cR. Here and in the following, cap( E) denotes the logarithmic capacity 
of E; see, e.g., [ 12, 13 ]. 

LEMMA 4. Let E c R he compact with cap( E)> 0 and let {Pn} be a 
sequence of monic polynomials, deg p n = n, such that 

lim sup IIPn II if"~ cap( E). (3.1) 
n-* oo 

Then 

lim v(pn) =OJ E· (3.2) 
11---7 00 

Proof See the paper of Blatt, Saff, and Simkani [2]. I 

Monic polynomials satisfying ( 3.1) are called asymptotically minimal 
polynomials, since every monic polynomial Pn of degree n satisfies 

IIPn II i/11 ~cap( E). 

Hence, if (3.1) holds, we have in fact equality. 
A weighted analogue of this theorem was obtained by Mhaskar and Saff 

[ 11]. To prove Theorem 2, we will need a slightly stronger result, which 
may be of independent interest. To state it, we recall the situation of [ 11]. 
Assume E c C is a closed set. A function w: E--? [ 0, oo) is an admissible 
weight if 

(a) w is upper semicontinuous; 

(b) the set {zEE: w(z)>O} has positive capacity; 

(c) if E is unbounded, then lzl w(z)--? 0 as lzl-? oo, zEE. 
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Associated with an admissible weight w is a unique positive unit measure 
flw and a unique constant F w such that 

UPw(z) -log w(z) = Fw 

UPw(z) -log w(z) ~ Fw 

q.e. on supp(pw), 

q.e. on E. 

Here, UP denotes the logarithmic potential of the measure p, 

(3.3) 

and q.e. means quasi-everywhere, that is, except for a set of zero capacity. 
In the following theorem we use Sw to denote the support of Jlw, Pc(Sw) 

denotes the polynomial convex hull of S1., Dw = C\Pc(Sw) denotes the 
unbounded component of C\Sw, and 8Dw denotes the boundary of Dw 
(also known as the outer boundary of Sw). 

THEOREM 5. Let w be an admissible weight on the closed set E c C. Let 
{ Pn} ;::'= 1 be a sequence of monic polynomials, deg Pn = n, such that for q.e. 
zE8Dw, 

(3.4) 
It-+ 00 

Then for every closed A c Dw, 

lim v(p11 )(A) = 0. (3.5) 
n-+ oo 

Furthermore, if v is the weak* limit of a subsequence of { v(p11 )}, then 
supp(v*) c Pc(Sw) and the balayage of v* onto 8Dw is equal to the balayage 
of llw onto anw. 

In [ 11] the same result was obtained from the stronger assumption 

lim sup II W 11P n II biJJw ~ exp( - F w ). 
n-+ oo 

Proo.f In terms of potentials, the relation (3.4) is 

Fw +log w(z) ~lim inf uv(pnl(z), q.e. ZE8Dw, 
ll-+ 00 

and in view of (3.3) this implies 

UPw( z) ~ lim inf uv(pn)( z ), (3.6) 
n-+ oo 
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Let V11 be the balayage of v(p11 ) onto Pe(S,v}. Then 

(3.7) 

with a constant e11 given by (see [ 13, Appendix VII]) 

(3.8) 

Let v be the weak* limit of a subsequence of {v11 }, say V11 ~v as 
n ~ oo, n E A, where A is a subsequence of the natural numbers. Then 
supp( v) c Pe( S w ), and by the lower envelope theorem [ 13, Appendix III] 

uv( z) = lim inf uvn( z ), q.e. ZE C. 
n -)o co, n E A 

Combining this with (3.7), (3.8), and (3.6), we find for q.e. zE8Dw: 

uv(z) = lim inf uv"(z) = lim inf [ uv(pn)(z) +en] 
11-->oo,nEA n-->oo,nEA 

? lim inf uvCPnl(z)? Ullw(z). 
n-->oo,nEA 

(3.9) 

Since uv- UPw is harmonic in Dw and zero at infinity, the minimum 
principle and (3.9) give that uv(z) = UPw(z) for z E Dw, and therefore, 

q.e. Z E 8D .... 

Consequently, equality holds in every inequality in (3.9) for q.e. z E anw. 
Then it follows that lim infnEA e11 = 0. Since this holds for every sub­
sequence A c N for which { V11 } nEA converges, we obtain 

lim e11 =0. (3.10) 
ll~ ('.() 

Since for a closed set A c Dw there exists a constant C> 0 such that 
gD.Jz; oo)? C for z E A, it follows from (3.8) and (3.10) that 

lim v(p 11 )(A) = 0. 

This proves (3.5). 
To prove the rest of the theorem, let v* be the weak* limit of a sub­

sequence of { v(p 11 )}; say A is a subsequence of the natural numbers such 
that v(p11 ) ~ v* as n ~ oo, n EA. Having (3.5), we see that v* is supported 
on Pe( S,.,). Define 
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Let (;,m j= I, ... , n, be the zeros of Pn counted according to multiplicity, 
and put 

r n(z) := fl (z- (;, n), 
~j,nEA 

Then, because of (3.5), 

deg qn = n(l- <>n), (3.11) 

and the sequence { v(qn)} neA converges to v* in the weak* sense. Since the 
measures v( q n) are supported on a fixed compact set, the lower envelope 
theorem can be applied. It gives 

uv*(z) = lim inf uv(qn)(z), q.e. zeC. 
n---+ oo,neA 

Next, since rn(z)~ 1 for zeSw, we have for zeSw 

uv(pn)(z) = (1- <>n) uv(qn)(z)- Jn log lr n(z)l ~ (1 - Jn) uv(q")(z); 

hence, by (3.11), (3.12), 

lim inf uv(pn)(z) ~ lim inf [ ( 1 - <>n) uv(q")(z)] 
n---+ oo, neA n-+ ro, nEA 

= uv*(z), q.e. ZE Sw. 

Combining this with (3.6), we obtain 

UPw(z) ~ uv*(z), q.e. ze8Dw. 

(3.12) 

In the same way as before, cf. (3.9), this implies equality for q.e. z E anw. 
Now the equality of the balayages of v* and flw onto 8Dw follows from the 
uniqueness of balayage. This completes the proof of Theorem 5. I 

4. PROOF OF THEOREM 1 

We start with a lemma which will also be useful for the proof of 
Theorem 2. 

LEMMA 6. Let flo and fl 1 be measures satisfying Assumptions A and B. 
Let nn be the sequence of monic orthogonal polynomials with respect to ( 1.1 ). 
Then we have 

lim sup linn 11.¥; ~ cap(L') (4.1) 
n ---t co 
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and 

lim sup lin~~ II _¥n ~cap( E). (4.2) 
n-+ oo 

Proof Let II · II H denote the norm associated with the inner product ( 1.1 ), 

IIJII~= llfllh!lo) + IIJ'IIh!lt)• 

We first prove that 

lim sup linn II~~~ cap( E). (4.3) 
n-+ oo 

Let Tn be the monic Chebyshev polynomial of degree n for E. That is, 
II Tn II E ~ II P n II E for all monic polynomials P n of degree n. It is well known 
that 

lim II Tn II _¥n =cap( E). (4.4) 
n-> oo 

From the regularity of E 1 (see Assumption A) it is easy to see (using 
the continuity of the Green function, the Bernstein-Walsh lemma and 
Cauchy's formula) that the Markov constants for E 1 have subexponential 
growth. This means that there exist constants M 11 with lim11 __, oo M:/11 = 1 
such that 

deg P 11 ~n. (4.5) 

Then, for certain constants Ct. c2 , 

IITn II~= II Til IIL{po) +liT~ IIL(pt) ~ Ct IITn llio + Cz II T;l IIi] 

~Ct 11Tnlli0 +CzM~ 11Tnlli1 ~(ct +czM~) IITnlli. (4.6) 

Using (4.4), (4.6), and M~ln ~ 1, we find 

lim sup II Tn II~~~ ~cap( E). 

Since n11 minimizes the Sobolev norm among all monic polynomials of 
degree n, we have II n 11 II H ~ II Tn II H for all n, and ( 4.3) follows. 

Now, because floE Reg, we have by ( 1.6), 

(4.7) 

Since linn II £2(po) ~ linn II H• we get ( 4.1) from ( 4.3) and ( 4.7). 
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Next, using the regularity of 1:0 , we find that the Markov constants for 
1:0 grow subexponentially. Thus, 

(lin' II ) 1/n • n Eo ~ 
hm sup II II ....., I. 

n---> ro nn Eo 

Hence, from ( 4.1 ), 

lim sup lin~ II.¥;~ lim sup linn 11.¥; ~cap( E). (4.8) 
n---> oo 

Further, we get from p 1 E Reg and (1.6) 

I. ( lln~IIE1 )
1/n ~ 1 tm sup , ;:::::, . 

n-+ro llnniiLz(;<J) 
(4.9) 

Since lin~ hz(PJ) ~ linn II H• ( 4.3) and ( 4.9) give 

lim sup lin~ 11.¥~ ~cap( E). (4.10) 
n-+ oo 

Combining (4.8) and (4.10), we obtain (4.2). I 
Remark. Actually, we have equality in (4.1) and (4.2), and we can 

replace the lim sup's by lim's, but this will not be used in the proof. It is 
straightforward to see that equality holds in ( 4.2); cf. the discussion after 
Lemma 4. Since 1:0 has positive capacity, it then also follows that 

lim II n~ 11.¥~~ = cap( 1:). 
n-+ ro 

Using ( 4.8 ), we obtain equality in ( 4.1) as well. 

Proof of Theorem 1. The theorem follows immediately from Lemma 4 
and (4.2). I 

5. PROOF OF THEOREM 2 

Recall the definitions of !J, V, Vn and K from Section 1. The significance 
of the set V is described in the following lemma. 

LEMMA 7. Let z E C. Then z ~ V if and only if for every r > gn(z; oo ), 
there is a differentiable path y: [ 0, 1 ] ~ C such that 

(a) y(O) E 1:0 , 

(b) y(1) = z, 

(c) gn(y(t); oo)<r for all tE[O, 1]. 
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Proof If z E V, then z E vr for some r > g dz; 00 ). From the definition 
of Vr it follows that the connected component of { (: gQ((; oo) < r} con­
taining z does not contain a point of 1:0 • Hence there is no path satisfying 
(a), (b), and (c). 

On the other hand, if z ¢: V and r > gQ(z; oo ), then z ¢: Vr. Thus the 
connected component of { (: g d (; oo) < r} does contain a point of 1:. 
Consequently, there is a path satisfying (a), (b), and (c). I 

This allows us to estimate ln,/z)i for z outside V. 

LEMMA 8. For every z E C\ V, 

lim sup lnn(z)i 11n ~cap( I;) egg(z; oo). (5.1) 

Proof Let z E C\ V and r > g Q( z; oo ). By Lemma 7 there is a differen­
tiable path y: [0, IJ~C satisfying (a), (b), and (c) of Lemma 7. By the 
Bernstein-Walsh lemma we have 

Using this and the properties of y, we find 

where L( y) denotes the length of y. Then, by ( 4.1) and ( 4.2 ), 

n---> oo 

Since r>gdz; oo) can be chosen arbitrarily close to gQ(z; oo), (5.1) 
follows. I 

Proof of Theorem 2. Define 

w(z) :=exp(- gQ(z; oo)), zEK. 

Let w be the balayage of Wz: onto K. Since 1: c Pc(K), we have 

We also have 

uw.r(z)+gdz; oo)= -logcap(J:), ZEC, 

246



ZEROS AND CRITICAL POINTS 133 

so that 

uw(z) -log w(z) = -log cap( E), z E K. 

Thus, by (3.3), 

f.lw =W, Fw= -logcap(E). 

Because of (5.1) we can apply Theorem 5, and Theorem 2 follows. I 

6. COMPUTATIONAL METHODS 

There are two general procedures for calculating Sobolev orthogonal 
polynomials: the modified Chebyshev algorithm [ 6, Section 2] and the 
Stieltj~s algorithm [ 6, Section 4]. Both generate the coefficients PJ in the 
recursiOn 

k 

:n:k+ 1(t) = tnk(t)- I {Jjnk-/t), 
j=O 

k =0, 1, 2, ... , (6.1) 

for the respective polynomials :n:k. Being interested in the polynomials up 
to (and including) degree n, we need the coefficients { fJJ} 0 <( j <( k for 
k = 0, 1, ... , n - 1. 

6.1. Modified Chebyshev Algorithm 

This computes the desired coefficients { [Jj} from "modified moments" 

O~j~2n-l, 

(6.2) 

O~j~2n-2 (if n~2), 

where { PA is a given set of polynomials, with pj monic of degree j. 
"Ordinary moments" correspond to pit)= tj, but are numerically unsatis­
factory. A better choice are modified moments corresponding to a set {PA 
of orthogonal polynomials, Pi·)= Pi· ; A.), relative to some suitable 
measure A on R. These are known to satisfy a three-term recurrence relation, 

Pk+ ,(t) = (t- ak) Pk(t)- bkpk_,(t), k= 0, 1, 2, ... , 
(6.3) 

Po(t) = 1, p_ 1(t)=O, 
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with coefficients ak = ak(A), bk = bk(A) depending on ) __ We need the coef­
ficients {aj}, {b) for O~j~2n-2. 

In the context of the Sobolev orthogonal polynomials of Section 2, 
a natural choice of A, and one that was found to work well, is A= A+ +A_. 
By the orthogonality of the pj we then have 

j;?: 1, 

so that 

(6.4) 

Since, by symmetry, P/- t) = (- 1 )j pj( t), the change of variables t = - r 
in ( 6.4) yields 

r pj(t) dA+(t) = o if j is even ;?: 2. 
1/2 

Let 

lj= r pj(t) d}.+(t), 0 ~j~2n-1, 
1/2 

so that Ij = 0 if j;?: 2 is even. We then have, in Case A, 

j = 0, 1, 2, ... , 

where 6j, 0 is the Kronecker delta. Similarly, in Case B, 

in Case C: 

(OJ 2:.: I V. = U· 0 0 J ], , 
{

Io, 

v~ 1 l = -f. 
J 1' 

0, 

(OJ- {Ij, v. -
J 0, 

j = 0 or j odd, } 
otherwise, ' 

and in Case D: 

(OJ- {Ij, v. -
J 0, 

j = 0 or j odd, } 0 l _ I 
• ' Vo - o, 

otherwise, 

j=O, 

j odd, 

otherwise, 

<1l-2:.: I 
Vj - uj,O 0' 

V\1) = - v\ol, 1. >- 1 
J J ~ • 

(6.5) 

(6.6) 

(6.7) 

(6.8) 

(6.9) 

( 6.10) 
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In Sections 2.1-2.4 we have that A.+ and A._ are Lebesgue measure sup­
ported on [!, 1] and [ -1, - !], respectively. Here, / 0 = ~· The coefficients 
aj(A.), bj(A) in (6.3) can be computed very accurately by known procedures 
of Stieltjes or Lanczos type ( cf. [ 3, Example 4.7; 5, Section 4.3] ), 
whereupon the integrals Ij in (6.6) can be computed (exactly) by (6.3) and 
n-point Gauss-Legendre quadrature. 

In Section 2.5, A+ and A._ are equal to the measure ltl (t 2 - ~) -I/2 x 
( 1 - t2 ) -I/2 supported on 0, 1] and [ - 1, - !J, respectively. Here, / 0 = !Jr. 
The coefficients aj( A), bj( A.) are known explicitly ( cf. [ 4, Section 5.1 ] ): 

0 ~j~2n-2, 

1 +Y- 2 

1 9 1 +Y' 
bj= 16 1 +3j+l 

1 + y-1' 

j even, 
( 6.11) 

, j = 2, 3, ... , 2n - 2. 
jodd, 

The integrals Ij can no longer be computed exactly by numerical quad­
rature, but can be approximated by N-point Gauss-Chebyshev quadrature 
with N sufficiently large. Indeed, if in 

one makes the change of variables t2 = (1 + 3s)/4, one gets 

Ij =! ( pj(! j1+3s) s- 112( 1-s) - 112 ds, 

or, transforming to the interval [ -1, 1 ], 

(6.12) 

Gauss-Chebyshev quadrature applied to the integral in ( 6.12) converges 
fast. 

6.2. Stieltjes Algorithm 

Here the coefficients { PJ} are computed as Fourier-Sobolev coefficients 

j = 0, 1, ... , k, (6.13) 
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where appropriate quadrature rules are used to compute the inner products 
in (6.13). The coefficients pj and polynomials nm intervening in (6.13) are 
computed simultaneously, the polynomials recursively by ( 6.1) using the 
coefficients Pj already obtained. The choice of quadrature rules is par­
ticularly simple in the case of Lebesgue measures. Indeed, fork~ n- 1, the 
integrands in ( 6.13) are polynomials of degree ~ 2n- 1, so that n-point 
Gauss-Legendre rules on the respective intervals [ -1, - !J and [ !, 1] will 
do the job. In the other example, one has to integrate numerically as 
described above in connection with Ij. 

6.3. Zeros 

The zeros of nn (including the complex ones, if any) can be conveniently 
computed as eigenvalues of the Hessenberg matrix ( cf. [ 6, Section 1]) 

pg p~ p~ pn-2 n-2 pn-1 
n-l 

1 p~ Pi pn-2 n-3 pn-1 n-2 
0 1 p~ pn-2 pn-1 

B = n-4 n-3 (6.14) 
ll 

0 0 0 p~-2 P7-• 
0 0 0 1 p~-1 

To compute all real zeros of n 11 and n~, we scanned a suitable interval 
(typically, [ -1.6, 1.6]) for sign changes in nn and n~ and used the mid­
points of the smallest intervals found on which nn (resp. n;1) changes sign 
as initial approximations to Newton's method. 
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Abstract

Software (in Matlab) is developed for computing variable-precision recurrence coefficients for orthogonal poly-
nomials with respect to the weight functions 1+ sin(1/t), 1+cos(1/t), e−1/t on [0, 1], as well as e−1/t−t on [0,∞]
and e−1/t2−t2 on [−∞,∞]. Numerical examples are given involving Gauss quadrature relative to these weight
functions.
© 2005 Elsevier B.V. All rights reserved.

Keywords: Orthogonal polynomials; Densely oscillating weight functions; Exponentially decaying weight functions; Gaussian
quadrature

1. Introduction

The availability of constructive methods and related software for orthogonal polynomials makes it pos-
sible to numerically generate such polynomials relative to weight functions of ever increasing complexity.
This is illustrated here in the case of weight functions on [0, 1], such as 1 + sin(1/t) or 1 + cos(1/t),
that are densely oscillating near the origin, and weight functions decaying exponentially fast near the
origin, such as e−1/t on [0, 1], none of which is in the Szegö class. We also consider the weight function
e−1/t−t on [0,∞] and e−1/t2−t2 on [−∞,∞]. In all these cases, the moments of the weight function
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are expressible in terms of special functions (sine, cosine, and exponential integrals and modified Bessel
functions), which can all be evaluated to arbitrary precision.With the moments at hand, an algorithm due
to Chebyshev can be applied to compute the recurrence coefficients for the orthogonal polynomials from
the given moments. Although there is a great deal of ill-conditioning involved in this approach, it can be
surmounted by symbolic computation and variable-precision arithmetic as supplied, e.g., by the current
release of Matlab.
A number of Matlab routines are developed for computing the recurrence coefficients of the de-

sired orthogonal polynomials to arbitrary precision, and files are produced containing the first 40 of the
coefficients to 34 decimal digits. All Matlab routines and files referenced in this paper are downloadable
individually from the web site
http://www.cs.purdue.edu/archives/2002/wxg/codes/

containing the Matlab package OPQ and the relevant collection OWF. Numerical examples involving inte-
gration of weighted integrals by Gaussian quadrature are provided illustrating the power and effectiveness
of the software.

2. Densely oscillating trigonometric weight functions

2.1. The weight function w(t)= 1+ sin(1/t) on [0, 1]

Constructing orthogonal polynomials relative to this weight function is a challenging task, given the
densely oscillating behavior of w near the origin. The only approach that seems feasible is one based
on the moments of w; indeed, the Chebyshev algorithm (cf. [2, Section 2.1.7]) generates the three-term
recurrence relation for the (monic) orthogonal polynomials �k(·)= �k(·;w) from the moments

�k =
∫ 1

0
tk[1+ sin(1/t)] dt, k = 0, 1, 2, . . . . (1)

In view of the well-known ill-conditioning of this approach [2, Section 2.1.4], it can only succeed if
high-precision arithmetic is used. We propose to invoke the symbolic/variable-precision capabilities of
Matlab 6, Release 12, for this purpose.
To compute the moments (1), we first consider the “core moments” �0k = ∫ 1

0 t
k sin(1/t) dt . By the

change of variable t 
→ 1/t , one has

�0k =
∫ ∞

1
t−(k+2) sin t dt ,

and two integrations by part will show that �0k satisfies the recurrence relation

�0k+1 = 1

k + 2

[
1

k + 1
(cos 1− �0k−1)+ sin 1

]
, k = 0, 1, 2, . . . . (2)

Here,

�0−1 =
∫ ∞

1

sin t

t
dt = �

2
− Si(1), �00 =

∫ ∞

1

sin t

t2
dt = sin 1− Ci(1), (3)
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where Si and Ci are the sine and cosine integrals, respectively (cf. [1, Eqs. (5.2.1 and 5.2.2)]). In terms
of the core moments �0k , the actual moments �k are simply

�k = 1

k + 1
+ �0k, k = 0, 1, 2, . . . . (4)

TheChebyshev algorithm now takes the first 2nmoments �k , k=0, 1, . . . , 2n−1, and from themproduces
the first n recurrence coefficients �k , �k , k = 0, 1, . . . , n− 1, in the three-term recurrence relation

�k+1(t)= (t − �k)�k(t)− �k�k−1(t), k = 0, 1, . . . , n− 1,

�−1(t)= 0, �0(t)= 1, (5)

for the orthogonal polynomials �k . This is implemented in the Matlab routine schebyshev.m,
a symbolic version of the OPQ routine chebyshev.m. The Matlab script below uses this routine with
d-decimal-digit arithmetic to generate the first N recurrence coefficients in (5).

% S R_SIN0 Symbolic/variable-precision recurrence coefficients
% for the weight function w(x)= 1+sin(1/x) on [0,1]
%
syms mom ab
digits(d); dig= d;
mom(1)= ’sin(1)-Ci(1)’;
mom(2)= ’(Si(1)-pi/2+sin(1)+cos(1))/2’;
for k= 3:2*N

mom(k)= ((’cos(1)’-mom(k-2))/(k-1)+’sin(1)’)/k;
end
for k= 1:2*N

mom(k)= mom(k)+1/k;
end
ab= schebyshev(dig,N,mom);

Howmuch precision is needed to obtain 34 good decimal digits for the firstN=40 recurrence coefficients?
Using d = 70 in the above routine, one obtains

�39 = .510028114107742 . . . ,
�39 = .609363829421165 . . . (−1).

Comparing this with 95-digit computation, one observes agreement to only the first 12 digits; the digits
underlined are therefore in error. As k is decreased down from 39, the results for �k , �k gradually become
more accurate. This behavior is typical for the ill-conditioning of the underlying moment map, which
here, in the worst case, causes a loss of 70−12=58 digits. To obtain 34 good digits for all results, one thus
expects to need about 92-digit computation. It is found that 95- and 100-digit computation indeed yield
results which agree to at least 37 digits. Rounded to 34 digits, the results are stored in the file absin0; a
few beginning and final entries of the file are displayed below to 16 digits. Note that the �s are hovering
around 12 and the �s around 1

16 , the limit values that would be attained if the weight function were in the
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Szegö class.

ab =
[ .5841029561609566, 1.504067061906928]
[ .4634474607770499, .7094822535096882e-1]
[ .4977629714178322, .7892077774694954e-1]
[ .5356590088623750, .5547885019105795e-1]
[ .4669144430825117, .6259489484316939e-1]
[ .4951204560106238, .7262419731845188e-1]

... ... ... ...
[ .5109646577717308, .5919672749794708e-1]
[ .4919346767523436, .6218164541801303e-1]
[ .4973070307106440, .6494413841533854e-1]
[ .5100281141083978, .6093638294208964e-1]

Some of the early coefficients �k , �k were checked (successfully) by a quadruple-precision Fortran
program.

Example 1.1. Compute the integral
∫ 1
0 f (t) sin(1/t) dt , wheref (t)= tan((12� − �)t), � = .1.

We use

∫ 1

0
f (t) sin(1/t) dt =

∫ 1

0
f (t)[1+ sin(1/t)] dt −

∫ 1

0
f (t) dt (6)

and apply to the first integral on the right Gaussian quadrature relative to the weight function w and to
the second Gauss–Legendre quadrature on [0, 1]. This is carried out in the following script:
% INTSIN0 Integration relative to the weight function
% w(t)= sin(1/t)
%
f1= ’%5.0f %21.13e %21.13e %21.13e\n’;
fprintf(’\n’)
disp(’ n n-point Gauss’)
load -ascii absin0;
ab= absin0; abl= r_jacobi01(40);
delta= .1;
for n= 4:4:36

xwl= gauss(n,abl); xw= gauss(n,ab);
intl= sum(xwl(:,2).*tan((pi/2-delta).*xwl(:,1)));
ints= sum(xw(:,2).*tan((pi/2-delta).*xw(:,1)));
int= ints-intl;
fprintf(f1,n,int)

end
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Table 1
Results for Example 1.1

>> intsin0

n n-point Gauss
4 1.2716655036125e+00
8 1.2957389942560e+00
12 1.2961790099686e+00
16 1.2961860624657e+00
20 1.2961861691603e+00
24 1.2961861708344e+00
28 1.2961861708631e+00
32 1.2961861708636e+00
36 1.2961861708636e+00

The output of the script is shown in Table 1.
There is practically no cancellation occurring when computing the difference of the two integrals on

the right of (6).
Convergence is seen to be relatively fast (it is faster for � = .3 or � = .5), but is the limit correct?

Seeing some other quadrature scheme yielding similar, albeit less accurate, results would give us more
confidence in the limit value of Table 1. We tried the N-point Gauss–Legendre rule on [0, 1] for large
values of N, applied directly to the integral on the left of (6), and found

N N-point GL
200 1.29623...e+00
400 1.29614...e+00
600 1.29621...e+00
800 1.29617...e+00
1000 1.29619...e+00

The first four digits are the same as in Table 1 and are established rather quickly (relatively speaking).
Evidently they correspond to the part of the integral away from zero. The difficult behavior of the integrand
very close to zero causes the remaining digits to converge very hesitantly. Nevertheless, the correctness
of the limit in Table 1 seems to be beyond doubt.

2.2. The weight function w(t)= 1+ cos(1/t) on [0, 1]

Analogously to Section 2.1, we define

�k =
∫ 1

0
tk[1+ cos(1/t)] dt, k = 0, 1, 2, . . . , (7)

and �0k = ∫ 1
0 t

k cos(1/t) dt , and find for �0k the recurrence relation

�0k+1 = 1

k + 2

[
cos 1− 1

k + 1
(sin 1+ �0k−1)

]
, k = 0, 1, 2, . . . , (8)

with

�0−1 = −Ci(1), �00 = cos 1+ Si(1)− �

2
. (9)
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This yields �k as in (4) and gives rise to a routine sr_cos0.m similar to sr_sin0.m. The first N = 40
recurrence coefficients can again be obtained to 34 decimal digits using 95- resp. 100-digit arithmetic;
they are stored in the file abcos0. The first six and last four, rounded to 16 digits, are shown below.

ab =
[ .5658844678158393, .9155890494404261]
[ .4366405849780814, .1027346437337914]
[ .5796274186498604, .5270964252517353e-1]
[ .4239578421345528, .6199408887322155e-1]
[ .5354625727005339, .7671995359431511e-1]
[ .5373660897782133, .4556076502616208e-1]

... ... ... ...
[ .5186905674873959, .6081660814714736e-1]
[ .5003375738978038, .5901663246762277e-1]
[ .4979767366985249, .6422084071680227e-1]
[ .4970744762251129, .6172998651366585e-1]

Example 1.2. Compute
∫ 1
0 f (t) sin(1/t + t) dt .

We write∫ 1

0
f (t) sin(1/t + t) dt =

∫ 1

0
f (t) cos t [1+ sin(1/t)] dt +

∫ 1

0
f (t) sin t [1+ cos(1/t)] dt

−
∫ 1

0
f (t)(cos t + sin t) dt (10)

and use Gaussian quadrature relative to the weight functions 1+ sin(1/t) and 1+ cos(1/t) for the first
two integrals, and Gauss–Legendre quadrature on [0, 1] for the last. The Matlab script below implements
this for f (t)= e−t .
% INTSIN01 Integration relative to the weight function
% w(t)= sin(1/t+t)
%
f1= ’%5.0f %21.13e\n’;
fprintf(’\n’)
disp(’ n n-point Gauss’)
load -ascii absin0; abs= absin0;
load -ascii abcos0; abc= abcos0;
abl= r_jacobi01(40);
for n= 1:7

xwl= gauss(n,abl); xws= gauss(n,abs); xwc= gauss(n,abc);
intl= sum(xwl(:,2).*exp(-xwl(:,1)).*(cos(xwl(:,1))...
+sin(xwl(:,1))));

ints= sum(xws(:,2).*exp(-xws(:,1)).*cos(xws(:,1)));
intc= sum(xwc(:,2).*exp(-xwc(:,1)).*sin(xwc(:,1)));
int= ints+intc-intl;
fprintf(f1,n,int)

end
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Table 2
Results for Example 1.2 when f (t)= e−t

>> intsin01

n n-point Gauss
1 1.5532688394788e-01
2 1.5896667464309e-01
3 1.5875741460598e-01
4 1.5875671404065e-01
5 1.5875671541036e-01
6 1.5875671541391e-01
7 1.5875671541391e-01

The results are shown in Table 2.
Gauss–Legendre quadrature applied directly to the integral on the left of (10), withN=200: 200: 1000

points,manages to confirmonly thefirst twodigits, but enough to have confidence in the rapidly converging
sequence of approximations displayed in Table 2.

3. Rapidly decaying exponential weight functions

Replacing the trigonometric functions in Sections 2.1 and 2.2 by the exponential function yields rapidly
decaying exponential weight functions.

3.1. The weight function w(t)= exp(−1/t) on [0, 1]

Proceeding as in Section 2, we start from the moments

�k =
∫ 1

0
tke−1/t dt, k = 0, 1, 2, . . . , (11)

and use the Chebyshev algorithm in high precision to generate the recurrence coefficients of the desired
orthogonal polynomials �k(·;w). By a change of variable, we have

�k =
∫ ∞

1
t−(k+2)e−t dt = Ek+2(1), (12)

where En is the exponential integral (cf. [1, Eq. (5.1.4)]), which can be computed recursively [1, Eq.
(5.1.14)], giving

�k+1 = 1

k + 2
(e−1 − �k), k = 0, 1, 2, . . . ,

�0 = E2(1). (13)
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Table 3
Results for Example 3.1

>> intexp0

n n-point Gauss
2 8.1262554100479e-02
4 8.1255735149253e-02
6 8.1255733983155e-02
8 8.1255733982820e-02
10 8.1255733982819e-02
12 8.1255733982819e-02

This is incorporated in the routine sr_exp0.m, as shown below:

% S R_EXP0 Symbolic/variable-precision recurrence coefficients
% for the weight function w(x)= exp(-1/x) on [0,1]
%
syms mom ab
digits(d); dig= d;
mom(1)= vpa(’Ei(2,1)’,d);
for k= 2:2*N

mom(k)= (’exp(-1)’-mom(k-1))/k;
end
ab= schebyshev(dig,N,mom);

For N = 40, the choice d = 70 yields results correct to 9 or more decimal digits, corresponding to a loss
of as much as 61 digits. With d = 95 and d = 100, therefore, we can again secure 34 correct decimals.
The respective results are stored in the file abexp0.

Example 3.1. Compute
∫ 1
0 ln(1+ t)e−1/t dt .

The routine sr_exp0.m is used, in conjunction with the routine gauss.m, to generate Gaussian
quadrature rules for theweight function exp(−1/t), which, applied to the integral of Example 3.1, produce
results as shown in
Table 3.
The same limit value is obtained by 102-point Gauss–Laguerre quadrature of e−1(1 + t)−2 log(1 +

(1+ t)−1); see the routine intexp0.m.

3.2. The weight function w(t)= exp(−1/t − t) on [0,∞]

Here, the moments of w are expressible in terms of the modified Bessel functions according to [3, Eq.
(3.471.9)]

�k =
∫ ∞

0
tke−(1/t+t) dt = 2Kk+1(2), k = 0, 1, 2, . . . . (14)
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This can be computed recursively as follows (cf. [1, Eq. (9.6.26)]):

�k+1 = (k + 1)�k + �k−1, k = 0, 1, 2, . . . ,

�−1 = 2K0(2), �0 = 2K1(2), (15)

and gives rise to the routine sr_exp0inf.m:

% S R_EXP0INF Symbolic/variable-precision recurrence
% coefficients for the weight function
% w(x)= exp(-1/x-x) on [0,inf]
%
syms mom ab
digits(d); dig= d;
mom(1)= vpa(’2*BesselK(1,2)’,dig);
mom(2)= mom(1)+vpa(’2*BesselK(0,2)’,dig);
for k= 3:2*N

mom(k)= (k-1)*mom(k-1)+mom(k-2);
end
ab= schebyshev(dig,N,mom);

In the caseN=40, d=70, the loss of accuracy is at most 36 digits, leaving us with about 34 correct digits.
This is confirmed by running sr_exp0infwith d=75 and d=80, the results of which agree to at least
38 digits. The file abexp0inf is provided with 34-digit values of the desired recurrence coefficients.
The beginning and end of the file, rounded to 16 decimals, are shown below:

ab =
[ 1.814307758763789, .2797317636330449]
[ 3.647885050815283, 1.336902874017094]
[ 5.563608408242503, 4.576187502809998]
[ 7.510248881089434, 9.776110045536486]
[ 9.472385776425876, 16.95364518291704]
[ 11.44360258233455, 26.11622048172850]

... ... ... ...
[ 73.23900952424970, 1300.294223771922]
[ 75.23687505008481, 1373.374066736622]
[ 77.23481475899122, 1448.453190623454]
[ 79.23282425676095, 1525.531620678047]

Example 3.2. Compute
∫ ∞
0 J0(t)e−1/t−t dt .

Gauss quadrature relative to the weight function w(t) = exp(−1/t − t) yields results as shown in
Table 4.
In contrast, Gauss–Laguerre quadrature of J0(t)e−1/t requires N = 1000 points only to get 11-digit

accuracy. Such is the debilitating effect of the strong decay of e−1/t as t ↓ 0. On the other hand,
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Table 4
Results for Example 3.2

>> intexp0inf

n n-point Gauss
4 1.1162402700893e-01
8 1.1153340191221e-01
12 1.1153288987809e-01
16 1.1153289176609e-01
20 1.1153289176207e-01
24 1.1153289176207e-01

writing

∫ ∞

0
J0(t)e

−1/t−t dt =
∫ 1

0
[J0(t)e−t ]e−1/t dt + e−1

∫ ∞

0
[J0(1+ t)e−1/(1+t)]e−t dt

and evaluating the first integral on the right by n-point Gauss quadrature with respect to the weight
function e−1/t (cf. Section 3.1) and the second by n-point Gauss–Laguerre quadrature yields also
11-digit accuracy, but already with N = 40. Nevertheless, this requires two different, more slowly
convergent, quadrature routines, compared to just one in the solution given in Example 3.2. The
slowdown is actually caused by the Gauss–Laguerre quadrature of the second integral. See the
routine intexp0inf.m.

3.3. The weight function exp(−1/t2 − t2) on [−∞,∞]

Similarly as in Section 3.2, one can express the moments in terms of modified Bessel functions: all
moments of odd order are zero, while those of even order are

�2k = 2Kk+1/2(2), k = 0, 1, 2, . . . , (16)

and can be computed recursively by

�2k+2 = (k + 1
2 )�2k + �2k−2, k = 0, 1, 2, . . . ,

�−2 = �0 = 2K1/2(2). (17)
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This is done in the routine sr_expminfpinf.m:

% S R_EXPMINFPINF Symbolic/variable-precision recurrence
% coefficients for the weight function
% w(x)= exp(-1/xˆ2-xˆ2) on [-inf,inf]
%
syms mom ab
digits(d); dig= d;
mom(2:2:2*N)= vpa(0,dig);
mom(1)= vpa(’2*BesselK(1/2,2)’,dig);
mom(3)= 3*mom(1)/2;
for k= 3:2*N

mom(2*k-1)= (k-3/2)*mom(2*k-3)+mom(2*k-5);
end
ab= schebyshev(dig,N,mom);

Ill-conditioning of themoment map here is considerably less severe than in the case of the weight function
exp(−1/t − t), a phenomenon similar to one observed for Laguerre vs Hermite weight functions (see [2,
Tables 2.2 and 2.3]). Comparing the results of sr_expminfpinf.m for d = 50 with those for d = 55
reveals a loss of at most 17 digits as compared to 36 digits in the case of sr_exp0inf.m (cf. Section
3.2). The choices d = 55 and d = 60 produce results that agree to at least 38 digits. They are stored in the
file abexpminfpinf to 34 digits and, rounded to 16 digits, are partially displayed below.

ab =
[0, .2398755439361229]
[0, 1.500000000000000]
[0, .6666666666666667]
[0, 2.583333333333333]
[0, 1.475806451612903]
[0, 3.659439450026441]
... ...
[0, 16.49963635631090]
[0, 20.31604933808658]
[0, 17.46711169129393]
[0, 21.34281282504185]

Table 5
Results for Example 3.3

>> intexpminfpinf

n n-point Gauss
2 1.5040374279876e-01
4 1.1308193957943e-01
6 1.1342796227803e-01
8 1.1342695840745e-01
10 1.1342695981592e-01
12 1.1342695981475e-01
14 1.1342695981475e-01
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Example 3.3. Compute
∫ ∞
−∞ e−t cos t e−1/t2−t2 dt .

Table 5 illustrates the use of Gauss quadrature relative to theweight functionw(t)=exp(−1/t2−t2) dt .
In stark contrast, 1000-point Gauss–Hermite quadrature of e−t−1/t2 cos t yields only 8 correct digits;

see the routine intexpminfpinf.m.
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Abstract A symbolic/variable-precision procedure is described (and imple­
mented in Matlab) that generates an arbitrary number N of recurrence coef­
ficients for orthogonal polynomials to any given precision nofdig. The only 
requirement is the availability of a variable-precision routine for computing 
the first 2N moments ofthe underlying weight function to any precision dig > 
nofdig. The procedure is applied to Freud, Bose-Einstein, and Fermi-Dirac 
orthogonal polynomials. 

Keywords Variable-precision recurrence coefficients· Symbolic Chebyshev 
algorithm · Freud orthogonal polynomials · Bose-Einstein orthogonal 
polynomials · Fermi-Dirac oerthogonal polynomials 

Mathematics Subject Classifications (2000) 3304 • 33C47 

1 Introduction 

The availability of symbolic/variable-precision software for orthogonal poly­
nomials (for software in Mathematica, see the package OrthogonalPol­
ynomials in [1]; for software in Matlab, the package SOPQ at http:// 
www.cs.purdue.edu/archives/2002/wxg/codes ) makes it possible to generate 
the respective recurrence coefficients to arbitrary precision also in nonstandard 
cases where they are not known explicitly. The basic vehicle is the Chebyshev 
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algorithm, which allows us to compute the recurrence coefficients from the 
moments of the underlying weight function. Thus, all that is required is a 
procedure for evaluating the moments in variable-precision arithmetic. Since, 
as is well known, the problem of computing recurrence coefficients from 
moments is highly unstable, it will be necessary to employ high-precision 
computation to overcome the instability. 

We illustrate this capability for a variety of weight functions, thereby, 
in part, extending existing software and tables to an arbitrary number of 
recurrence coefficients and arbitrary precision. 

In Section 2 the basic algorithm is described. It uses the symbolic Matlab 
program1 schebyshev. m implementing the Chebyshev algorithm and re­
quires a symbolic routine momname. m that generates the necessary moments. 
In the subsequent sections, the algorithm is applied to a variety of orthogonal 
polynomials, including Freud polynomials, Bose-Einstein polynomials, and 
Fermi-Dirac polynomials, corresponding, respectively, to weight functions 
w(x) = lxla exp( -lxi.B) on R (a > -1, {3 > 0), w(x) = [xj(ex- 1)]', w(x) = 
[1/(ex + 1)]' on R+ (r = 1, 2, 3, ... ). 

2 Basic algorithm 

Suppose we are given a (nonnegative) weight function w on some interval 
(a, b), -oo ::::a < b :::: oo, defining a set of (monic) orthogonal polynomials Ttk, 

k = 0, 1, 2, ... , where 

k=0,1,2, ... , 

rto(x) = 1, rt_t (x) = 0 (1) 

is the three-term recurrence relation satisfied by the polynomials Ttk. Here, 
ak = ak(w), f3k = fJk(w) are certain constants depending on the weight func­
tion w, where ak E R, f3k > 0, and {30 , though arbitrary, is defined by {30 = J: w(x)dx. Our objective is to compute the first N of these coefficients to 
an accuracy of nofdig decimal places. To do so in Matlab, we store these 
coefficients in an N x 2 array ab, where the first column of ab contains 
ao, at •... , aN-I, and the second column f3o, f3t •... , fJN-1 (cf. [3, §2.1]). 

In principle, these coefficients can be computed from the first 2 N moments 

f.Lk = 1b xkw(x)dx, k = 0, 1, ... 2N- 1, (2) 

1 All Matlab routines referred to in this paper can be downloaded from the Purdue web site 
mentioned at the beginning of this section. 
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of w by means of the Chebyshev algorithm (cf. [3, §2.2], where ak = bk = 
0, all k). Because of the severe ill-conditioning of the map from the 2N 
moments /1-k to the 2 N recurrence coefficients ak. f3k, 0 ~ k ~ N- 1, the desired 
accuracy of nofdig decimal digits can be achieved only if the computation is 
carried out in a precision considerably higher than nofdig. We determine this 
required precision iteratively by starting with a precision of digO=nofdig 
decimal digits and increasing it in steps of dd = 10 digits until the desired 
accuracy of nofdig digits is achieved. (The choice dd = 10 was arrived at 
by experimentation as being reasonably efficient, but can easily be changed if 
deemed necessary.) 

The procedure requires two variable-precision algorithms, the first one for 
computing the 2N moments /1-k in dig-digit arithmetic, and the second one 
implementing the Chebyshev algorithm in the same precision of dig decimal 
digits. If the given weight function w depends on parameters, then so does the 
first routine, 

mom= momname(dig, N, ... ), (3) 

where name is the name for the orthogonal polynomials in question, and the 
three dots indicate the list of parameters. The second routine is the symbolic 
Chebyshev algorithm (cf. Section 1), 

ab = schebyshev(dig, N, mom). (4) 

The details of the iterative procedure can be gathered from the following 
Matlab function. 

%SR name This computes the first N recurrence 
%coefficientsakl f3kt k=O,l, ... ,N-1, toan 
0/oaccuracy of nofdig digits for the system of 
%orthogonal polynomials named name.The output 
o/ovariable ab is the Nx2 array of the nofdig-digit 
o/orecurrence coefficients, and dig is the number 
o/oof digits required to achieve the target 
%precision of nofdig decimal places. 
% 
function [ab,dig]=sr_name(N, ... ,nofdig) 
syms mom ab abO abl 
dd=lO; digO=nofdig; 
i=digO-dd; 
maxerr=l; 
while maxerr>.S*lOA(-nofdig) 

i=i+dd; dig=i; 
mom=momname (dig, N, ... ) ; 
if i==digO 

abO=schebyshev(dig,N,mom); 
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else 
abl=schebyshev(dig,N,mom); 
serr=vpa(abs(abl-abO),dig); 
err=subs (serr) ; 
maxerr=max(max(err)); 
abO=abl; 

end 
end 
ab=vpa(abl,nofdig); 

The procedure is essentially the same for any particular system of orthog­
onal polynomials and requires only the specification of the routine momname. 
Still, there are instances where instead of an absolute error criterion, a relative 
one may be preferable, either for the a-coefficients, or the ,8-coefficients, or 
both. If, for example, we want to control the absolute error in the a-coefficients 
and the relative eiTor in the ,8-coefficients, we let the statement defining serr 
be followed by 

serr(:, 2) = vpa(abs((abl(:, 2)- abO(:, 2))./abl(:, 2)), dig). (5) 

Similarly for other combinations of absolute and relative error. In the special 
case of symmetric weight functions, where all ak = 0, to control the relative 
error of the ,8-coefficients, it suffices to define serr by the right-hand side of 
(5). 

3 Freud and half-range Hermite polynomials 

Freud orthogonal polynomials are associated with the weight function 

w(x) = lxla exp( -lxlfl), x E JR, a > -I, ,B > 0. 

Its moments are easily found to be 

I 0 if k is odd, 

tLk = 2 ( k + a + 1 ) f, r ,B if k is even. 

The dig-digit routine momfreud. m, therefore, looks as follows. 

~Springer 

%MOMFREUD 
% 
function mom=momfreud(dig,N,alpha,beta) 
digits (dig) ; 
for k=l:2*N 

if rem(k,2)==0 
mom(k)=O; 

(6) 

(7) 
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else 
mom(k)=vpa(2*gamma(vpa((k+alpha)/beta))/beta); 

end 
end 

Since w is symmetric, all ak = 0. The special case {3 = 2, glVlng rise 
to generalized Hermite polynomials, may serve as a test example, since 
the recurrence coefficients are known to be {30 = f((a + 1)/2), f3k = (k + 
ska)/2, where sk = 0 if k is even, and sk = 1 if k is odd. Running 
srJreud (N, alpha, beta, nofdig) with N = 100, alpha= ±1/2, beta= 
2, and nofdig = 40, indeed passed the test. 

The routine was then applied to generate the first N = 100 recurrence 
coefficients f3k for the Freud weight ( 6) with a = 0, {3 = 4:2: 10, calling 
for nofdig=32 digit accuracy. The results can be found in the files 
coefffreud4-10 on the web site http://www.cs.purdue.edu/archives/2001/ 
wxg/tables. In the case {3 = 4, they are in complete agreement with results 
obtained with Mathematica by A. Cvetkovic and G. V. Milovanovic, using a 
different method (the nonlinear recurrence relation in [7]). Each case took 
about 30 min. to run on a Sun Ultra 5 workstation and required as much as 
112-digit calculations. 

As a matter of curiosity, when {3 = 6, we observed that {31 = {32• Generally, 
however, the f3k slowly increase monotonically (except for the first few). In 
fact, for {3::: 2, the following asymptotic result holds (cf. [6, eq (1.10)], adapted 
to our notations, which differ from those in [6]), 

where 

r(f3 /2)f(l/2) 
y = r((f3 + I )/2) 

Our computations, moreover, suggest that 

4f3k 1 
(yk) 2113 1 fork:=:: k0({3), 

(8) 

(9) 

(10) 

where k0 ({3) is relatively small (equal to 5, 6, 4, 4 for respectively {3 = 
4, 6, 8, 10). 

A weight function somewhat related to Freud's is the half-range Hermite 
weight function 

(11) 

whose moments are given by 

1 (k + 1) Ilk= 2 r - 2 - , k = 0,1, 2, ... , 2N- 1, (12) 
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and evaluated to dig decimal places by the routine momhalfrangehermite. m: 

o/oMOMHALFRANGEHERMITE 
% 
function mom=momhalfrangehermite(dig,N) 
digits(dig); 
for k=l:2*N 

mom(k)=vpa(gamma(vpa(k/2))/2); 
end 

The first 100 recurrence coefficients are generated by the routine 
sr halfrangehermite (N, nofdig) to nofdig = 32 decimal places and stored 
in the file coeffhalfrangehermi te of the web site indicated above. 
They agree (except for occasional last-digit discrepancies of one unit) with 
all 25-digit values produced by other methods and stored in the OPQ file 
abhrhermi te ( cf. [2, Example 2.31 ]). 

4 Bose-Einstein polynomials 

Polynomials orthogonal with respect to the weight function 

( x )' on IR+, w > 0, r E N+ ecvx _ 1 

we call Bose-Einstein polynomials since for r = 1 the weight function in 
statistical mechanics defines a Bose-Einstein distribution. For the purpose of 
computing their recurrence coefficients, it suffices to consider the special case 
w = 1, since the a-coefficients in this special case, if divided by w, and the fJ•
coefficients divided by w2, yield the recurrence coefficients in the general case 
w > 0. So let the weight function be 

The moments of w, 

w(x) = (-x-)' on IR+, r EN+. 
ex- 1 

11 (r) = dx 100 xk+r 

~""k o (ex - lY . ' k = 0, I, 2, ... , 2 N - I, 

are known explicitly when r = 1, 

llkl) = r(k + 2){(k + 2) 

(13) 

(14) 

(15) 

(cf. [5, eq 3.411.1]). To obtain the moments for any fixed r > 1, we observe that 
for p > I, 

1(p-l) - dx- [~- I]dx 1oo xk+p 1oo xk+p 

I k+t - o (ex- l)P-1 - o (ex- l)P 

1oo xk+p 
= exdx- 11~), 

0 (eX- l)P 
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that is, 

The integral on the right can be evaluated using integration by parts, 

('o xk+p t!dx = __ I_ ()() xk+p~ { 1 } dx 
Jo (ex - l)P p- 1 }0 dx (ex- l)P-i 

1 { xk+p 100 roo xk+p-1 } 
=-p- J (eX- J)P-1 0 - (k + p) lo (eX- l)P-i dx 

= __ 1_ {-<k + p)JL~-1)}. 
p-l 

Therefore, 

(p) k + p (p-1) (p-I) 
ILk = --1 i1 k - fLk+l p-

(16) 

Since the moments /Lkll are known by (15), the relation (16) allows us to 
compute from the first 2 N + r of them recursively (in p) all the desired 

. ( ) . h fi d (Z) k (I) (I) moments m 14 . For example, Wit p = 2, we n ilk = ( + 2)llk - JLk+l' 

hence, by (15), JLk2) = r(k + 3)[~(k + 2)- ~(k + 3)J, which is a known result 
( cf. (5, eq 3.423.1 ]). 

The following routine momboseeinstein . m implements the above procedure 
in dig-digit arithmetic. 

o/oMOMBOSEEINSTEIN 
% 
function mom=momboseeinstein(dig,N,r) 
digits(dig); 
for k=1:2*N+r 

end 

m(k,l)=gamma(vpa(k+l))*zeta(vpa(k+l)); 
if r==1 & k<=2*N 

mom(k)=m(k,1); 
end 

if r>l 
for rho=2:r 

for k=1:2*N+r-rho 
m(k,rho)=vpa(((k+rho-1)/(rho-1))*m(k,rho-1} ... 

-m(k+1,rho-1)); 

~Springer 

272



416 Numer Algor (2009) 52:409--418 

end 
end 

end 

if rho==r 
mom (k) =m (k 1 rho) ; 

end 

In the corresponding procedure sr_boseeinstein (N 1 r I nofdig), it is ad­
visable to use the relative error criterion, both for the a- and ,B-coefficients 
(cf. the final paragraph in Section 2). When run with N = 100; r = 1 and 2, 
nofdig = 32, it reproduced the first 40 recurrence coefficients in Table 1 and 
Table 2 of [4, Appendix 1], with almost perfect agreement in all 25 decimal 
digits given there, the exceptions being occasional discrepancies of one unit in 
the last decimal place. The running times on a Sun Ultra 5 workstation, for 
r = 1 :4, were respectively about 52, 72, 86, and 102 min., and the required 
precisions 142, 182, 212, and 242 digits. The results, along with those for r = 3 
and 4, are posted in the files coeffboseeinstein1-4 on the web site given 
in Section 3. 

5 Fermi-Dirac polynomials 

We call Fermi-Dirac polynomials those that are orthogonal with respect to the 
weight function 

( 
1 )' on!R+,w>O,rEN+ 

ewx + 1 

since, for r = 1, it defines in statistical mechanics a Fermi-Dirac distribution. 
As explained in Section 4, it suffices to deal with the case w = 1, 

w(x) = (-1-. )' on R+, r EN+. ex+ 1 

To compute the moments 

t <rl - {'X! xk . dx 
1 k - lo (ex+ IY ' 

k=0,1, ... ,2N-l, 

of w, for fixed r :::: 1, we first observe that 

"'(I) - {'X!~- roo dt - lim t' (~- - 1-) dt 
0 - } 0 ex + I - } 1 t(t + 1) - u-+oo } 1 t t + I 

(17) 

(18) 

= lim (In _u_ + ln2) = ln2. (19) 
Ll---"00 u + I . 

and, for k > 0, 

/lktl = (1- Tk)f(k + l){(k + 1), k = I, 2, ... , 2N- 1 (20) 
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(cf. [5, eq 3.411.3]). Furthermore, 

/l(p+ll -JL<Pl = (Xl xk [1- (ex+ l)]dx 
k k ] 0 (ex+ l)P+l 

= - roo xk eX dx = 2. roo xk ~ { 1 } dx, 
} 0 (ex+ l)P+1 p }0 dx (& + I)P 

and using integration by parts, 

(p+l) (p) { p ·}2P 
Ilk =Ilk - k 

- ll(p) 
p k-I 

if k = 0, 

if k > 0. 

The Eq. 22 with k = 0, in combination with (19), allows us to compute 

11i:) for p=1,2, ... ,r, 

(21) 

(22) 

(23) 

which, in particular, gives us the zero-order moment Jig->. Next, (20) can be 
used to compute 

(I) k Ilk for = I, 2, ... , 2 N - 1, (24) 

which, if r = 1, gives us the remaining higher-order moments. If r > 1, we 
use (23) and (24) as initial values to compute from (22), successively for 
k = 1, 2, ... , 2 N- 1, the quantities 11i;) for p = 2, 3, ... , r, which yields the 
higher-order moments 11fl, k = I, 2, ... , 2 N- 1. 

The procedure outlined above is implemented in the following dig-digit 
routine momfermidirac. m. 

% MOMFERMIDIRAC 
% 
function mom=momfermidirac(dig,N,r) 
digits(dig); 
m(1,1)=vpa('log(2)'); 
if r==1 

mom(1)=m(1,1); 
else 

for rho=1:r-1 
m(1,rho+1)=vpa((m(1,rho)-1/(rho*(2~rho))); 

end 
mom ( 1 ) =m ( 1, r) ; 

end 
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for k=2:2*N 
m(k,1)=vpa((1-2~(1-k))*gamma(vpa(k))*zeta(vpa(k))); 

if r==1 
mom(k)=m(k,1); 

end 
end 
if r>1 

end 

for k=2:2*N 
for rho=1:r-1 

m(k,rho+1)=vpa(m(k,rho)-(k-1)*m(k-1,rho)/rho); 
end 
mom(k)=m(k,r); 

end 

The procedure srJermidirac (N, r, nofdig) (with relative error control 
in both the a- and ,8-coefficients) was run with N = 100, r = 1:4 and nofdig= 
32. The results, obtained with an effort comparable to the one in the case of 
Bose-Einstein coefficients, are stored in the files coefffermidiracl-4 on 
the web site mentioned in Section 3. In the process, Tables 3-4 in [4] of the 
first 40 recurrence coefficients for r = 1 and 2 were checked and found to be 
correct in all 25 decimal digits given there. 

Acknowledgement The author thanks Doron Lubinsky for Reference [6]. 
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1 Introduction 

Let w ;!= 1 be one of the classical weight functions for orthogonal polynomials 
and I the associated interval of orthogonality. Given a strict subinterval 
! 0 c I, polynomials orthogonal on /0 relative to w are here called sub-range 
orthogonal polynomials relative to w. Examples of such polynomials, occurring 
in physics and statistics, are the half-range Hermite polynomials orthogonal 
on JR+ relative to the weight function w(l) = e-12 (cf. [6, Examples 2.31 and 
2.41], [5, Section 2.2(iii)]), the finite-range Hermite polynomials orthogonal 
with respect to the same weight function, but on [ -c, c] or [0, c] (c > 0), the 
latter being known as Maxwell's distribution, and the finite-range Laguerre 
polynomials orthogonal relative to the weight function w(t) = e-t on [0, c] 
(cf. [5, Section 2.2,(iv)]). 
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Recently, in connection with subperiodic trigonometric quadrature, Da 
Fies and Yianello [1] used sub-range Chebyshev polynomials orthogonal with 
respect to the weight function w(t) = (I - t2)- 112 on the interval [ -c, c], where 
c = sin(w /2), 0 < w < JT, and applied them to construct interesting Gaussian 
product formulae for integration over circular and annular sectors, circular 
zones, and circular lenses; see also [2]. In their computations they apply the 
modified Chebyshev algorithm ( cf. [ 6, Section 2.1.7]) with Chebyshev moments 
of the weight function (1- c2t2 )-112 on [-I, I]; see [1, Section 2.1). This work 
is specifically tailored to Chebyshev weight functions and rests heavily on 
the ability to accurately compute the modified moments-a nontrivial task. 
A more general, and at the same time simpler, approach is via discretization 
methods (cf. [6, Section 2.2.2]), which are used here to compute not only 
sub-range Chebyshev, but arbitrary sub-range Jacobi polynomials. The same 
method, in principle, can be applied to any weight function w. 

2 Sub-range Jacobi polynomials and related Gaussian quadratures 

Let 

w(x) =(I -xr'(l +x)fl, a> -I, {3 > -1, (2.1) 

be the Jacobi weight function on I = [-1, 1], and let the subinterval be 
!0 = [ -c, c], 0 < c < l. Denote the corresponding (monic) sub-range Jacobi 
polynomials by nk(x), so that 

[~, JTk(X)JTt(X)W(X)dx = 0 if k ::/= t. 

Define 
I 

Pk(t) = ck nk(ct), k = 0, 1, 2, .... (2.2) 

These are monic polynomials satisfying the orthogonality relation 

j_ll Pk(l)pe(t)w(ct)dt = 0 if k ¥= e, (2.3) 

and therefore satisfy a three-term recurrence relation 

Pk+l (t) = (t- ak)Pk(t)- bkPk-t (t), k = 0, I, 2, ... , 
Po(t) = 1, P-t (f) = 0, (2.4) 

where by convention, b 0 = J~ 1 w(ct)dt. The coefficients a"' b k (which depend 
on c) can easily be computed by the "general-purpose" discretization method 
described in [6, Section 2.2.2], using the software package OPQ1 (for details, 

1The package OPQ can be accessed at OPQ. html of the website http://www.cs.purdue.edu/ 
archives/2002/wxg/codes, and all Matlab routines referenced in this paper at SRJAC of the same 
website. 
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see Section 3). Once they have been computed, the recurrence coefficients otk. 
fJk of the sub-range Jacobi polynomials can be obtained by putting t = xjc in 
(2.4) and multiplying through by ck+l. In view of (2.2), i.e., ck Pk(xjc) = :rrk(x), 
one gets 

otk =cab k 2:: 0; fJk = c2bk. k 2:: l. 

Furthermore, by convention, fJo = f~c w(x)dx = c f~ 1 w(ct)dt, so that 

fJo = cbo. 

(2.5) 

(2.6) 

The first n recurrence coefficients ak, b k in (2.4) allow us to generate the 
n-point Gauss formula 

! I n 

_1 f(t)w(ct)dt = £; Wk(c) [(tk(c)), f E JP>2n-1, (2.7) 

using the OPQ routine gauss.m. As c varies from 0 to 1, (2.7) describes a 
continuous transition from the Gauss-Legendre to the Gauss...;.Jacobi rule. 

The same approach can be used to deal with asymmetric subintervals Io, 
say, /0 = [ -1, c], where 0 < c < I. Instead of the simple transformation x = ct, 
used in (2.2), one must use 

1 1 
x=x(t;c):= 2(l+c)t- 2(1-c), -1~t~l. 

The polynomials 

1 
Pk(l) = k :rt'k(x(t; c)), k = 0, I, 2, ... , (2.8) 

[io+c)J 

are then orthogonal on [-1, 1] with respect to the weight function w(x(t; c)). 

If (2.4) is again their recurrence relation, with b 0 = f~ 1 w(x(t; c))dt = [~(1 + 
c)r1 f~ 1 w(x)dx, we get for the recurrence coeficients otk, fJk of the sub-range 
Jacobi polynomials 

Olk=ak-io-c), k2::o; fJk=[io+c)rbk, k2::1, (2.9) 

and fJo = L 1 w(x)dx = ~(I+ c)b 0• 
For c = 0, we have 

(2.10) 

so that 

! I n 

_
1 

f(t)w(x(t; c))dt = £; wk(c)f(tk(c)), f E lP'zn-1· (2.11) 
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now represents a continuous transition from the Gauss formula for the weight 
function (2.10) (when c = 0) to the Gauss-Jacobi formula (when c = 1). 

3 Computational algorithms 

The basic computational problem consists in computing, for any given integer 
n, the first n recursion coefficients ak, b k, k = 0, I, 2, ... , n- I, in (2.4). We 
propose to do this by (what in [4] is termed) Stieltjes's procedure, more 
precisely, by an appropriately discretized Stieltjes procedure. 

If 

(p, q) = i: p(t)q(t)v(t; c)dt (3.1) 

is the underlying inner product (where v(t; c) = w(ct) in the case of (2.3), 
and v(t; c)= w(x(t; c)) in the case of (2.8)), Stieltjes's procedure uses clas­
sical formulae for the recurrence coefficients ak, b k in terms of this inner 
product, in combination with the three-term recurrence relation (2.4) itself, 
to progressively generate the desired coefficients, starting with a0 , b 0 ( cf. [6, 
Section 2.2.3.1 ]). It uses the inner product (3.1) only for p and q polynomials 
of progressively increasing degrees. 

In the case v(t; c)= w(ct), the integrand in (3.1) is a coo function and 
thus amenable to numerical quadrature. As already suggested in [4], Fejer 
quadrature is quite suitable for this purpose and gives rise to the discrete inner 
product 

N 

(p, q)N = L w{w (ctt) · p (t{) q (t{), (3.2) 
k=l 

where t[, wf are the nodes and weights of he N-point Fejer rule, that 
is, the interpolatory quadrature rule based on the N Chebyshev points 
t{ =cos (1~N 1 Jr), k = 1, 2, ... , N. The discretized Stieltjes procedure is simply 
Stieltjes's procedure in which (3.1) is replaced by (3.2). This produces cer­
tain approximations, ak,N, bk,N, k = 0, 1, ... , n- 1, of the desired recursion 
coefficients. Since Fejer's rule is interpolatory and positive, the procedure 
converges in the sense 

ak.N--+ ak, bk,N--+ bk, k = 0, 1, ... , n- I, as N--+ oo. (3.3) 

The discretized Stieltjes procedure is implemented in the OPQ routine 
mcdis. m (multiple-component discretization), which allows for the interval 
of integration to be decomposed into any number of subintervals prior to 

~Springer 

280



Numer Algor (2012) 61:649-657 653 

discretization. In the present case, the one-component procedure suffices, i.e., 
Fejer's rules can be applied to the whole interval [ -1, 1 ]. The Matlab routine 
that implements this procedure in the case of the sub-range Jacobi polynomials 
is r_subjacobi .m and is called by 

[ab, Neap]= r_subjacobi(n, epsO, c, alpha, beta). (3.4) 

Here, the input parameters are n-the number n of desired recursion 
coefficients, eps 0-the desired relative accuracy, alpha, beta-the Jacobi 
parameters a, {3, and c-the parameter c. The output is then x 2 array ab 
containing in the first column the n coefficients {adZ:6 and in the second 
column {b dZ:6. The (optional) output parameter Neap is a value of N in (3.3) 
that achieves the accuracy epsO. 

In the case v(t; c) = w(x(t; c)), the matter is a little bit more complicated, 
since 

[ 1 ]a+f3 (3 c ) 01 

v(t; c)= 2o +c) 1 ~ c- t (1 + 0 13 • -1 < t < 1, (3.5) 

and the last factor has an algebraic singularity at t = -1 if f3 is not an integer. 
This calls for a two-component discretization, splitting the integral in (3.1) into 
two parts, one extended from -1 to 0, the other from 0 to 1. To discretize the 
second part, we can again apply the Fejer rule (transformed to the interval 
[0, 1]). For the first part (disregarding for the moment the constant factor) we 
must use Gauss-Jacobi quadrature on [0, 1] by writing 

p(t)q(t) -=--t (1+tldt= p(-x)q(-x) -=-+x (1-x)fidx 10 (3 c )(){ 11 (3 c ) 01 

_ 1 l+c 0 1+c 

and applying to the second integral the Gauss-Jacobi rule on [0, 1] with Jacobi 
parameters f3 and 0 (and obvious notation): 

p(-x)q(-x) -=- +x (1 -x)fidx 11 (3 c ) 01 

0 1 + c 

~ £ wfl p (-xfl) q ( -xfi) (3- c + xfl)a 
~1 1+c 

Multiplying this by the constant factor in (3.5) and adding the result to the 
N-point Fejer discretization of the second part, 
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will give the appropriate discrete inner product (p, q)N. The routine 
r_subjacobiO, analogous to the routine (3.4), implements the discretized 
Stieltjes procedure in this case. 

4 Numerical results 

We first illustrate the transitiOn from Gauss-Legendre to Gauss-Jacobi 
quadrature in (2.7). We taken= 20 and a= f3 = -1/2, and for 100 equally­
spaced values of c between 0 and 1 compute and plot the nodes and weights 
of the n-point Gauss formula (2.7) as functions of c. The results, produced 
by the routine transG.m, are shown in Fig. 1. It can be seen that the nodes 
are more or less constant, while the weights grow monotonically from the 
Legendre weights to the (constant) Chebyshev weights wk = rr In = .15707 ... , 
k = 1, 2, ... , n. Because of symmetry there are only n /2 = 1 0 curves in Fig. lb. 
Figure 2 shows the analogous results for a = - f3 = -1/2. Here, each Legendre 
weight (for c = 0) splits into a pair of distinct weights as c moves away from 
zero, one monotonically decreasing, the other monotonically increasing. 

The analogous transitions for the Gauss formulae (2.11) are depicted in 
Figs. 3 and 4, which are produced by the same routine transG. m. 

We next illustrate the "circle theorem" for Gauss (and other) quadratures, 
first enunciated by Davis and Rabinowitz [3] and later extended in [7]. Accord­
ing to this theorem, the nodes and weights of (2.7) and (2.11) satisfy 

(4.1) 

(a) (b) 
6 

o.af------ -·-----------------j 

•.• r--------------------:1 

···1'---------------1 
o.,lo----------------

------------------
-<>-'!'----·------------·--
..... ~o--------------,j 

-o.•r-------------~ 

,_ 

-~/~ 
4 

' ~/;/'/ 

-- ~ .1 ~. 

1::--------------~ ____ / 
------------------- I 

~--~- / 
_./ 

-- -~----

0.1 

0.08 

0.06 

0.04 

0.0 ' ----· 
-o.a~~~~~~--•~ 0 0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 

0'----~ ~-~-·--~ 
0.1 0:? 0.3 0.4 0.5 0.6 (1.7 (1.8 (l,!J 

Fig.l Nodes (a) and weights (b) of (2.7) forO< c < l when a= f1 = -1/2 
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(a) (b) 
1.2 

0.8 

0.6 

0.4 

' 0 ----·~ ----------- ________ _L __ ·-------- -------------------------

-1 -0.8 -0.6 -o.4 -o.2 0.2 0.4 0.6 0.8 

Fig. 5 The circle theorem for sub-range Jacobi weight functions 

for all nodes tk that lie in any compact subinterval of [ -1, I]. In Fig. 5, 
the quantities on the far left in (4.1) for the Gauss formula (2.7) are 
plotted against the nodes tk for all a, {3 in the set 'D = {a, {3 = [ -.9, 
-.7, -.5, -.3, -.I, 0, .I, .3, .5, .7, .9, 1.5, 3, 6], {3::;: a}, and c =.I : .1: .9, for 
n = 20: 5: 40 in (a), and for n = 60: 5: 80 in (b). The routine producing 
these graphs is circle_thm.m. For the Gauss formula (2.11) the results, as 
expected, are practically identical. 

In the case of sub-range Chebyshev polynomials (cf. Section 1), we have 
checked our method against the one used in [1] for c = sin(w/2), w = 
1r /2, 9n f 10, 99n I 100, and n = 5 : 5 : 20, 30 : 10 : I 00, 200, 300, and found 
excellent agreement; see testFV. m. 

We also checked the performance of our routine r_subjacobi .m on sub­
range Jacobi polynomials with a, {3 E 'D. For the values of n and c shown in 
Table 1, we list Neap, the maximum values of N over all (a, {3) E 'D that yield a 
relative accuracy of epsO = .5 x w- 12• These values are by no means sharp, 
since convergence is checked in increments of N that become larger as N 
increases. Table 1 was produced by the routine runsubjac .m. Similar, often 
more favorable, results are obtained for the routine r_subjacobiO. 

Table 1 Convergence behavior of the discretized Stieltjes procedure 

n = 10 n =55 n = 100 n = 200 n = 300 

c Neap c Neap c Neap c Neap c Neap 

.100 41 .lOO 221 .100 401 .lOO 801 .100 1201 

.500 51 .500 221 .500 401 .500 801 .500 1201 

.900 91 .900 221 .900 401 .900 801 .900 1201 

.990 231 .990 386 .990 501 .990 801 .990 1201 

.999 591 .999 606 .999 901 .999 1001 .999 1501 
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Abstract Algorithms are developed for computing the coefficients in the 
three-term recurrence relation of repeatedly modified orthogonal polyno­
mials, the modifications involving division of the orthogonality measure by 
a linear function with real or complex coefficient. The respective Gaussian 
quadrature rules can be used to account for simple or multiple poles that may 
be present in the integrand. Several examples are given to illustrate this. 
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1 Introduction 

There are well-known algorithms that generate the recurrence coefficients 
of orthogonal polynomials relative to a (positive) measure dA. multiplied, or 
divided, by a (positive) linear or quadratic function, in terms of the recurrence 
coefficients of the original orthogonal polynomials relative to the measure 
dA.. These are called modification algorithms (see, e.g., (2, §2.4]). Since they 
are derived entirely on the basis of the existence of a three-term recurrence 
relation for orthogonal polynomials, and such recurrence relations hold also 
(barring the possibility of breakdowns) for formal orthogonal polynomials 
(see, e.g., (1, §2.2]) that are orthogonal with respect to a nondefinite, for 
example complex-valued, inner product, the same modification algorithms are 
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also valid if the multiplier or divisor is a complex-valued linear function (i.e., 
involves a complex coefficient). 1l1ere is no need, then, to consider separately 
positive quadratic multipliers or divisors, since they can be obtained by a 
succession of two modifications, one by a complex linear function, and the 
other by the conjugate complex thereof. 

We are thus interested in algorithms for repeated modifications. In this 
regard, repeated linear divisors are conceptionally simpler, and in practice also 
more important, than repeated linear multipliers, inasmuch as they allow us to 
generate, say n pairs, of recurrence coefficients for the modified measure from 
the same number of recunence coefficients of the original measure. Repeated 
linear multipliers, nevertheless, have been used in an algorithm for generating 
"induced" orthogonal polynomials; cf. [3]. 

We here confine ourselves to modification algorithms involving repeated 
linear divisors, both real and complex. In Sections 2 and 3 we develop appro­
priate algorithms, and in Section 4 provide a number of examples. 

2 Repeated modification algorithm for distinct linear divisors 

We begin by recalling the modification algorithm involving one linear divisor. 
Let {rr11 } be a set of (monic) polynomials orthogonal with respect to a positive 
measure dA.. As is well known, they satisfy a three-term recurrence relation 

7rk+l (t) = (t- ak)7rk(t)- fhrrk- 1 (t), k = 0, l, 2, .. . , 

rr0 (t) = I, ;r_ 1 (t) = 0, (2.1) 

with coefficients ak E lR and f3k > 0, where by convention f3o = fiR d)..(t) . Let 
{ir11 } be the set of (monic) polynomials orthogonal with respect to the measure 
d)..(t)j(t - z), where z is a constant, real or complex, outside the support of d)... 

In the case of complex z, the resulting polynomials {ir11 } are formal orthogonal 
polynomials. If &k, Pk are the recurrence coefficients of {ir11 }, then we have the 
following algorithm ( cf. [2, Algorithm 2.8]). 

Algorithm 1 (modification by a linear divisor 1 - z) 

Initialization: 

&o = ao + ro, Po = -po(z ) . 

Continuation (if n > I): fork= I , 2, ... , n- I, do 

&k = ak + rk - 'k- 1, 

Pk = fJk - l'k- 1/rk- 2· 

Here, Pk are the Cauchy integrals, 

~Springer 

1 7rk(t) 
Pk(Z) = - d)..(t), 

JR Z - t 
k=O, 1, 2, ... ; 

(2.2) 

(2.3) 

P- I(Z) = l , (2.4) 
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and 

Pn+l (Z) ( ) r 11 = r 11 (Z) := , 1l =-1, 0, 1, 2, ... , 2.5 
Pn(Z) 

which can be generated either recursively, if z is close to the support of d).., by 

rk=Z-ctk-f3k!rk-l· k=0,1,2, . . . , 

r -I = Po(z), (2.6) 

or otherwise by a continued fraction algorithm ( cf. [2, §2.3.2]), based on the fact 
that {pk(Z)} is the minimal solution of (2.1) (where tis replaced by z) satisfying 
P- t (z) = 1. The algorithm is implemented in the OPQ routine chr i 4 . m,1 which 
uses the continued fraction algorithm if the input parameter iopt is equal to 
1, and the recurrence relation (2.6) otherwise. For reasons explained later, we 
will here ignore option 1 of the algorithm. 

Our objective is to generate the (recurrence coefficients of the) polynomials 
{p11 } orthogonal with repect to the modified measure 

dt(t) = d)..(t) , 
(l- Zt)(t- Zz) · · · (t- Zm) 

(2.7) 

where z 1, z2, •• • ,Z111 are distinct real or complex numbers outside the support of 
d)... It seems natural to try applying Algorithm 1 repeatedly, in fact m times: 
first, the measure d).. is modified by the linear divisor t - z 1• Algorithm 1 
then produces the recurrence coefficients for d)..1 (t) = d)..(t)j(t- zt) in terms 
of those (assumed known) for d>... Next, the measure d)..l is modified, again 
using Algorithm 1, dividing by t- z2• This yields d)..2(t) = d>.. 1 (t)j(t- z2) and 
its recurrence coefficients. Continuing in this manner, we eventually obtain the 
recurrence coefficients of (2.7). 

This may look straightforward except for an important issue so far glossed 
over: what do we use for the input parameter p0 (z) in Algorithm 1 in each of 
these applications? To discuss this, let 

I 
d)..1L(t) = -- d>..11-1 (t), J-L = 1, 2, . . . , m, (2.8) 

t - z11 

where d>..0 (t) = d>..(t). Evidently, 

·.1 I I 
d ) ' d AIL (t = --- --- ... -- )..(t), 

t- Z11. t- Z1t - 1 t- Zt 
(2.9) 

and the input parameter Pb111 for the J-Lth modification must be taken to be 

[/1] -!m l d' ( ) Po - -- 11.11- 1 t , 
R z,L- t 

1 The package OPQ can be accessed at OPQ. html of the website http:l/www.cs.purdue.edu/ 
archives/2002/wxg/codes, and all Matlab routines referenced in this paper at RMOP of the same 
website. 
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that is, by (2.9), 

P6'll = (-I )'t-1 { dA.(t) ' 
j.fR (Ztt- t)(Z,t-l - t) · · · (ZJ - t) 

J1- = I, 2, ... , 111. 

Now, 

I cfltl c''' J c''d 
----------- = _IL_ + IL-l + ... +_I_' 
(z,~- t)(z,~-l - t) · · · (ZJ - t) z,, -t z11-1 - t Z1 - t · 

where 

fill I -I 2 I· ill_ l 
cv· = n/1 ' V - ' ' ... 'JL, J1, > ' Cl - . 

k= l:k"!v(Zk- Zv) 

Therefore, 

(2.10) 

where Po(Z) is the Cauchy integral (2.4) with k = 0. 
This completes the description of the repeated modification algorithm. To 

formulate it, we denote the recurrence coefficients of the (monic) orthogonal 

Polynomials for the measure dA. by ar1~1 R
11

·'' • . /L k '1-'k • 

Algorithm 2 (repeated modification by m linear divisors) 

For J1- = 1, 2, ... , m 

apply Algorithm 1 with z replaced by z,, and p0(z) replaced by p~tl of 
(2.10) (in both (2.2) and (2.6)) to update the recurrence coefficients from 

r,~.-JJ R Rr,~-11 ~ L/LI P. RL,tl k 0 1 1 ak = ak , pk = ~-'k to ak = ak , pk = ~-'k , = , , ... , n - • 

The desired recurrence coefficients for de are at"' and f3t" 1
, k = 0, 1, ... , n - 1. 

Algorithm 2 is implemented in the Matlab routine mod_md. m (modification 
by multiple divisors). 

The conceptional simplicity of Algorithm 1, and thus also of Algorithm 2, 
comes at a price: the basic recurrence relation in (2.6), used for the various 
values z = z,,, is unstable, since the Cauchy integrals involved in (2.5), as was 
already mentioned, are a minimal solution of the basic three-term recurrence 
relation. It is also known that the severity of instability increases as the z,1. 
move away from the support of dA., and weakens as they approach the support. 
If the number n of recurrence coefficients desired is large, however, even weak 
instability may eventually lead to loss of accuracy. 

One could of course take recourse to the continued fraction algorithm 
alluded to earlier, but this would destroy the basic simplicity of the algorithm 
and also raises issues of convergence, which may be slow for z,t close to the 
support of dA.. For this reason we stick with our simpler approach based on 
the recurrence (2.6) and deal with its possible instability by running Algorithm 
2 in variable-precision arithmetic, using the symbolic capabilities of Matlab. 
As a matter of fact, we developed an algorithm that for given dA., n, and 
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z 1, z2 , ••• , Zm will tell us how much precision is needed to obtain all recurrence 
ff. . [mJ fm] k 0 2 . . d ( . h coe 1c1ents ak , f3k , = , l, , ... , n- 1, to a p1eass1gne accuracy e1t er 

absolute or relative, as appropriate). Once obtained in higher precision, the 
at"1, f3k"1 can then be converted to standard Matlab double precision for any 
further computations with them. 

3 Repeated modification algorithm for the same linear divisor 

We are now interested in the modified measure (2.7) in which Zk = z has the 
same value (outside the support of d>..) for all k = l, 2, . .. , m, 

dl(t) = d>..(t) . (3.1) 
(t- Z)111 

If z is complex, we want to continue with the same modification where z is 
replaced by z, to obtain 

d- dl(t) 
.l(t) = (t- Z)lll it- zl21" ' 

d>..(t) 
z EC\R (3.2) 

We proceed as in Section 2, first letting 
. 1 . 

dA.1t(t) = -- dA.11-1, f1. = 1, 2, .. . , m; dA.o(t) = d>..(t), 
t- z 

that is, 

I 
dA.1t(t) = d>..(t), f1. = 1, 2, ... , m. 

(t- z)'' 
(3.3) 

The input parameter for the f.Lth modification (division by t- z) in Algorithm 
1 then is 

If we let 

we have 

p~/L) = [ -~- d)..ft- 1 (f) = ( -J)fl-1 [ d)..(f) • 
JiR z - t }JR. (z - t)JL 

[ d>..(t) 
Po,,,(z) = J'iR (z - t)tt , (3.4) 

pg11 = ( -1)11 -
1 Po.,, (z), f1. = I, 2, .. . , m, (3.5) 

hence Algorithm 3 on the following page. 
If z is real, we are done. If not, we need to continue with m further 

modifications involving divisions by t - z. For this, we let 

that is, 

- l -
d>..,l (t) = ---= d>..,t- 1 (t)' 

t - z 

- I -
d>..,, (t) = d>..0(t), f1. = I, 2, ... , m, 

(t - Z)11 
(3.6) 
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Algorithm 3 (m-times repeated modification by the linear divisor t- z) 

For f.L = l, 2, ... , m 

apply Algorithm 1 with p0(z) replaced by p~1Ll of (3.5) (in both (2.2) and 

(2.6)) to update the recurrence coefficients from ak = a~t- ll, f3k = {3~t-l 1 

~ lltl {3~ {3111·1 k 0 I l to ak = ak , k = k , = , , . . . , n - . 

The desired recurrence coefficients for d.e in (3.1) are at"' and f3t"1
, k = 

0, l, . . . ,n-l. 

where 

- I 
dA.o(t) = dA.m(l) = dA.(t). 

(t- z)m 

The input parameter p~11 for the J.Lth modification (division by t- z) in 
Algorithm 1 now is 

P-[ILI = 1-~- di - (t) = (-I)IL- 11 dio(t) 
0 - ( 11 I r.; t)IL ' 

JR Z- 1R ,z-

that is, 

-[/L] = (-l)lll+IL-1 { dA.(t) I 2 (3 7) 
Po JJR (Z- t)lt (z - t)m ' J.L = ' , ... , m. . 

Now let 

1 11 ,(/L( Ill [/L( 

------ = " cv + " c,t+K , J.L = I' 2, 0 • • 'm, (3.8) 
(z - t)1L(z - 1.)'1' ~ (z -I)" ~ (z- t)K 

II= ) K=l 

be the partial fraction decomposition of the integrand in (3o7). Then 

J.L = l , 2, .. 0 , n1. 

(3.9) 
Hence we have the continuation of Algorithm 3 as follows. 

Algorithm 3 (continuing Algorithm 3 with m-times repeated modifica tion by 
the linear divisor t - z) 
For J.L = l, 2, 0 •• , m 

apply Algorithm 1 with z replaced by z and p0(z) replaced by p~1 1 of 
(309) (in both (2o2) and (2.6)) to update the recurrence coefficients from 

-[/J - )j -[/.L- )] ~ -1/tl A {3-~~~~ k 0 l l h 
ak = ak , f3k = {3k to ak = ak , f3k = k , = , , 0. 0, n - , w ere 
-101 tml 13-rol 13rml 
ak = ak ' k = k · 

The desired recurrence coefficients for dl in (3o2) are aX111 and fit111
, k = 

0, I, ... , n- I. 
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This completes our procedure in the case of complex z. It requires the partial 
fraction decomposition (3 .. 8), which can be obtained as follows. Multiplying 
(3.8) by (z- t)'1· gives 

I 
--- = c1111(Z- t)11·- 1 + ... + c1'l] (z- t) + clltl + O((Z- t)1t). (3.10) (z _ t)m I fl.-1 11 

Putting t = z in (3.10) and letting y = Im z yields 

I 
clll·I=--

Jt (2iy)m . 

Subtracting cW' on both sides of (3.10), dividing by z- t, and letting t--+ z 
(using the rule of Bernoulli- l'Hopital) gives 

lltl ~(z- t)-m 
c - =--:---

Jt- 1 - .!!..cz- t) 
eft t=z 

m 
(2iy)m+l . 

Continuing in this manner, subtracting from (3.10) the terms already obtained, 
dividing by successively higher powers of z - t, and going to the limit t --+ z 
gives 

C
IJLI _ 1/ir<z- t)-m k(m + k- l) I 
I k- Jk = (-l) . k' 

J .- I . lz-t)k _ k (2Iy)111+ 
k = 0, I , . .. , J.L - l. 

dif~.(. t=z 

Thus, 

1111 JL-" (m + J.L - v - l) l 
Cll = (-I) l1l- l (2iy)III+JL- II ' v=l,2, ... ,J.L. (3.11) 

Analogously, one finds 

IJLJ 11 (J.L + m- K- I) I 
c,t+~< = ( - 1) J.L- I (2iy)tt+m-K' K = l , 2, .. . ,m. (3.12) 

In particular, 

(m- 1) 
cl"rd = (-l)l( ~ c1111 1 2 

Jt+K (Jt-1) K ' K = ' ' . .. ' J.L, 
K-l 

(3.13) 

As can be seen, the coefficients in (3.8) depend only on the imaginary part 
yof z. 

4Examples 

Example 1 Compute the integral (of interest in quantum chemistry calculations) 

I 1
1 sinh({3t) dt 

(/3) = . 
o I + cosh({3t) ..;r=f 

(4.1) 
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When f3 is small or only moderately large, this is easily evaluated by Gauss­
Jacobi quadrature on [0, I] with Jacobi parameters -112 and 0. For larger 
values of {3, the evaluation becomes increasingly more difficult because of 
the poles of the integrand, which are located at the odd multiples of ±irr 1 f3 
and thus approach the lower limit of integratipn as f3 -+ oo. This suggests to 

"remove" the first k pairs of poles by multiplying the integrand by n~=l [t2 + 
((2r- l)rr 1 {3)2] and consequently dividing the measure dA.{t) = dtl .JI=l by 
the same function. We are led to the measw·e 

. dA.(t) 
dA.m (t) = n/11 (t - ) ' m = 2k, 

11=1 z,~. 

where 

Z2r-l = (2r- l)irrl/3, Z2r = Z2r-l, r = l, 2, ... , k , 

which is precisely of the form (2.7). Thus, we use Algorithm 2 (in variable­
precision arithmetic) to generate the recurrence coefficients of the orthogonal 
polynomials relative to dA.111 and then the corresponding Gaussian quadrature 
rules by the standard Golub-Welsch algorithm to integrate 

1
1 111 sinh(/31) 

/({3)= n(t-z,.t) dA.m(t). 
o 1 + cosh(f3t) 

J.t= l 

To carry out Algorithm 2, we need the Cauchy integral 

1
1 l dt 

Po(z) = -- ---. 
o z-t .JT=( 

This is easily evaluated by a change of variables, t = l - r 2 , which yields 

(4.2) 

1
1 dr 2 11 dr 2 1l/...;z:::f dx 

Po(z) = 2 = -- - --
o z - 1 + r 2 z - I o 1 + (-r-)2 

- .JZ=) o I + x2
' 

JZ-1 

that is, 

2 1 
Po(z) = c---~ arctan c---~ . 

vz-1 vz-1 
(4.3) 

It is instructive to plot the integrand of ( 4.2) for, say, m = 0 : 2 : 8, where 
m = 0 and dA.0 = dA. correspond to (4.1). The graphs, for f3 =50, are shown 
in Fig. 1. It can be seen that the graph y for m = 0 exhibits a boundary layer 
phenomenon near the origin and thereafter is practically constant equal to 1. 
For the other values of m the graphs look almost polynomial, like y = en. 

The routine Exa mplel.m applies Algorithm 2 (in 28-digit arithmetic, as 
determined by the routine test_prec isio nl.rn) and subsequent n-point 
Gaussian quadrature (n = 20) to the integral in ( 4.2), with f3 = 100, 200, 400. 
The results are displayed in Table L The improvement of the results with 
increasing m may not be spectacular; it is slow and steady. This is because all 
poles tend to zero as f3 -+ oo. 
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1 A.-----,---.--.----.----,.----,------.---,------.----, 

1.2 

y 

Fig. 1 The integrand of (4.2) with f3 =50 form= 0, 2, .. . , 8 

Example 2 Compute the integral 

1 
1 sinh(,Bt) I dt 

J(,B,c) = - ' 
o I + cosh(,Bt) t- c .Jr=t ,8 > 0, c > I . (4.4) 

This is the same as Example 1, but with one more pole added, at t = c. This 
one causes problems when c approaches the upper limit of integration. But we 
can proceed as in Example 1, letting z1 = c, z2 =in/ ,8, z3 = z2 , etc. The results 
(multiplied by -1), using 28-point quadrature (n=28), are shown in Table 2 for 
the same values of ,8, and for c = 1.01, 1.001, 1.0001. They are produced by the 
routine Example 2 . m. 

In both Examples 1 and 2 the results are qualitatively very much alike. 

Table 1 20-point quadrature 
f3 = 100 f3 = 200 f3 = 400 results for ( 4.2) m 

0 1.98606 .. . 1.9929 . .. 1.9964 .. . 

2 1.986053423 . .. 1.9930478 . . . 1.996527 ... 

4 1.986053420515 1.993047793 ... 1.99652913. .. 

6 1.986053420520 1.99304779517 .. . 1.996529104 . . . 

8 1.986053420520 1.993047795217 1.996529102571 
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Table 2 28-point quadrature results for ( 4.4) 

c m f3 = 100 f1 = 200 f1 = 400 

1.01 0 29.4077. .. 29.414 .. . 29.418 .. . 

29.40857820 ... 29.41563 ... 29.41906 ... 

3 29.408578255093 29.415629132 ... 29.41910684 ... 

5 29.408578255090 29.415629130283 29.419106791. .. 

7 29.408578255090 ·., 
•' 29.415629130287 29.41910679240 . .. 

9 29.408578255090 29.415629130287 29.4191 06792418 

1.001 0 91.9 .. . 91.9 ... 91.9 ... 

97.33244644 .. . 97.339567 .. . 97.34302 . . . 

3 97.332446495151 97.339561938 .. . 97.3430712 . .. 

5 97.332446495148 97.339561936201 97.343071148 . .. 

7 97.332446495:1 48 97.339561936206 97.34307114923 .. . 

9 97.332446495148 97.339561936206 97.343071149311 

1.0001 0 158.7 . .. 158.7 . .. 158.7 .. . 

1 312.14521668 ... 312.15234 .. . 312.15580 .. . 

3 312.145216744523 312.152338709 ... 312.15585116 . .. 

5 312.145216744520 312.152338707265 312.155851105 ... 

7 312.145216744521 312.152338707269 312.15585110697 .. . 

9 312.145216744518 312.152338707271 312.155851106987 

Example 3 Evaluate (cf. also [4]) 

I, = fooo f(t)s,(t)dt, Br(t) = (-t -)', 
e1 - 1 

(4.5) 

for a given (well-behaved) function f. 

The function s 1 (t) (known to physicists as Bose- Einstein distribution and to 
mathematicians as the generating function of the Bernoulli numbers) has also 
infinitely many poles (at Zv = ±2vrri, v = 1, 2, 3, ... ), but they are now at fixed 
distances from the real line. 

The approach taken in [ 4] for doing the integration in ( 4.5) is to account for 
the totality of these poles by treating the function s,.(t) as a weight function 
and generating the corresponding orthogonal polynomials by a discretized 
Stieltjes procedure, and then the Gauss formulae in the usual way from these 
orthogonal polynomials. It may be interesting to see how successive removal 
of the poles closest to the real line compares with the all-inclusive approach 
taken in [ 4]. 
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We write 

1
oo ( t ),. 1 100 

( tjr ),. I,= f(t) . · e-'1dt =- f(tjr) 
1 

e-1dt, 
o 1 - e-1 r 0 1 - e-1 ' 

(4.6) 

and thus take dA(t) = e- 1dt to be the Laguerre measure. The Cauchy integral 
required is 

Po(z) = _e_ dt = -e-z :..__ du, 1
oo -1 l oo -u 

o z- t - z U 

that is, 

Po(z) = -e-z Et ( -z) = e-zEi(z), (4.7) 

where Et and Ei are the exponential integrals. (Variable-precision evaluation 
of exponential integrals for complex arguments is currently not available in 
Matlab, but can be achieved by using the Mu PAD engine within the Matlab 
Symbolic Math Toolbox.) 

Since the poles closest to the r~alline are at least a distance of 2rr away from 
the real axis, the demand on Algorithm 2 for high precision is now greater than 
in the previous examples. According to the routine test_prec i s i o n 3 . m, 
the number (in multiples of 4) of digits required to obtain the first n recurrence 
coefficients form linear divisors to an accuracy of & w - ts is shown in Table 3 
(for r = I). For r = l and r = 2, and f(t) = e-1

, the integral ( 4.5) is explicitly 
known in terms of the zeta and generalized zeta function, 

7r 2 
It = s(2) - I =- - I = .6449340668482264 ... , 

6 2 
7r 

h = 2[s(2, 2)- 2s(3, 2)J = 3 + 2- 4sC3) = .48164052IOs8o763 . . . . 

The routine Example3 . m applies Algorithm 2 (in 28-digit arithmetic) and 
subsequent Gaussian quadrature to evaluate It and h with m = 0, 2, 4. The 
absolute errors observed are shown in Table 4. This is to be compared with the 
case m = oo (when e, is treated as a weight function) , the errors of which are 
shown in Table 5. Rather surprisingly, already the case m = 2 does better than 
m = oo, both in the case r = 1 and r = 2, there being one exception in the latter 
case (when n = 12). It may be noted that when r = 2 the poles are of order 2, 
and Algorithm 2 removes only simple poles; see, however, Example 5. 

Table 3 Precision (number of 
m = 2 m = 6 digits) required for II m = 4 m = 8 

Algorithm 2 
10 20 24 24 28 

25 24 32 32 40 

50 32 40 40 52 

80 36 48 48 68 
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Table 4 n-point quadrature errors for the integral ( 4.5) with /(1) = e-1 

r = I r=2 

II 111=0 111 = 2 m = 4 111 = 0 m = 2 f/l = 4 

2 1.01 (-04) 1.36 (-03) 151 (- 03) 1.41 (-04) 9.49 (-05) 7.94 (-05) 

4 1.28 (-05) 8.20 (-07) 5.12 (- 08) 2.37 (-06) 4.70 (- 07) 3.10 (-07) 

6 6.23 (-08) 6.07 (-10) 3.06 (--'-10) 2.92 (-08) 1.49 (- 09) 6.68 (-10) 

8 9.48 (-08) 3.33 (-11) 9.65 (- 13) 6.58 (- 10) 8.54 (- 13) 6.90 (- 12) 

10 '1.43 (-08) 9.70 (-13) 1.44 (- 15) 2.92 (-11) 6.16 (-15) 2.44 (-13) 

12 7.53 (- 10) 4.44 (-16) 0.00 (+00) 1.91 (- 12) 2.84 (- 14) 2.61 (- 15) 

Example 4 (Szego-Bernstein measure) 

I dt 
dA111(t) = 7 2 2 

, -1 < t < l , 
(C'j - t2)(cz - t2) . .. (cm/2 - t2) .Jl=t2 
m even, Ck > l, k ~ l , 2, . . . , mj2. (4.8) 

This is a special case of a Szego-Bernstein measure, for which, when 
n > mj2, the orthogonal polynomials ;r11 of degree n are explicitly known 
[6, Theorem 2.6]. Here we use Algorithm 2 to generate the array ab of 
recurrence coefficients for {;r, }. Note that ( 4.8), except for sign, is (2.7) with 
dA(t) = dtjv'J=?i and Zk = CL<k+I)/2J• Zk+l = - CL(k+I)/2J• k =I , 3, . .. , m - I. 
The respective Cauchy integral is (cf. [S, 3.613.1 for n = 0]) 

1
1 I dt 1rr d() ;r 

Po(c) = -- = = sgn(c) . 
- I c - t v'J=7i 0 c - cos e ..J c2 - 1 

(4.9) 

The routine Example4. m computes the 30 x 2-atTay ab in 52-digit 
arithmetic for Ck = 1 +If k, k = I, 2, ... , mj2, and m = 2, 4, ... , 48. All a­
coefficients, of course, are zero, whereas the f3k are all equal to 114 when 
k > I + mj2, reflecting what was said in the inh·oductory sentence above. Not 

Table 5 Quadrature errors 
for the integral (4.5) when II r = l r=2 

m =oo 2 5.34 (-02) 7.74 (- 03) 

4 1.34 (- 03) 3.39 (- 05) 

6 2.62 (- 05) 1.07 (-07) 

8 4.56 (-07) 2.88 (- 10) 

10 7.39 (-09) 7.04 (- 13) 

12 1.15 (- 10) 1.50 (-15) 
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Table 6 Selected 
{1-coefficients for d>..m with m fil+m/2 111 fil+m/ 2 

real ck 4 .2526187518831068 28 .2500000105993838 

8 .2501334100968554 32 .2500000025371004 

12 .2500122983685047 36 .2500000006601609 

16 .2500015886586432 40 .2500000001842993 

20 .2500002570365245 44 .2500000000546533 

24 .2500000489998413 48 .2500000000170815 

unexpectedly, the fh, before they become 114, approach this number (in an 
oscillating manner). In Table 6, we display f3t+m/2 , the last f3k not equal to 114, 
for m = 4 : 4 : 48. 

If all factors in ( 4.8) involving the ck have a plus sign instead of the minus 
sign, the Ck must be taken in complex conjugate pairs. An example in point, 
also implemented by Example4 .m, is ck = ±ifk, k = 1, 2, .. . , mj2, for which 
the analogue of Table 6 is shown in Table 7. The approach of the f3k to 114 is 
now much slower, first increasing and then briefly decreasing monotonically. 

Example 5 We return to Example 3, evaluating (cf. (4.6)) 

I 100 

( tfr )r 1,. =- f(tfr) . 
1 

d)...(t), 
r o I - e-t r 

for f(t) = e-1
, and r = 2, 3, 4. 

Noting that the second factor of the integrand has poles of order r at 
z = ±r · 2ni, we apply Algorithms 3 and 3 with m = r to remove both poles 
in their entirety, computing the (recurrence coefficients for the) orthogonal 
polynomials associated with the measure 

d d)...(t) 
.)....,.(t) = [t2 + (2nr)2Y 

Table 7 Selected 
{1-coefficients for d>..111 with 111 fit +m/2 m fit+m/2 

complexck 4 .2722827635216653 28 .2532299127159494 

8 .2612647900497343 32 .2528263844392646 

12 .2575258651139427 36 .2525124702616266 

16 .2556486476924788 40 .2522613060125720 

20 .2545204983065458 44 .2520557884307700 

24 .2537677987514944 48 .2518845115641227 
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Table 8 11-point quadrature results for ( 4.1 0) 

r fl I, r I, r I, 

2 2 .48160 . .. 3 .38579 ... 4 .32221. .. 

4 .481640525 ... . 385766867 . . . .322239558 ... 

6 .48164052111. . . . 385766859955 ... .322239565840 ... 

8 .481640521058022 .385766859951251 .322239565842369 

10 .481640521058074 .385766859951252 .322239565842370 

12 .481640521058076 .385766859951252 .322239565842371 

and applying Gaussian quadrature for this measure to the integral in 

1, =~ t'O[P+(2rrr)2]'f(tjr)( . tjr 
1

.)'d),-r(t). 
r }0 l- e- 1 1 

(4.10) 

This requires the integral (cf. (3.4)) 

in order to evaluate (cf. (3.5)) 

p~ttl = ( -J)II-1 Po,,t(Z) = (-l)'tzl-tle-z E,L(-z) 

in Algorithm 3, and (cf. (3.9)) 

in Algorithm 3. 
The procedure is implemented in the Matlab routine ExampleS. m. Run 

for r = 2, 3, 4, it produces the results shown in Table 8. The errors for r = 2 are 
somewhat smaller than those observed in Example 3 (cf. the column headed 
r = 2, m = 2 in Table 4), and convergence is remarkably fast. 

Acknowledgements The author is indebted to Yannick Van Weddingen of MathWorks for 
suggesting the use of MuPAD in connection with (4.7). He also is grateful to Gradimir V. 
Milovanovic for suggesting Example 4. 
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Abstract A method of "neutralization" is presented that significantly weakens, if not 
eliminates, a singularity close to, but outside, the interval of integration. The effec­
tiveness of the method is illustrated by a number of examples. 
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1 Introduction 

There are various known methods for numerically evaluating definite integrals in 
the presence of a pole outside, but near, the interval of integration. One is to simply 
remove the pole by multiplying the integrand by an appropriate linear or higher­
degree factor and adjusting the measure of integration accordingly, and then use 
Gaussian quadrature with respect to the adjusted measure (see [2]). Unfortunately, 
other types of singularities, for example algebraic or logarithmic singularities, can­
not be removed in this manner. In fact, there are no general methods known to the 
author that deal with such "nonpolar" singularities located very closely to the inter­
val of integration. Here we propose a method of neutralizing such singularities, i.e., 
of weakening their harmful effect on convergence by multiplying the integrand by a 
factor vanishing to a high order at the location of the singularity, adjusting the mea­
sure of integration accordingly, and then continuing with Gaussian quadrature. While 
this does not remove the singularity, it makes the modified integrand more regular 
in the sense of having more continuous derivatives at the location of the singularity. 
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Although generally applicable, the method requires high-precision values of certain 
Cauchy-type integrals relative to the original measure of integration. This limits the 
applicability of the method to relatively simple measures of integration. 

In Section 2, the method is described in more detail. Examples are given in 
Section 3. 

2 The method of neutralization 

We are interested in computing an integral 

I= L w(t)f(t)dA(t), (2.1) 

where dA is a given measure supported on a finite or infinite interval, f is a well­
behaved function defined on this interval, and w(t) a function having a singularity 
other than a pole at the (real or complex) point z outside, but possibly close to, the 
support of dA. If z is complex, we assume that z is also a point of w. 

If z is real (and therefore supp(dA) not equal to all of JR), we "neutralize" the 
singularity by multiplying and dividing by (t - z)m, where m is a suitable, perhaps 
large, positive integer. That is, 

I= { (t- z)mw(t)f(t) dA(t) , z E lR\supp(dA). (2.2) 
JTR (t- z)m 

Then we use Gaussian quadrature relative to the modified measure 

dA(t) 
dAm(t) = . 

(t- z)m 
(2.3) 

We may proceed similarly for nonreal z E C, first multiplying and dividing by [ (t -

z)(t- z)]m =It- zl 2m, 

I= { It- zl2mw(t)f(t) dA(t~ , z E C\lR, (2.4) 
JTR It- zl m 

and then applying Gaussian quadrature relative to the measure 

- dA(t) 
dAm(t) = 2 . 

It- zl m 
(2.5) 

Since Gaussian quadrature requires orthogonal polynomials, what is called for, 
technically, are algorithms that, given the orthogonal polynomials with respect to 
the measure dA, generate orthogonal polynomials with respect to the measures dAm 
and dXm. Such algorithms have recently been developed in [2], where Algorithm 3 
of [2, §3] solves the problem for the measure (2.3), and Algorithm 3 followed by 
Algorithm 3 of [2, §3] solves the problem for the measure (2.5). Both algorithms 
depend critically on the ability to calculate Cauchy-type integrals 

{ dA(t) 
Po.JL(z) = JTR (z _ t)JL , J-L = 1, 2, ... , m, (2.6) 

to high accuracy. 
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Table 1 The number of digits 
required to obtain results to full N m=IO m =20 m =30 m=40 m =50 
machine precision 

10 24 24 28 32 36 

20 24 28 36 40 44 

30 24 28 36 40 52 

40 24 28 36 40 52 

50 24 28 36 40 52 

The algorithms also require variable-precision calculation to overcome instabili­
ties in parts of the algorithms. Given z, m, and the desired degree N of the orthogonal 
polynomial, Matlab routines 1 are available that tell us how many digits are required in 
Algorithm 3 resp. 3 to get answers to full machine precision or to any given precision; 
cf. Examples I, 3 and 4-6. 

3 Examples 

Example 1 The integral (2.1) with w(t) = (t - z)a, z < 0, a > -1, and dA.(t) = dt 
on [0, 1]. 

Here, the integrals (2.6) are simply 

11 dt {-ln(l-1/z) iff.J.,=l, 
Po.JL (z) = = 1 

o (z- t)JL --zl-J•[(l- 1/z)I-JL- 1] if f.1, > 1. 
f.J.,-1 

(3.1) 

For illustration we take a = -1/2, z = -1/1000. Then, according to the rou­
tine test_precision_mod14. m, one needs the number of digits (in multiples of 
4) shown in Table 1 to obtain to full machine precision eps=. Se-16 the first N 
recurrence coefficients for the desired orthogonal polynomials. 

To test our method, we first let f(t) = 1, in which case I = 1.93775419692 
1554 .... When N = 50, a bit of experimentation shows that a reasonable choice of 
m to be used in (2.2) ism = 24. The absolute errors in then-point quadrature results 
(obtained in 28-digit arithmetic by the routine neutraLExl. m in combination 
with the proper selection in rhoOLmu. m) are as shown in Table 2. It can be seen 
that the speed-up in convergence, when m = 24, is quite striking, although for small 
n the results are more accurate when m = 0. 

The integer m may be viewed as the "dosage" of neutralization. Table 3 (gen­
erated in 52-digit arithmetic if m > 24) shows that overdosing is relatively harm­
less, whereas underdosing eventually (for large n) becomes counterproductive, as 
expected. If only low accuracy is needed, however, neutralizing the singularity is not 

1These, and all other Matlab routines referenced (or implied) in this paper are accessible on the website 
http://www.cs.purdue.edu/archives/2002/wxg/codes/NEUTRAL.html. 
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Thble 2 n-point Gaussian 
quadrature errors for (2.2) with n Error (m = 0) Error (m = 24) 

f(t) = 1 
10 3.535( -2) 1.684(+00) 

20 6.960( -3) 2.865( -07) 

30 1.634( -3) 1.575( -10) 

40 4.054(-4) 5.902(-13) 

50 1.033(-4) 8.882( -16) 

necessarily advisable since its benefit is high accuracy, which materializes only when 
n becomes sufficiently large. 

We next show in Table 4 results (also obtained in 28-digit arithmetic using 
neutraLExl. m) analogous to those in Table 2 when f(t) = cosGt). 

The singularity does not have to be algebraic, as in Example 1. The case of a 
logarithmically singular factor, w(t) = ln(l/(t- z)), with the same value of z and 
the same function f, is demonstrated in the next example. 

Example 2 The integral (2.1) with w(t) = ln(lj(t- z)), z = -1/1000, f(t) 

cos(1-t) and dA.(t) = dt on [0, 1]. 
The results, obtained by the routine neutraLEx2. m (in combination with 

rhoOLmu. m), very similar in quality to those in Table 4, are shown in Table 5. 

Example 3 The integral (2.1) with w(t) = (t2 + y2yx, y > 0, and dJc(t) = dt on 
[0, 1]. 

The Cauchy-type integral (2.6) required for this example is the same as the one 
in Examples 1 and 2; see (3.1). We can write w(t) = it - zi 2a with z = iy. 
For the purpose of illustration, we take ot = -1 j2 and z = i/ 1000. The routine 
test_precision_mod3. m then provides the number of digits, shown in Table 6, 
that are required to obtain results to full machine precision. 

Our method involves (2.4) with z = iy, y = 1 JOOO, hence the Algorithms 3 and :3 
of [2, §3]. Run in 32-digit arithmetic, with f(t) = 1, m = 12, they produce results 
as shown in Table 7; see the routine neutraLEx3 . m. 

Example 4 Same as Example 1 with f(t) = cosG t), but dA.(t) = dt j .JI=t. 

Table 3 n-point Gaussian quadrature errors for (2.2) with f(t) = 1 in dependence of the neutralization 
dosage 

n m=6 111 = 12 m = 18 m =24 m =30 m=36 m = 42 

10 4.91(-04) 4.60( -04) 1.02(-02) 1.68(+00) 1.83(+00) 1.87(+00) 1.89( +00) 

20 5.96(-06) 4.67(-07) 1.91(-07) 2.87( -07) 1.72(-06) 8.73(-05) 9.63( -01) 

30 2.36(-07) 4.89(-09) 5.13(-10) 1.58( -10) 1.18(-10) 2.04(-10) 8.75(-10) 

40 1.54(-08) 1.20(-10) 5.01( -12) 5.90( -13) 1.50( -13) 8.15(-14) 8.35( -14) 

50 1.34(-09) 4.73( -12) 1.01( -13) 8.88( -16) 8.66( -15) 2.00( -15) 1.24( -14) 
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Table 4 n-point Gaussian 
quadrature results for (2.2) with 
w(t) == (t- z)-112, 
z == -1/1000, and 
f(t) = cos(1-t) 

Table 5 n-point Gaussian 
quadrature results for (2.2) with 
w(t) == ln(lj(t- z)), 
z = -l/1000, and 
f(t) == cos(ft) 

Table 6 The number of digits 
required to obtain results to full 
machine precision 

Thble 7 n-point Gaussian 
quadrature results for (2.4) with 
w(t) = (t2 + yl)-112, 
y = 1/1000, f(t) = 1, and 
dA.(t) = dt 

n 

10 

20 

30 

40 

50 

n 

10 

20 

30 

40 

50 

N 

20 

40 

60 

80 

100 

n 

20 

40 

60 

80 

100 

m= 10 

24 

24 

24 

28 

28 

I (m = 0) 

1.46 .. . 

1.490 .. . 

1.496 .. . 

1.4975 .. . 

1.49781. .. 

I (m = 0) 

0.861. .. 

0.8648 ... 

0.86522 ... 

0.86528 ... 

0.865298 ... 

m = 12 m = 14 

28 28 

28 28 

28 28 

28 32 

32 32 

I (m = 0) 

7.0 ... 

7.65 ... 

7.606 ... 

7.5993 ... 

7.60088 ... 

I (m = 24) 

0.2 ... 

1.4979166 ... 

1.4979169811. .. 

1.4979169812729 ... 

1.49791698127350 

I (m = 24) 

0.1. .. 

0.8653020 ... 

0.86530226833 ... 

0.8653022684101 ... 

0.865302268410424 

Ill= 16 m == 18 

32 32 

32 36 

32 36 

32 36 

36 40 

I (m = 12) 

7.6009027092 ... 

7.60090270952 ... 

7.6009027095407 ... 

7.60090270954194 ... 

7.600902709542003 
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The Cauchy-type integral (2.6) now is 

11 dt 
Po. 11(z) = 0 (z _ t)'1 -/T-=t, 

which, by the change of variables t = 1 - (1 - z)r2, becomes 

2(-1)/l ( 1 ) 
Po, 11 (z) = (1 _ z) 11 _ 112 R1l .JI=Z , (3.2) 

where 1v dt 
R,1(v) = o (1- t2)t1 . 

As is well known from calculus (or see [3, 2.143.2 and 2.149.2]), we have 

I I+ v 
Rl(v)=-ln--, 

2 1- v 

Rk+J(V) = (1- 2~) Rk(v) + 2k(I: v2)k' k = 1, 2, .. . JL- 1. (3.3) 

The number of digits required to obtain answers to machine precision, according to 
tesLprecision_mod14. m, is similar to those shown in Table 1, although larger 
by four units in several cases. Results produced by the routine neutraLEx4. m (in 
combination with rhoOLmu. m) in 32-digit arithmetic are shown in the first three 
columns of Table 8. 

The routine tesLprecision_mod14. m also allows us to estimate the accu­
racy attainable if the number of digits in the arithmetic is prescribed. Thus, if we let 
this number be 16 (Matlab double precision), we can expect to still get about 11-digit 
accuracy by choosing m = 10. (Much larger values of m reduce the attainable accu­
racy.) This is confirmed by running the routine neutraLEx4. m with dig= 16 
and m = 10, producing the results shown in the last column of Table 8. 

Example 5 Same as Example I, but with dA(t) = e-1dt on JR+. 
In this example, the required Cauchy-type integral (2.6) is 

100 e-1dt 
Po,f1(z) = o (z -t)J1 = -zi-Me-zE/1(-z), (3.4) 

where E 11 (z) = J100 e-zt dt j t'1 is the ~tth exponential integral. This can be computed 
to arbitrary precision by using the MuPAD engine within the Matlab Symbolic Math 
Toolbox. 

Table 8 n-point Gaussian 
quadrature results for (2.2) with ll I (m = 0) I (m = 24) I (m = 10) 
w(t) = (t- z)-l/2, 

z= 1/1000, f(t) =cos( 1-t), 10 1.792 ... 0.2 ... 1.8290 ... 
and dJ..(t) = dt ;,JT=T 20 1.822 ... 1.8294765 ... 1.8294758 ... 

30 1.827 ... 1.8294768551. .. 1.82947683 ... 

40 1.8290 ... 1.8294768553640 ... 1.8294768548 ... 

50 1.82937 ... 1.829476855364679 1.82947685533 ... 
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Table 9 n-point Gaussian quadrature errors for (2.2) with w(t) = (t- z)- 112, z = -1/1000, f(t) = I, 
and d.J..(t) = e-r dt 

Error 

n m =0 m=IO fll = 20 m = 30 m=40 m =50 

40 8.373(-02) 2.603(-04) 2.064(-05) 4.197( -06) 1.632( -06) 1.354(-06) 

80 4.747(-02) 3.698(-05) 1.206( -06) 1.012( -07) 1.458( -08) 3.090(-09) 

120 3.246(-02) 1.059( -05) 2.088( -07) 1.121( -08) 1.048( -09) 1.428( -10) 

160 2.410( -02) 4.102(-06) 5.606(-08) 2.205(-09) 1.545( -10) 1.591(-11) 

200 1.876( -02) 1.887( -06) 1.926(-08) 5.942( -10) 3.338( -11) 2.770( -12) 

Table 10 n-point Gaussian 
quadrature results for (2.2) with n I (m = 0) I (m =50) 
w(t) = (t _ z)-112, 

z = -1/1000, f(t) =arctan(/), 40 0.6282 ... 0.6277897 ... 
and d.J..(t) = e-1dt 

80 0.6279 ... 0.6277892428 ... 

120 0.62787 ... 0.6277892424 ... 

160 0.62784 ... 0.627789242439 ... 

200 0.62782 ... 0.62778924243796 

For illustration, we take again a = -1/2 and z = -1 I 1000. The routine 
tesLprecision_mod5. m then tells us that 48-digit arithmetic should be suffi­
cient to obtain to full machine precision the first 200 recurrence coefficients for the 
orthogonal polynomials relative to the measure (2.3) with m as large as 50. Let­
ting first f (t) = I, in which case the integral (2.1) can be expressed explicitly as 
I = e-zr(a + 1, -z) = 1.710939457503026 in terms of the incomplete gamma 
function, our procedure of neutralization, implemented in 48-digit arithmetic by the 
routine neutraLEx5. m (in combination with rhoO Lmu. m), yields errors as 
shown in Table 9. Thus, with 200 quadrature points we are gaining about ten decimal 
places by choosing m = 50 instead of m = 0. 

Running the same routine (with m = 50 and appropriate small changes) for 
f(t) = arctan(t) yields the results shown in Table 10. 

Example 6 The integral (2.1) with w(t) = (t2 + y 2)a, y > 0, a > -1, and dA(t) = 
e-1dt on JR.+. 

We begin with f(t) = 1, in which case the integral (2.1) is known to be (cf. [3, 
3.387.7]2) 

I= fooo (t 2 + i)ae-t dt = ~ (2y)a+l/Zf'(a + 1) [Ha+lj2(Y)- Ya+lj2(Y)], 

2There is a misprint in the formula of this reference: Nv-!j2(u. f..t) should read Nv-!j2(UtL), where Nv-!/2 

is the same as Yv-1/2. 
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Table 11 n-point Gaussian 
quadrature results and errors a n I"'=' Error 

for (2.4) with 
w(t) = It- i/l012a, 

-0.75 20 5.35n4566 ... 1.694(-09) 

f(t) = 1, and dA.(t) = e-1 dt 40 5.3578456588019 ... 9.868(-13) 

60 5.3578456588009 ... 2.043( -14) 

80 5.357845658801011 6.217(-15) 

-0.50 20 2.50986537127 ... 1.945( -11) 

40 2.5098653712915 ... 6.626( -13) 

60 2.50986537129212 ... 5.507(-14) 

80 2.509865371292172 3.997( -15) 

-0.25 20 1.409483808 ... 1.571( -09) 

40 1.4094838104039 ... 8.276( -13) 

60 1.40948381040479 ... 2.598(-14) 

80 1.409483810404821 4.441( -16) 

0.25 20 0.906236938 ... 1.878( -09) 

40 0.9062369367739 ... 2.883(-13) 

60 0. 906236936773654 2.220(-16) 

80 0. 906236936773654 5.551( -16) 

0.50 20 1.014902776624 ... 4.039( -13) 

40 1.01490277662516 ... 1.532( -14) 

60 1.014902776625171 3.997(-15) 

80 1.014902776625174 1.554( -15) 

0.75 20 1.340431153 ... 2.915(-09) 

40 1.3404311566536 ... 1.665( -13) 

60 1.340431156653803 3.109(-15) 

80 1.340431156653805 1.776( -15) 

where Hv is the Struve function (cf. [I, Ch. 12]) and Yv the Bessel function of the 
second kind. 

Here we use (2.4) with z = iy. The required Cauchy-type integral (2.6) for this 
example has already been used in Example 5 (see (3.4)). Taking y = 1/10 and 
applying Algorithms 3 and 3 of [2, §3] in 28-digit arithmetic (as determined by the 
routine tesLprecision_mod6. m) with m = 12, which is about optimal, we get 
the results shown in Table II. They are produced by the routine neutraLEx6. m 
in combination with rhoOLmu. m and struve. m. 

Table 12 n-point Gaussian 
quadrature results for (2.4) n I (m = 0) I (m = 12) 

with w(t) = It - i/101- 1/ 2 , 
20 1.195 ... 1.1 f/,776706 ... f(t) = lo(t), and 

dA. (t) = e-1 dt 40 1.18789 ... 1.1877669740463 ... 

60 1.1875 ... 1.18776697 4047072 ... 

80 1.18770 ... 1.187766974047098 ... 
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We next let f (t) = lo(t), the Bessel function of the first kind, and display results 
for a = -1/4, also obtained by the routine neutraLEx6. m, in Table I 2. 
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97 (with G. V. Milovanović) Polynomials orthogonal on the semicircle, J. Ap-
prox. Theory 46, 230–250 (1986)

104 (with H. J. Landau and G. V. Milovanović) Polynomials orthogonal on the
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Complex polynomials { It• }, x.(z) = zk + · ~ ·, orthogonal with respect to the com­
plex-valued inner product (f. g)= fOJ(e")g(e«')d6 are studied. By direct calculation 
of .momeut determinants it is shown that these polynomials exist uniquely. The 
tbree-tenn reCurrence relation satisfied by these polynomials is obtained explicitly 
as well as "their relationship with Lege~dre polynomials. It is shown that the 1.ei'OS 

of z. are au timple and are located in the interior of the upper unit half disc, dis­
tributed symmetrically with respect to the imaginary axis. They can be (and have 
been) computed as ~values of a real noasymmetric tridiagonal matrix. A lineae 
sec:ond-o~ differential equation is obtained fou.(z)-which has regular singular 
points atz== l, -I, CX) (lib Legendre's equation) and an additional regular 
siag11lar point ott the negative imaginary axis. Applications are dis<:ussed involving 
Gauss-Christoffel quadrature over the semicircle, numerical differentiation, and the 
computation of Cauchy principal value integrals. C 1986 Ac:ad!mHc: Ptas. lac. 

1. [NTROOUcnON 

We study orthogonal polynomials relative_ to the inner product 

(/.g)~ t (iz)- 1/(z)g(z)dz, (1.1) 

where ris the semicircler= {zeC:z=e•,o~6~1t}. Alternatively, 

(/,g)= Ct<ei6)g(ei6)d6. (l.l') 

Note tha~ the second factor.g is not conjugated, so that the inner product 
is not Hermitian. Nevertheless, the orthogonal polynomials can be viewed 

• The work of the first author was spoiiSOI'ed in part by the National Science Foundation 
under Grant DCR-8320561. 

315



SEMICIRCLE ORTHOGONAL POLYNOMIALS 231 

as being orthogonal with respect to the (complex-valued) moment 
functional 

!l' i' = lllu Ilk = ( ellc8 dO = n, k=O, 

=2ifk, kodd, (1.2) 

=0, k even, k i= 0. 

This moment functional is shown to be quasi-definite; it therefore generates 
a unique system of (monic, complex) polynomials { 1tk} satisfying 

deg 1tk = k, . k = 0,.1, 2,.-, 

if k i=l, (1.3) 

i=O ifk=l. 

It turns out, moreover, that (7th 7t.J>0 for k=O, l, 2, .... Orthogonality 
could not be achieved if r were the complete circle, since in that .case 
(f, g)= 27t/(O)g(O). One could consider, however, arbitrary circular arcs. 
Also, weight functions other than the.constant weight functio·n in (l.l') can 
be studied. Some results in this ·direction, involving Gegenbauer type 
weight functions, indeed have already been obtained, but they are not yet 
sufficiently complete for presentation at this time. 
. The paper is organized• as. follows. ln Section 2 we develop preliminary 

material on moment determin~nts which is used to establish quasi­
definiteness of the moment functional (1.2). Section 3 develoi>s ·the three­
term recurrence relation fo~ .the orthogonal polynomials and Section 4 ·their 
connection with Legendre polynomials. In Section·5 we discuss the zeros of 
the orthogonal polynomial 1tn and show, in particular, that all ate con­
tained in the open half disc D + = { z e C: lzl < l, lm z > 0}. A second-order 
linear differential equation for 7t,. is obtained in Section 6. Section 7 deals 
with Gauss-Christoffel quadrature . formulae for integration · over the 
semicircle, which are· applied to num~rical differentiation and, in Section 8, 
to compute Cauchy principal value integrals. 

2. PREUMINARIES ON MOMENT DETERMINANTS 

The purpose of this section is to evaluate the determinants 

llo Jlt ... lln-1 Jlo llt . .. Jln-2 Jlr. 

Ill ll . ... lln Ill Jl2 ... lln-1 /l,. + t 
Lf,.= 

. 2 
Lf'= . , . . 

Jln-l Jln · · · ll2n- 2 Jl,.-t Jl, ... Jl2n-J Jlln-1 

(21) 
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where #'1c are the moments defined in (1.2). We first express these deter­
minants in terms of the Hilbert-type determinants 

H0 = l, [ l ]"' H,.=det . . , 
21+2]-3 iJ-l 

H',. = det [ 2. ~. 1]m , 
z+ 'J- tJ-t 

(2.2). 

H0 = l, 

m= l, 2, 3,._. 

LEMMA 21. We have 

L1,. = 2" EPII/2, n (even)~ 2; 

Prooi Let first n be even. By ( 1.2) and (2.1 ), after removing a factor 2i 
from each even-numbered row and column, we have 

An= ( -( )11/2 2" 

0 
1 

0 0 
l 

1t l -
3 n-l 

1 0 
1 

0 
l l 

0 -
3 5· n-1 

0 
1 

0 
1 

0 0 
1 

- neven. 
3 5 n+l 

0 
l 

0 
l 

0 0 
1 

n-l n+l 2n-3 

1 
0 

l 
0 

1 l -- -·-····--·· 0 
n-1 n+l n+3 2n-3 

(2.4) 

Using Laplace expansion by columns numbered l, 3, ... , n - l, one finds 
that only one non-zero contribution results, namely from the minor and 
cominor pair 

(i 4 6 :· · n ) (~ 3 S···n-l). (2.5) 
3 "s ... n -I ·, 4 6 ·· · n 

Since the moment matrix is symmetric, and the sign associated with the 
pair (2.5) is ( -1 ),.11", one immediately obtains the first relation in (2.3 ). 
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To prove the second relation, for n odd, we use Laplace expansion by 
columns 1, 3, ... , n in · 

A, = ( -l)<"- •112 2"- t 

1 0 
1 

0 
1 

0 1t -
3 n-2 

0 
1 

0 
1 

0 
1 

- -
3 5 n 

0 
l 

0 
l 

0 
l 

0 - nodd.· I 3 5 n 

1 
0 - 0 

1 
0 

t 
--··· 

n-2 n n+2 2n-3 

0 
l 

0 
t 

0 0 - ···--
n n+2 2n-3 

(2.6) 

LEMMA 22 We have 

L1' 2"- 1• H' H' n (even)~2, n = l1t n/2 (n- 2)/lt 
(2.7) 

= 2"iH(n + llf2H(n -1)/lt n (odd)~ l. 

Proof If n is even, then 

A~= ( -1)<" -2112 2"- 'i 

l 0 
.1 

0 
1 

0 0 1t -
3 n-3 

1 0 
1 

0 
l 

0 
1 l 

- - •• l 

3 5 n~l n+l 

0 
l 

0 
l 

0 
l o· 0 

3 5 n-1 
, neven. 

. . .• 

0 
l 

0 0 
l 

0 0 ... -·-
n-l n+l 2n-5 

l 
0 

1 
0 

l 
0 

l l -- ... ----
n-l n+1 n+3 2n-3 2n-l 

(2.8) 
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Laplace expansion by columns l, 3, s ..... n - l, n results in a single non­
. vanishing term, namely 

' -

( l 2 4···n-2 n)x(3 5 1···n'-l)• 
l 3 5···n-1 n 2 4 6···n-2 

with sign l + l + 3 + 5 + · · · + (n- 1) = (n2 + 4 )/4, from which the first 
relation in (2 7) JoUows readily. The second relation follows similarly, using 
Laplace expansion by columns 2, 4, .•. , n - l, n in 

LBfMA 23. We luzve 

22nfl-m nlno -l k' n· m-l _(2k)' H k~a • t=t • 

... = nzr .• <2m+2k-2}! • 
m = l, 2, 3, .. ., (211 ) 

H'. = 2,..z_,.llt:.a k! Ilk'_ .(2/c)! 
"' m! 2 llk'-.<2m+Zk)! ' 

m = l, 2, 3,_. (2~2) 

Proof. Use (210) with a,=2i, bi=2j-3, and simplify, to get (211~ 
Silnilarly, (212) follows from (210) with a1= 2i, hi= 2j-l. I 

Combining Lemmas 21 and 23 yields 
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LEMMA 2.4. We have 

11 _ 2<,.- .,1 nz: ~ k! 2 n~~~--.o/2 <2kW 
II- 1f: ((n- l )/2)!4 Oi".:tl)/2 (n + 2k- 1 W' n (odd);?: t, 

nn-t kf2 n<n/2)-l (2k)f2 LJ · 2,.1 k- 1 • lc =I • 

. ,.= nzt:., (n+2k-2)! 2· ' 

Combining Lemmas 2.2 and 2.3 yields 

LEMMA 2.5. We have 

, ,.z. nz:~ k! 2 ni"=-.''12 <2kW 
A,=l '(2n-l} fli".:-,1,12 (n+2k-1W' 

3. RECURRENCE RELATION 

(2.13) 

n (even);?: 2 . 

(214) 

n (odd) ;?: 1, 

(2.15) 

n (even) ;?: 2. 

(2.16) 

We note, first of at~ from Lemma 2.4, that L1,. > 0, all n ~ 1, and 
therefore, in particular, that the moment sequence (1.2) is quasi-definite 
(d., e.g., Chihara [2, Chap. 1, Definition 3.2]). The orthogonal 
polynomials (1.3) therefore exist uniquely, and (xh x*) = LJk+tfA~ >0 
·(Chihara [2, Chap. l, Theorems 3.1 and 3.2]). Moreover, the foUowing 
theorem holds. 

THEoREM 3.1. The (monic, complex) polynomials {x*} orthogonal with 
respect to the inner product ( l.l) satisfy the recurrence relation 

where 

and 8* is given by 

n0(z) = l, 

2 [r((k + 2)/2)]2 

8k=2k+l r((k+t)/2) • 

k =0, l, 2, ... , 
. (3.1) 

k~ l, (3.2) 

k~O. (3.3) 
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Proof The fact that the polynomial$ { 7tt} satisfy a three-term 
recurrence relation (3.1) follows from the property (z/, g) = (/, zg) of the 
inner product ( 1.1) ( c£. Gautschi ( 6, Theorem 2] ); It is well-known that 

k~ l, (3.4) 

from which the last relation in (3.2) foUows via Lemma 2.4 by an elemen­
tary (but .lengthy) computation. Likewise,. 

(where Lf~=O), from which the first two relations in (3.2) follow via 
Lemmas 24 and 2.5. I 

Using Stirling's formula in (3.3), one finds from (3.2) 

just like in Szego's theory for orthogonal polynomials on the interval 
[ -1, I] (Szego (14, Eqs. (127.4) and (12.7.6)]). 

From (3.1) and (3.2) it follows easily that -ilh_ 1 is the coefficient of 
Zt-t in x 

k• 

k~L (3.5) 

Furthermore, Jl7t~cft 2 =xP 1P2 · .. P~c=1t(808 1 • .. 6~c-r)2, by (3.2), and hence, 
~(D~ . 

I · .. 2 
H n _ 1 2lk k.[r((k + 1 )/2)] 

1tJc --:;;. (2k )! • k~O. (3.6) 

4. CoNNECTION WllH LEGENDRE PoL YNONIALS 

The polynomial1t,. in (l.3) is simply related to the (monic) Legendre 
polynomials. We have. in fact, · 

THEOREM 4.1. Let { P 1c} denote the sequence of monic Legendre 
polynomUJ/s. Then the representation · 

7t,.(z) = P ,.(z)- i6,._ 1 P ,._ 1(z), 

holds, ~!Jere 61c is given hy (3.3). 

n~ 1, (4 .. 1) 
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~ J• A 2 Proof. Let nt= _1 (Pk(z)] dz. Then 

n,.(z) =y0 P0(z) +y1P 1(z) + · · · +y,.P,.(z), 

where 

the second equality following from Cauchy's theorem. Since zPk(z) is a 
·linear combination of n0 (z), n 1(z}, .... 7tk+ 1(z), the orthogonality relations 
(1.3) yield y0 =)11 = ··· =Jl,.-:i =0. Oearly, y,. = l, while, in view of(3.5), 

Here the second integral vanishes, the integrand being an odd function, 
and so y,._ 1 = -i8,._,. I · 

5. THE ZEROS OF n,.(z) 

We begin with a simple symmetry property.· 

THEoREM 5.1. If { e C is a zero of the polynomial n,., then so is -( The 
zeros of 1C,. are thus located symmetrically with respect to the imaginary axis. 

Proof. Denote by if,. the polynomial obtained from n,. by conjugating 
all coefficients, 

if,.(z) = 7C,.(z). 

Equation ( 4.1) then shows that 

n,.( -z) = ( -l)"if,.(z). 

Therefore, if {is a zero of 1C,., there follows 

0 =7C,.({) = ( -l)"if,.( -{)= ( -l)"n,.( -(), 

hence n,.( -()=o.· I 
We show next that all zeros of n,. lie in the upper unit half disc. 

(5.1) 
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THEoREM 5.2 .All zeros of the polynomial n,. are contained in 
D+ = {zeC: lzl < 1 andlmz>O}. 

Proof. We farst apply Rouche's theorem to show that all ~ros of n,. lie 
in the open unit disc D = { z e C: lzl < l }. Consider · 

Q. ( }~ P,.(z) 
II% - t P,._ 1(z) 

zeoD. 

We ace seeking lower bounds q,. (not depending on z) of fQ,.(z)l for zeiJD, 

IQ,.(z)J ~q.. zeoD. 

From the recurrence rcliltion for the (monic) Legendre polynomials 

we find 

( 1 . 1 
Q,. z)=z-4-(n-l)-2 Q~_ 1(zf (5.2) 

Since Q1(z)=z, we clearly haveq1 = l. Furthermore, (5~2) shows that we 
can. take 

l l 
q"=l-4 ( l)-2 • - n- q,._. n~2. 

lt is readily seen by induction that 

n 
q,. =2n-l' n~l. 

Therefore,JP~(z)f~(n/(2n-l))IP ... _ 1(z)l onoD, and th~ 

IP,.(z)J;?;2nn to .. ~ 1 16,._,P,._,(z)J·. zeoD, 

where 6" is given in (3.3). Now, 

2n n l ~-~-• =~[r(~+ t)/ r(n; l) Jl. 
and using a refinement of ·Gautschi's iBequality for the gamma function, 

r(x+ l) . 
--->(x+!s.)1 -', x>O, O<s< 1, 
r(x+s) · 
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due to Kershaw [10], with x=n/2, s=!, one finds 

n 1 2n+l 
2n-l 0,_, >~> l. (5.3) 

Consequently, !P,.(z)l > JO,_.P,_.(z)f on oD, and therefore by Rouche's 
theorem, applied to ( 4.1 ), all zeros of n,. lie in D. 

To complete the proof of Theorem 5.2 we use in (4.1) a result of 
Giroux [8, Corollary 3 ], according to which all .zeros of n,. either lie in the 
half strip lm z ~ 0, - ~ .. ~ Re z ~ e,, or in the conjugate half strip, where ~ .. 
is the largest zero of the Legendre polynomial P,.. Since by ( 3.5) the sum of 
the zeros has positive imaginary part, it is the upper half strip that applies. 
It remains to show that all zeros of n,. are. nonreal If there were a 
zero { = x e R, then indeed P, _ 1(x) #: 0, since otherwise, by ( 4.1 ), we would 
have the contradiction P,.(x)=P,_ 1(x)=0. The same equation (4.1) then 
implies i8,._ 1 = P,(x)/P,._ 1(x), which is plainly impossible. I 

Remarks. (1) We have proved, more precisely, that aU zeros of n,. 
are contained in the region {zeC:fzl<l}("\{zeC:lmz>O,-~ .. ~ 
Re z ~ {,}, where {,is the largest zero of the Legendre polynomial P,.. 

(2) The fact that all zeros of x,. lie in .the closure of D follows also 
from a result of Specht [13, Satz 7*], applied to (4.1 ), and Kershaw's 
inequality used above. We feel, however, that our proof has independent 
interest. 

THEOREM 5.3. All zeros of n,. are simple. 

Proof. Let C be a l.Ct() of n,, hence, by ( 4.1 ), 

P,({) = i0,_ 1 P,_,({). 

We prove that n~({) #0. 
Using the recurrence relations 

and 

(5.4) 

(.1-z2) Pt(z) = (k + l) zP,;(z)~ (2/c+ l) Pk+ 1(z) (5.5) 

in 
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yields, after a little computation, 

·~<{)= (t-{~)~,._,({) [2n nl_ 1 P~_,({)+ (2n -t)P~({) -ln{P,.({)P,._,({)] 

(l-~i) (~)-l) [n2 - (2n -ozo:_, -2n(2n- t){8,._ 1i]. 

Letting C = « + ifl, the expression in brackets becomes 

2 2Z . \..,IJ • n - (2n - l) 8,. _ 1 + 2n(2n - 1 )flO,. _ 1 -: 2n(2n - l ~,.- t '· 

which, by virtue of fJ > 0 and ( 5.3 }, is clearly nonzero.. I 
The zeros{, of n,. may be computed as eigenvalues of the Jacobi matrix 

J= II 

. itxo Do 0 

Do i«1 01 

8, ilx.a •..•• 

··... •. ·. . 0,._2 . . 
0 8,._2 . i«,._, 

(5.6) 

By a similarity transformation with the diagonal matrix. D~ = 
dia (l . ·2 ·l l, . ) RII>CII th be . l' . he g · ,t, 1, r, t, ... e . ese·cau seen to equa ,=ltl •• w re "" 
are the eigenvalues of the real nonsymmetric tridiagonal matrix 

~: . 

«o Oo 0 

-8o ex, Ot 
-8, 

.. 

-iD;; 1Jt:~D,. = 
«2 

(5.7) 
8,._2 

0 -0·-l «a-l. 

Using the EISPACK routine HQR (12, p. 240], we computed aU zeros. of 
1t, f~ selected values of II up to n = 73. Figure 1· shows those with DOD­

negative real parts for n = 2( I) ll, as weD as those with smallest. and next 
to smallest. ~sitive real parts for n= 12, 16, 24, 40, 72 and those with 
smallest positive .real pacts for n = 13, 17, 25, 41, 73. · 

Figure l, together with the facts that n1(z)=z~(2i/n) and x3(z)= 
z3 - (8i/5x )z1 - (3/5 )z + (8i/l5x ), suggests that the Imaginary part of every 
ieco of Jt8 is ~2/x, if n~ l, and ~.315076_., the· unique positive root of 
t 3 -(8/5x)t2 + (3/S)t- (8/lSx) =0, if n;?; 2. 
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.4 

. 0. .4 .8 
.2 .6 1 . 

FtGUU I 

6. DIFFERENnAL EQuATION 

Like the Legendre polynomial P ,., the polynomial x,. satisfieS a second­
order linear differential equation with regular singular points at 1, - 1, oo. 
There· is, however, an additional regular singular point on the negative 
imaginary axis which moves as a function of n. 

THEoREM 6.1. The polyMmialx,.(z) satisfres the differential equation 

(l-z2) [n2 -(2n-1)28!_ 1 - 2n(2n -l)zi8,._ 1Jx:(z) 

-2[(n2 -(2n·..:.. t)28!_ 1)z-n(2n- t)(z2 + l)i8,._.Jx~(z) (6.1) 
. . 

' 
+n((n+ l)n2 --(n-1)(2n -1)28!·;-t- 2(2n-l)n2zi8~_ 1 ]x,.(z) =0, 

where 81: is given· by (3.3 ). 

Proo.f. Let u= .P,._ 1(z) and v=(2n-1}1.t,.(z~ and defme 

ru(z) = (z- l )M2)-(11-l/2)18._,(z + l)(n/2)+(11-t/l,S.-a, (6.2) 

1 The authors arc indebted to Professor F. Calogero for the reference Abmed and Bruschi 
[ 11 where similar proof techniques .are employed 
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where we ~ume, for the moment, tbat zeD+= {zeC: lzl < 1 and 
1m z > 0} and where fractional and imaginary powers denote principal 
b.rc~nches. An elementary calculation, using (5.5) and ( 4.1 ), will show . that 

(z1 -l)[co(z)u]' ~co(z)v, (6.3) 

where the prime denotes ditferentiation with respect to z. There follows 

If co u=-. ,.---1 vdz, 
(t) z -

( l)'J (t) l u' = (JJ zz-l vdz + zl - l v. 

( l)" f (JJ '( 1 )' (t) ( l )' l . u" = ;; . . zz - 1 vdz + ;; . zz- 1 " + zz .:_ l v + z2 - 1 v'. 

Inserting this into Legendre'$ ditTerential equation 

(z2 -l)u" + 2zu' -n(~-l)ll=O, 

and simplifying. yield$ 

ru' [( ( 1 )')' n(n- l)] j m v' - co v + . (z1 - I) (JJ . - ru z2 _ 1 vdz = 0. 

Noting by ( 6.2) that 

ru' -nz+ (2n-l)i8,._ 1 . : a(z). 
ru z2 --:- l 

(6.4) 

,.(n-1) l n2--(2tl-:- l)le!_ 1--2n(2n~J~,.-l . 
(JJ - (JJ · z2 -- I 

=: b(z), (6.5) 

one obtains from ( 6.4) 

l , a(z) J ru · _ 
b(z) v + b(z) "+ z2 -l vdz=O. 

Dift"erentiating this · with ~pect to · z ~nd multjplyip.g the ~ult by 
- [n2:- (2n- 1)28!_, -2n(2n -l)zil!,._.J2/cu(z)·}'ie;lds, aftel'-~me lengthy, 
but elementary computation, the desired-dilferenU.l equation (6.1). By the 
permanence principle, the restriction· hnposed on z can- now be lifted. · I 
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We remark that the differential equation ( 6.1) has four regular singular 
points, one each at l, -1, and oo, and an additional one at 
z0 = -[n2 -(2n-1)28!_ 1]i/[2n(2n-l)8,._ 1.] •. In vie~ of· (5.3), z0 is 
located on the negative imaginary axis; it approaches the origin 
monotonically as n increases. Since by Theorem 5.2 the zeros of x,. are con­
tained in D + , and therefore are regular points of the differential 
equation ( 6.1 ), it follows again that they must all be simple. 

7. GAUss-CHRISTOFFEL QUADRAlURE OVER. THE SEMICIRCLE 

The orthogonal polynomials n,.(z) can be used in the usual way (see, e.g., 
Gautschi (7, Section 1.3]) to construct a Gauss-{;hristotfel quadrature rule 

f1< .. 
], g(e18 )d0= L a,g({.)+R,.(g); 
0 •= I 

R,.(P 2n - I ) = 0, (7.1) 

for integrafs.over the semicircle. Indeed, the nodes {,=(~" 1 are precisely the 
zeros of n,.( z ), whereas the weights a,== a~,.t can be obtained by an adap­
tation of the procedure of Golub and Welsch (9 ]. Letting 
ik(z) = nk(z)/UnkU denote the normalized orthogonal polynomials and 

i(z) = (io(z), Xt(z), ... , X,._ 1(z)]T 

the vector of the first n of them, it is easily seen that 

J,.i({,) ={,i({,), 

where J,. is the Jacobi matrix in (5.6). The nodes{~ are therefore the eigen­
values of J,. and it({,) the corresponding eigenvectors. Defining 

p(z)= D; 1i(z), (7.2) 

where, as before, D,. =diag (l, ~ i 2, i3, l, ~ ... ), one finds 

[ -iD;1 J,.D,.]p({,) = 'l,p({,), (7.3) 

ie., p({.) is an eigenvector of the real matrix (5.7) corresponding to the 
eigenvalue,.= -i{ •. Denote by V,. the matrix of the eigenvectors of(5.7), 
each normalized so that the first component is eqUal to 1. Then 

(7.4) 
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Now substituting in (7.1)· for gin tum aU comp()ne~ts of the vector p(z) 
in (7.2) yields 

where e1 is the first coordinate vector. Therefore, 

(7.5). 

The weights t1., in (7. t) can thus be found by solving ihe linear .system of 
equations (7.)~ Using the EISPACK routine .HQR2 [12, p. 248] to com~ 
pute the matrix V,., and the UNPACK routines CGECO aild CGESL 
[ 4, Chap. 1] to solve the system (7.5), we observ~ estimateS of the CQn­
dition number (furnished by CGECO} which were only moderately large. 
For example. cond Y,. = 20.5, 73.3, 184.9 for"= 10, 20, 40, respectively .. it 
thus appears that the system (7.5) .is reasonably weU Conditioned. 

Since the matrix in (7.3) is real, the nonreal eigenvalue$"· occur in. con­
. jugate complex pairs (see also Theorem 5.1}. ·One -~ moreover, the 

following theoretn. · 

, TIII!OREM 7.1. If '1. is real, so is (f.,. If "·• 1 =ii., · is complex, 
then tlw+ 1 =ii.,. 

Proof. Assume first that " is odd. an4 for simplicity, that there is one 
real ·eigenvalue 'I 1 ~ n ..:.. 1 conjugate complex eigenvalues ~1 .. 1 = iiz•. 
v= l, 2,_., [n/2]. (Figwe l suggests that this is indeed the else~) Then the 
first eigenvector v1 in (7.4) is real and the others occur in conjugate com­
plex pairs, v1.+ 1 = 621r, '=I, 2, .. ., [n/2]. By (7.5) therefore, 

... (111/21 . . . . 

tlaVr+ ~ (<rz,Vz.+tTz-.tDz.,)=~•· 
•-.• 

Conjugating this, gives. 

. (111/l] . . . 

t1rva+ L (alw+tVz.,+iizwDz.,)==u,. ,_, 

By the nonsingula*y of .v~., hence ~. uniqueness oft~, there foUows 
ISzy + 1 ..,; ii 1~ for l' = 1,. 2, . .., ( 11/2], proving. the Second part of the theorem. 
Since the .. sum above, as weU 8.$ u1, are~ it foDows ~t also tit is real, 
which proves the lint . part of the theorem. A similar:: argument applies 

. when n.is even. . ·I· 
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In Table I we display the Gauss-Christoffel formulae (to 8 decimals only, 
to save space) for n = 5, 10, 20. They were obtained (to higher precision) on 
the CDC 6500 computer, using the routines HQR2, CGECO and CGESL 
mentioned above. 

EXAMPLE 7.1. fg.exp(ce 19 )d8=n+i[Ei(c)+E1(c)],c>0. 

The exact answer in terms of the exponential integralS ( cf. Gautschi and 
Cahill [S,Eqs.S.l.land5.l.2]) follows from(8.t) below (where/(z)= 
exp (cz)) and (8.8) (wherex=O~ 

We apply the Gauss-Christoffel. rule (7.1) with g(z) = exp ( cz) for 
n = 2, 5, 10, 20 and c ~ .2, .6, 1.0, 2.0~ 6.0, 10.0. The results are compared 
with the approximations furnished by the composite trapezoidal rule based 
on n equal subintervals of [0, x] and by the n-point Gauss-Legendre for­
mula-on [0, x]. Since the real part of the integrand is·an ·even function, the 
•trapezoidal rule . must produce for the real part: half of. the re8ult it would 
obtain if it were applied over the whole interval· of periodicity, [ -n, xj, 
using 2n subintervals. In particular, the composite trapezoidal rule, like the 
Gauss-Christoffel rule (7.1 ), . integrates the first 2n - t powers in the real 
part exacdy. This will not be the case for the i~giliary part, _which. is an 
odd ~nction. Here the trapezoidal rule, unlike the Gauss rule, integrates 

TABLE l 

Gauss...Christoffet· Formula for n.= 5, 10, 20 

n " c. (f. 

5 1,2 ±0.89052727 +0.02249S46li 0.0072402551 . ±0.30663646i 
3,4 ±0.48026508 +0.lt792794i 0.50270345 ±0.926189321 
s 0.2221614li 1.99138066 

10 1.2 ±0.97146604 +0.0028731070i 0.0078107581 ± 0.074979250i 
3,4 ±0.85284258 +0.01S1S0316i 0.023$71055 ±0.19000917i 
5,6 ±0.65232339 +0.037578303i 0.063357456 ±0.3S6S2107i 
7,8 ±0.39255204 +0.072381390i 0.23196483 ±0.66539219i 
9,10 ±0.lt92820S +0.122360911 l.2440t223 ±0.83461315i 

20 1,2 ±0.99279481 +0.00036088 L22i 0.00093961488 ±0.018602063; 
3,4 ±0.96223284 +0.001901S682i 0.0023283767 ±0.0442tl07li 
S,6 ±0.90804700 +0.0046158976i 0.0041099345 ±0.01222361Si 
7,8 ±0.83157445 +0.00869810421 0.0066940217 ±0.104S1986i 

9,10 ±0.73472727 +0.014013039i 0.010908872 ±CU444l960i 
11,12 ±0.61995356 +0.020739446; 0.0187128.30 . ±0.19743837i 

. -13,14 ±0.49022929 +0.029167472i 0.035680664 :t:0.27S42598i 
15,16 ±0.34918044 +0.04000mu 0.082367746 ±0.4064915ti 
17,18 ±0.20200473 +0:05S04S9'i1i 0.26876888 ±0.6S608104i 1 

19,20 ±0.061601584 +0.07S4719S6i l.l4028539 ±0.69192S46i 
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exactly only linear terms, and the error in the imaginary part must be 
expected to exhibit the familiar C!J(/J2) behavior, where h = n/n. Table H 
showS the results (numbers in parentheses denote decimal exponents~ The 
three pairs of entries for each c and n .-epreseot the relative errors in the 
real and imaginary part corresponding to the n-point Gauss-Christotfel 
rule (7.1), the n-pomt Gauss-LegeAdre rule on (0, n ], and the composite 

. (n + 1)-point trapezoidal rule, in that ordet. Note that the error of the 
Ga:uss-Christoft'el rule, evenfor the real·part. is usually several orders of. 
~tude smaller than the correspoQ.ding error of the trapezoidal rule, 
unless both are near the level of machine precision (3..553 x tO -as on the 
CDC 6500 computer). The· large errors of the trapezoi<b,d rule in the 

·imaginary parts, and their IJ(h1 ) decay, are particularly conspicuous. Note 
also the relatively poor performance (compared to (7.1)) of the Gauss­
Legendre rule. 
· The exponential integrals Ei and E1 in Example 7.1 were computed by 
the FUNPACK f~ons Eland EON E. respectively {d Cody .[3] )~ 

EXAMPLE 7.2. f(a) = (l/da)J;e-18 U(a+ (h/2)e.,)-/(a-(h/2)e18)]d6. 

TABLE U 

Relative Erron io R.cal and I~Ullgioary Parts ·. 

c 11==2 II=S •=.to· 

0.2 GC 7.4( -6} 24( -6) 9.0( -15) 7.1( -14) l.~( -14) 1.2( -ll). 2.7( -14) it( -13) 
GL 4.8(-3) 25(-2} 4.7(-7) 1.2(-S) 4.S(-l4) 3.0(-12) 4.6(.-13) 24(-13) 
T 6.7(-S) 2.2(-1) 1.4(-14) 3.4(-2) t4(-14) 8.4(-3) 11(-14) 2.1(~3) 

Cl.6 GC 6.0(-4) 1.9(-.4) 3.1(-12) S.l(-13) 1.8(-14) 1.2(-13) 2.7(-t4) 2.0(-13) 
GL J.l(-2) l.l(,-2) '-5(-S) 2.1(-S) 7.4(-ll) 6.2(-10) 4.G(-l3) 2.4(-13). 
T $.4(-l) 2.8(-1) 1.7(-9) 3.9{-:2) 23(-14) 9.6(-3). 3.2(-14) 24(-3) 

1.0 GC 4.7(-3) 1.5(-3) 5.2(-10) 7.1(-1l)2.l{-14) 1.3(~13) 1.4(-14) 2.2(-l.l) 
GL 8.3(-2) 1.4(-1) 28(-4) 6.4(-4) 6."8{-9) 6.0(-9) 3.7{-13) 22(-13) 
•T 4.2(-2) 3.7(-H 28(-7) S.()(-'2) 1.4(-14) L2(-l} $.0(-14} 3.0(-3) 

2.0 GC 7.8(-2)· 21(-·2) 5.6(-7) 6.4{-8) 23(-14) 1.6(-13) 45(-15) 2.8(-ll) 
GL 1.6(-1) 4.9(-1) 1.1(-2) S.l(-3) 2.3(-7) U(-6) 4.0(-13) 1.4(-13) 
T 6.7(-t) 7.1(-t) 28(-4) t.l(-1) 3.9(-tl) 2.S(-2) ~.4(-14) 6.2(-3) 

6.0 ·GC 9.0(0} 6.0(-1) S.l(-2) t.l(-l) 4.()(-9) 4.2(-ll) 1.0(-12) 8.7(-13) 
GL 4.9(1) 2.1(0) t..l(l) 3.2(-1) 9.3(-2) 1.2(-3) 3.4(-8) 2S(-l1) 
T . 1.0(2) 1.0(0) 1.7(1) 1.4(0) l.S(-3) 2.6(-1) l.4(-t3) 5.9(-2) 

10.0 GC U(l) 1.0(0) . 22(1) 28(-2) 2.0(_:.4) 1.2(-7) 5.9(-11) 1.6(-ti) 
GL 13(3) 1.2(0) 6.4(2) 2.1(0) 8.2(1) 1.2(-2) l.l(-4) 1.4{-6) 
1' 5.s(3) . 1.0(0) 28(3) 1.3(0) 4.1(1) 1.0(0) 1.2(-8) t.9(-l) 
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... · 

: :. 

.... TABLE m 
' ·Numtricaf' dili'ciCnliaticm · by (7. 7) 

with n.P'l, ·Coff(z),.,;exp(z). •=0 

It · :.. . . -f(O)as , 

1. ..,. 
0.25. 

. 0.125 .. 
o,ow 
0.03125 
o.Ot~2S 

. . .. ' ... 
0.99994199437142 
Ol9999631a906 . 
0.9999;917391086 

· o~~sato99-
·~H702 
o.~sp 
0.99999999999661 

Z41 

·. · · ' It' a' asstuned here that fis ..Wytic ou·somc dOmaiil·containing the .,oint 
" and' a circular neighboi'hood of il with radius h/2 The formula given for 
the derivative is then an easy consequence of Cauchy's theorem. Applying 
(7.1) _·tO ~ integral on the right ·yields 

(7.6) 

In t1:te case where a is teal,· and/(z) is _teal for real z, this can be simplified 
by USirig TheotetDS -s~r antl'7.t: ·Fot-efampte, wheu n is ·even, md Re C .. > 0 
for '~ 1, ~ n/2, ~ne find's 

aeven. (7.7) 

•' . . . .. 
.. ·To-give a numerical ilhistradOII; letf(z)=e', a==O and 11=2 Thea 

.·· .;.'.. . . . . ... · . 

· ·· : · 1 · · · · ·. . 1 ( 24-r·] .. '•~ur.J48-•2::-·hr],. :u,=2 1£+iJ48-~· ~ 

. !!::!(" -~'-1t2. '+i(l2~Jt2)], .. c,. 4. j43-tt.2 
• • 0 : • • •• , '· •. • ' • 

aild (7.7) for h=·2.-k, lc=O(l}6,.produces the ~oximatioas .in T~ble ill. 
. . 

8. AN·~rioN.roCAUcitY·PmoPAi. VAWBI~··· . . .. . . . . . . .. · ···.·· 
0 • • • • •• '• • •• • •• • • • • • • 

· . J:.et C., 0 < s·< 1;. ~.the CQD.toar ia .. dle c;<>JDplex- plan,e foamed. by the unit 
. up~ semicitcle, the line se~t from _:1 to -s, the upper semicircle of 
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radius··e ·and center at ~ origin; and· thcJine segment from s· to 1. For any 
luaction/ analytic on the closed upper unit half disc we then havC. by 
cauchy's theorem, lim.loJ~/(z}dz/z~o, hence 

' . r· @_dt=i {nf(O}-f/(e111)dfJ}. . (8.1) 
-1 t 0 

where the intesraf on the left is a Cauchy principal value inteifaL In par ... 
tiCular, if/(z) ii real for tealz; as we shaD henceforth assume, ·we.bave 

. . . 

ft f(t) dt=lm{rc/(e•)d9. 
-l I o · 

(8.2) 

If the singularity is not at the origin, but a( so~ afbitrary ~U.,t x 
on (-I. I), we map x to the origin by a linear fractiol'lal traDsforination · 
and obtain ' 

£' /(~) dt=f' g(x,t) dt=lm fi<x,eli)d6, · (8:3) 
-• t-x -1 t . o 

where 

..• ! · .. 'i(x, z)=f~.+.xj· (~+ li 
' ·'· · xz+1 · 

.<8.4} 
. . ~' ·.,. 

Applying (7~1)to (8.3l)'ields 

.. ,: .' t~;~dt~tm{J. <r~.t.C.HR.<sf.t.·ll}.· . .. · (OJ 

; . ~~:.t.,.{x,.z): ~ a.:~~tY .. at;~:-·1/x.· whi~h i$ Iairther aw~y 
from. the· ~tervat [-i-.'.tf~e ~r-lxJ.: We e~pect therefore·.·cs~sj )o_ 
provide· a goOd &Pproxliaiation (When R~·iS nqtected), unleSs iXJ is. d~ 
tot. 
0~ misbt think of pr~ng ~e.4irdy by following the~deqvation 

at the 'begiuning of tiU, section, but with a contour c. that excludes the 
pOint.x rather .than 0. ·This .would give .. 

:• 

f! f(d dt~i{. xf(x)-r·- 1<i') liidiJ}: . -l <x<t. (8.6) 
_,t-x · · o 1-xe 
~ • • ••• ... • • • • 0 : ' • :: • 

A,Ptying t1ae qi.adrature ru1e (7.1) to the-·in.e~ron·ihe_ ~Pt.· ~!(8.6). 
h9W~, ,VOuld produce.po.or res~ts, owing· .to f4c; po~. ~~:;;X of,tl\e 
integrand functionf(z)/(t-.xz- 1). · ....• ·~·' :~ : ~··,. 
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A better alternative is to use Gauss-Legendre quadrature on (8.3) (cf.., 
e.g., Gautschi [7, p. 106]), 

fl /(t) II J. 
-dt::: L -.!g(x. -r.), 

-l t-x .,_, t., 
neven, (8.7) 

where t. = t~"• are the zeros of the Legendre polynomial P,. and J.. = l.~"• the 
associated Christoffel numbers. This requires only ceal arithinetic, in con­
trast to (8.5), but may be less stable on account of the division by the two 
zeros t" of opposite sign closest to the origin.. 

. ect . 
EXAMPLE 8.1. l(x,c)=f~ 1 t-xdt; -l<x<l, ceR. 

A simple calculation yields 

I( x, c) = ec-!'[ Ei( c( l - x)) + E 1 ( c( 1 + x))] 

= ln ( ( 1 -X)/( l +X)] 

= -e-14r[Ei(Jcl(l +x))+E1(1cl(l ~x))] 

where Ei, E 1 are exponential integrals. 

if c>O, 

if c = 0, (8.8) 

if c<O, 

The quadrature rules (8.5) and (8.7) were found to give comparable 
results in this example. Both, indeed, have similar approximation proper­
ties: (8.5) is exact when g is a polynomial of degree ~2n-l, and (8.7) 
when g is a polynomial of degree ~ 2n. When n is large, however, and the 
truncation error near the level of machine precision, (8.5) was observed to 
produce somewhat more accurate results on account of better stability . 

. Measuring cancellation in the respective quadrature sums by the ratio of 
the absolutely largest quadrature tenn and the modulus of the quadrature 
sum, . it was found, for example, that for n = 40 and c =0.5 the degree of 
cancellation is l-2 orders of magnitude larger in (8.7) than in (8.5). 
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Polynomials Orthogonal on the Semicircle, II 

Walter Gautschi, Henry J. Landau, and Gradimir V. Milovanovic 

Allstrad. Generalizing previous work [2], we study complex polynomials { ,.k}. 
,.~.(z)=zk+· ··,orthogonal with respect to a complex-valued inner product 
(/.g)== J; f(e111 )g{e111 )w(e19 ) d8. Under suitable assumptions on the "weight 
function" w, we show that these polynomials exist whenever Re J; w( e1") d9 -,t. 0, 
and we express them in terms of the real polynomials orthogonal with respect 
to the weisht function w(x). We also obtain the basic three-term recurrence 
relation. A 4etailed study is made of the polynomials { """} in th,~: case of the 
Jacobi weight function w{z)= (1- z)'"(l + z).e, a> -1, p > -1, an4 its special 
case a= fJ =A -l (Gegenbauer weight). We show, in particular, that for 
Oegenbauer weights the zeros of n-" are all simple and, if nii!=2. contained in 
the interior of the upper unit half disc. We stronaJy suspect that the same holds 
true for arbitrary Jacobi weights. Finally, for the Gegenbauer weight, we obtain 
a linear second-order differential equation for """(z). It has regular singular 
points at z = l, -1. co (like Gegenbauer's equation) and an additional regular 
singular point on the negative imaginary axis, which depends .on n. 

1. Introduction 

Let w be a weight function which is positive and integrable on the open interval 
(-1,1), though possibly singular at the endpoints, and which can be extended 
to a function w(z) holomorphic in the half disc D+={zeC: lzl< 1, Im z>O}. 
Consider the following two inner products, 

(l.l) [/. g] = f
1 
f(x)g(x)w(x) dx, 

(1.2) (.f. g)= Lf(z)g(z)w(z)(iz)-1 dz = l," f(e;6 )g(e18)w(eUJ) d8, 

where r is the circular part of aD+ and all integrals are assumed to exist (possibly) 
as appropriately defined improper integrals. The first inner product is positive 
definite and therefore generates a unique set of real orthogonal polynomials {pk}, 

{ =0 if k ¢' ~ 
(1.3) [Pk.Pt]>O ifk=l, k,l=0,1,2, ... , 

Date received: June 30. 1986. Date revised: September 19, 1986. Communicated by Paul Nevai. 
AMS classification: Primary 30Ct0, 30ClS, 33A65; Secondary 34A30. 
Key words and phrases: Complex orthogonal polynomials, Recurrence relations, Zeros, Differential 
equation. 
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390 W. Gautschi, H. J. Landau, and G. V. Milovanovie 

where P~c is assumed monic of degree k. The second inner product, on the other 
hand, is not Hermitian; we deliberately did not conjugate the second factor g 
and did not integrate with respect to the measure lw(ei11 )1 d9. The existence of 
corresponding orthogonal polynomials, therefore, is not guaranteed. We call a 
system of complex polynomials { 11'"} orthogonal on the semicircle if 

{ =0 if k~l. 
(1.4) ( '71'", 11'1) F O if k =I, k, I= 0, 1, 2, ... ; 

we assume '71'" monic of degree k. 
Our interest here is in the orthogonal polynomials { 11'"}, their existence, relation­

ship to the polynomials {p,.}, difference and differential equations, and zeros. A 
study of these polynomials was initiated in [2], where we considered w( z) == 1 
and used moment information to construct the polynomials { 1r"}. This necessitated 
lengthy preliminacy computations of moment determinants [2, Section 2]. We 
now obtain these polynomials more directly, and for more general weight func­
tions, using orthogonality as the principal tool of construction. 

The paper is organized as ·follows. In Section 2 we establish the existence of 
the orthogonal polynomials { 11'"}, assuming only that 

(1.5) Re (1, 1) = Re t,. w( e18 ) d9 ~ 0. 

We furthermore represent 1Tn as a linear (complex) combination of Pn and Pn-t· 
This then leads quickly to the basic three-term recurrence relation, as is shown 
in Section 3. The case of Jacobi weights w(z) = (1- z)a(l + z)13• a> -1, /3 > -1, 
is considered in Section 4 and is further specialized to Gegenbauer weights 
(a= {3 =A-!) in Section 5. Section 6 is devoted to a study of the zeros of 7Tn in 
the case of Jacobi and Gegenbauer weights. After a brief discussion of numerical 
methods~ it is shown that, for Gegenbauer weights with A> -!,the zeros of 1Tn, 

n ~ 2, are all contained in the upper unit half disc D+. Numerical evidence seems 
to suggest that the same is true for arbitrary Jacobi weights. The simplicity of 
the zeros is shown in the case of Gegenbauer weights. The polynomial 1r,. then 
satisfies a linear second-order differential equation, which is derived in Section 7. 

2. ExisteKe and Representation of,., 

We assume that w is a weight function, positive on (-1, 1), holomorphic in 
D+ = {z e C: lzl < 1, Im z > 0}, and such that the integrals in (1.1) and (1.2) exist 
for smooth f and g (possibly) as improper integrals. We shall also assume (1.5). 
If c .. , e > 0, denotes the boundary of D+ with small circular parts of radius s 
and centers at ± 1 spared out, we have by Cauchy's theorem, for any polynomial 
g, 

(2.1) 0 = J g(z)w(z) dz 
c. 

=(f.+ t.-· + LJg(z)w(z) dz+ f:~~ g(x)w(x) dx, geP, 
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where r .. and c.,,* 1 are the circular parts of C" (with radii 1 and e, respectively). 
We assume that w is such that 

lim J g(z)w(z) dz = 0, 
e!O c.,., 1 

all ge P. (2.2) 

Then, letting e!O in (2.1), we obtain 

(2.3) O=J g(z)w(z)dz= { g(z)w(z)dz+f
1 

g(x)w(x)dx, geP. 
c Jr -t 

The (monic, real) polynomials {pk(z)}, orthogonal with respect to the inner 
product (1.1), as well as the associated polynomials of the second kind, 

(2.4) qk(z)=f 1 Pk(z)-pk(x)w(x)dx, k=0,1,2, ... , 
_, z-x 

are known to satisfy a three-term recurrence relation of the form 

(2.5) 

where 

(2.6) 
Y-t =0, 

Y-t=-1, 

Yo=1 

Yo=O 

k=O, 1, 2, ... , 

for {pk}, 

for {qk}. 

We denote by mk and ILk the moments associated with the inner products (1.1) 
and (1.2), respectively, 

(2.7) k2!0. 

Jt is assumed, in (2.5}, that 

(2.8) 

Theorem 2.1. Let w be a weight function, positive .on ( -1, 1), holomorphic in 
D+ = {ze C: lzl < 1, lm z> 0}, and such that (2.2) is satisfied and the integrals in 
(2.3) exist (possibly) as improper integrals. Assume in addition that (1.5) holds. 
Then there exists a unique system of (monic, complex) orthogonal polynomials { 11'1.} 

relative to the inner product (1.2). Denoting by {pd the (monic, real) orthogonal 
polynomials relative to the inner product ( 1.1 ), we have 

(2.9) 1T,(z) = p,(z)- i8,_1p,_1(z), n = 0, 1, 2, ... , 

where 

(2.10) 

Alternatively, 

(2.11) 

IJ.op,(O) + iq,(O) 
(J,_, = . (0) (0)' IIJ.oPn-1 - q,_, n =0, 1, 2, .... 

. b 
(), = ia, +-(J n ' n = 0, 1, 2, ... ; 

n-1 
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where a~c, b" are the recursion coefficients in (2.5) and p.0 = (1, 1). In particular, all 
8., are real (in fact, positive) if a,. = 0 for all n 2: 0. Finally, 

n = 1, 2, 3, ... , 

Proof. Assume first that the orthogonal polynomials { 1T~c} exist. Putting g( z) = 
(1/i)1T.,{z)z"-t, tsk<n, in (2.3), we find 

0= r 1l',.(z)z"(iz)-1w(z) dz-i J' 1T,.(x)x1<-lw(x) dx 
Jr -1 

= ( 11'.,, z")- i[ 1r.,, x"- 1] = -i[ ?T.,, xk-1], 1 :S k < n, 

hence, upon expanding ?T., in the polynomials {p~c}, 

(2.13) 1T.,(z) = p,.(z)- i0,._ 1p,._ 1(z), n = 0, 1, 2, ... , 

for some constants 9,._ 1 , To determine these constants, put 

g(z) = [ 1T.,(z) -?T,.(O)](iz)-1 =~ {p.,(z)- p.,(O) i(),._1 Pn-l(z)- Pn-1(0)} 
' z z 

in (2.3) and use the first expression for g to evaluate the first integral, and the 
second to evaluate the second integral in (2.3). This gives 

(2.14) n 2:1. 

Since ( 1T,., 1) = 0, (1, 1) = JLo, and using (2.13) with z = 0, we get (2.10) for n 2: 1. 
Note that the denominator in (2.10) (and the numerator, for that matter) does 
not vanish, sinceRe p.0 ~ 0 by ( 1.5) and pk{O), q~c(O) cannot vanish simultaneously, 
{P~c} and {qd being linearly independent solutions of (2.5). For n =0, (2.10) 
yields, by virtue of (2.6), fL 1 = p.0 , which is the definition given in (2.11). 

To show the first relation in (2.11), replace n by n+l in (2.10), and use (2.5) 
for z = 0, to obtain 

8 = P.oPn+t(O)+ iq,.+t(O) 
" ip.op,.(O)- q.,(O) 

= 
p.0[ -a,.p,.(O)- b,.p,_ 1(0)]+ i[ -a,.q,.(O)- b,.q,._1(0)] 

ip.op.,(O)- q,.(O) 

= 
ia,.[ip.op,.(O)- q,.(O)]- b,.[JLoPn-1(0) + iq,._l(O)] 

ip.oP,.(O)- q,.(O) 

. b.. 1 ;;:;:: ra,. +-, n 2: • 
Bn-1 

Using (2.10) with n = 1, (2.5) with k =0, and (2.6), yields 

P.o( -ao)+ ibo • mo 
80 = . ra0+-. 

lJLo P.o 

since b0 = m0 [cf. (2.8)]. Therefore, (2.11) also holds for n =0. 
If all a,. = 0, then w is symmetric and the reality of the 8,. follows from (2.11) 

and (5.2) below. 
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Conversely, defining 71', by (2.9) and (2.10), it follows readily, for n ~ 2, from 
(2.3) that 

(7r,,Zk)=~ ( 7r,(z)z"-1w(z)dz=if 1 
7r,(x)x"-1w(x)dx=O, tsk<n, 

r Jr -1 

and from (2.14), (2.10), and (2.9) for z=O, that (7r,, 1)=0, n~ 1. Furthermore, 

( 1r,, 1r,) = t '7T11 (z)z"w(z)(iz)- 1 dz 

=~ f 1T,(z)z'Hw(z) dz = i J 1 
1T,(x)x"-1w(x) dx 

I Jr -1 

= i [. [p,(x)- i0,_1p,_l(x)]x'Hw(x) dx 

= o,_l fl p!_.(x)w(x) dx, 
-I 

proving (2.12). 

We note from (2.9) that 

n 
(2.15) (p,, 1) = i9,_l(Pn-t•1) = · · · = ll (i6,-l)(l, 1), 

and, similarly, 

(p,, 1rd = iO,-t(Pn-t, 7r"), 

which, appJied repeatedly, gives 

(2.16) (p,, 1rd = ( ll i6,-t)(pko 1T") 
v=k+l 

1::sk<n, 

= rt( fl iO,-t)[Pk-t. Pk- 1], 1 s k s n . 
.. =k 

• 

Here, (2.12) has been used in the last step. From (2.15) and (2.16) there follows 

(2.17) p,(z) = f ( fi i9 .. -t)1T"(z), 
k=O v=k+l 

the inversion of (2.9 ). (When k = n, the empty product in (2.17) is to be interpreted 
as 1.) 

Example 2.1. w(z) = 1 + z. 

Here, J.Lo = (l, 1) = 7r + 2~ Re J.Lo ¢ 0, so that the orthogonal polynomials { 1rd 
exist. Furthermore, bo=m0 =2, a,=(2n+l)-1(2n+3)-1 for n2::0, bn== 
n(n + 1)(2n + 1 )-2 for n ~ 1, so that by (2.11), 

1T-4i 31T+8i 
Bo=3(2-i'7T)' e.=5(4+i1T)' ...• 
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by (2.5) and (2.6), 

Po(z)=1, p.(z)=z-!, p2(z)=z2 -iz-!, ... , 

and by (2.9), 

4 ( 2 2 i'Tr 
n 0(z) :=:: 1, 1r1 z) = z ---. , 1r2(z) = z --.- z 

2 - l1r 4 + I 'IT ' 3( 4 + i'Tr )' 

Example 2.2. w(z) = z2• 

Here, J.Lo = J; e216 d8 = 0, so that (l.S) is violated and thus the polynomials { 1r,J 
do not exist, even though w( x) ;;:: 0 on [ -1, 1] and the polynomials { Pk} do exist. 
It is ea~ily seen, in fact, that q,.(O) = 0 when k is even, so that 8"_ 1 in (2.10) is 
zero for n even, and undefined for n odd. For an explanation of Example 2.2, 
see Theorem 5.1. 

3. Recurrence Relation 

We assume (1.5), so that the orthogonal polynomials {1r"} exist. Since (zf, g)= 
(f. zg), it is known that they must satisfy a three-term recurrence relation. In 
·analogy to Section 3 of [2] we write it in the forin 

(3.1) 
'7To(z) = 1. 

'k = 0, 1' 2, ... ' 

Using (2;9) in (3.1 ), we get, for k:::: 1, 

Pk+t(Z)- i6,.pk(z) = (z- iad[p"(z)- i8k-tPt-I(z)]- J3k[p,c-~(z)- i8k-2Pk-2(z)], 

and substituting here for zp"(z) and ZPk- 1(z) the expressions obtained from the 
basic recurrence relation (2.5) yields 

[a"+ i( 8"- 81<-1- ad]p,.(z) +[bt- /3"- th_,(ak + ia,._1)]Pk-1(z) 

+ i[f3k8k-2- bk-J8k-l]Pk-2(z) = 0, k;;:: 1. 

By the linear independence of the polynomials { p,} we conclude that 

a1 + i(8"- 8,._1 - a") =0, k;;:: 1, 

(3.2) k;;:: 1, 

f31c8k-2-bk-18k-l =0, k;;::2. 

From the last relation in (3.2), and (2.11 ), we get 

(3.3) 

for k ·;;:: 2. The first relation (3.2) gives 

(3.4) 
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To verify that (3.3) also holds for k = 1, it suffices to apply the second relation 
(3.2) for k = 1, in combination with (2.11) and (3.4) for k = 1. With a~c, fJ~c thus 
determined, the second relations in (3.2) are automatically satisfied, as follows 
easily from (2.11). Finally, ftom 1T1(z)=z-ia0 =p1(z)-i80 =z-ao-i80 , one 
finds 

(3.40) 

Alternatively, by (2.11), we may write (3.4) and (3.40 ) as 

(3.5) 

We have proved: 

bk 
ak=-8~c-t+-, 

(Jk-1 

bo mo 
ao=-=-. e_. /Lo 

k2: 1, 

Tlleorem3.1. Under the assumption (1.5), the (monic, complex) polynomials {7t~e:} 
orthogonal with respect to the inner product (1.2) satisfy the recu"ence relation 

(3.6) 
7Tk+,{z) = (z- iak)7T~e:(z)- /3~e:7T~e:-lz), k = 0, 1, 2, ... , 

7To(z)=l, 

where the coefficients ak. f3~c are given by (3.4) [or (3.5)] and (3.3), respectively, 
with the (Jn defined in (2.10) [or (2.11)]. (The coefficient Po in (3.6) is arbitrary; 
the definition Po= JLo, however, is sometimes convenient.) 

By comparing the coefficient of zk on the left and right of (3.6). one obtains 
from (3.40), (3.4) that 

(3.7) nF= 1. 

4. Jacobi Weight 

We consider now the' case of the Jacobi weight function 

(4.1) w(z}=w1a,P>(z).=(l-z)"'(l+z)13, a>-1, {3>1, 

where fractional powers are understood in terms of their principal branches. We 
first establish the existence of the corresponding orthogonal polynomials { 7TaJ. 

neorem 4.1. We have 

where the integral on the right is a Cauchy principal value integral. hence Re j.J.0 '¢ 0. 
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Proof. Let Ceo e>O, be the contour formed by aD+t with a small semicircle of 

radius e about the origin spared out. Then, by Cauchy's theorem, 

(4.3) 0= f w~z) dz+ (f-~ + J') w~x) dx+ f w~z) dz, 
Jr IZ -I r IX c, IZ 

where r and C6 are the circular parts of CF (with radii 1 and e, respectively). 

Letting e!O in (4.3) yields 

f1 w(x) 
0 = #Lo- i -- dx -1rw(O), 

-1 X 

which proves (4.2). • 
By Theorem 2.1 we therefore have 

(4.4) 1Tn(z) =: 1T~a.l3l(z) = fo~a,Pl(z)- iO~"~~) P~"'~~ 1(z), 

where p~ct.~> are the monic Jacobi polynomials and 6~':~ 1 is given by (2.10) with 

the identifications 

qk(z) as in (2.4). 

Theorem 4.2. We have 

( 4.5) 1T~,tt>(z) = ( -1 )"1T~"'·13 >(-z ), 

where 1Tn denotes the polynomial1r" with all coefficients conjugated, 'IT"(z) = 1Tn(i). 

Proof. As is well known, P~·"'>(z)=(-l)kP~"'·131 (-z). Since w< 13·"'l(z}= 

w<ct./3\-z), there follows from (4.2) that 

and from (2.4) that 

Consequently, by (2.10), 

so that, finally, 

11(/3,01) _ ll(a,/3) 
rO - rO 

q~·al(z):::: ( -l)k-Hqka,/3)( -z). 

n{tl.a)- e<a,fj) 
Vn-1 - n-1 , 

1r~" >(z) = ( -1 )"[P~'"·13 >(- z) + i0~':~ 1 P~':~ 1 ( -z )]. 

This, in view of ( 4.4), is equivalent to ( 4.5). • 
The quantity #L~a.IJ> is needed to generate the 6~':~> by (2.11 ), and the recursion 

coefficients ak, f3,. by (3.5) and (3.3). It is of some interest, therefore, to discuss 

its numerical evaluation. In principle, #Lo can be computed from the second 
expression in (4.2), since the principal value integral appearing there can be 

expressed in terms of the Jacobi function Q~"·13 l(e) on the cut, evaluated at ~ = 0. 

This evaluation, however, is not easy, particularly near integer values of a, where 

it is plagued by cancellation phenomena (see [3]). 
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It appears much more convenient to use the first expression in (4.2), rewritten 
in the form 

(4.6) 

and to note that the integrand has a singularity of type 8a at 8 = 0 and of type 
("'- IJ)IJ at 8 = 11'. This suggests the use of Gauss-Jacobi quadrature with para­
meters ({3, a) (note the reversal of parameters!). Changing variables, 8 = 
(t+ 1)1'1'/2, indeed yields 

(4.7) P.~a,/3) = 2a+(3-11'fei(/3-a)<r/4 

X J 1 ei<a+l3>1,.[sin((t+ 1)1'1'/4)] ... [cos((t + 1)1'1' I 4)]13 w<f3.c:rl( t) dt, 
-1 t+l l-t 

where the integrand (except for the weight function wH~ ... )) is now regular on 
(-1,1]. 

5. Symmetric Weights and Gegenbauer Weight 

We begin by establishing ( 1.5) for arbitrary symmetric weights not vanishing at 
the origin. 

Theorem 5.1. If the weight function w, in addition to the assumptions stated at 
the beginning of Section 2, satisfies 

(5.1) w( -z) = w(z) and w(O) > 0, 

then 

(5.2) /Lo= (1, 1) = 1'1'W(0), 

and the system of orthogonal polynomials { "'k} exists uniquely. 

Proof. Proceeding as in the proof of Theorem 4.1, we find 

. ft w(x) 0= /Lo-r -- dx-,w(O). 
-1 X 

Here, the Cauchy principal value integral on the right vanishes because of 
symmetry of w. This proves (5.2). • 

Under the assumption (5.1) we have ak = 0, all k;::: 0, in (2.5), hence, by (3.4o), 
(3.4), and {3.3), 

(5.3) k~l. 
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398 W. Gautschi, H. J. Landau, and G. V. Milovanovic 

Furthermore, by (2.11 ), 

(} - bl 
I- 8o' 

(5.4) m = 1, 2, 3, .... 

() _ ..!_ b, b3' ' ' b2m+l 
2rn+l- b 

8o b2 4' • 'b2m 

In particular, for the Gegenbauer weight 

(5.5) w(z)=(l-z2)A-I/2, A> ·-t 
we have Pk(z)::::: C~(z)-the monic Gegenbauer polynomials-for which, as is 
well known, 

(5.6) 

Therefore, by (2.11), 

f(A +!) 
b0 = m0 = ..f'i f(A + 1)' 

b _ k(k+2A -1) 
k- 4(k+A)(k+A-1)' 

n(n +2..\ -1) 1 
0,.=4(n+..\.)(n+..\.-1)8,._/ n=l· 2•·"• 

and thus, by induction, 

f(A +~) 
() - -=-----"'--
o- J7i=f(A + 1)' 

() _ f(A +~) 
0 - J1Tf(A + 1)' 

1 f((k+2)/2)f(A +(k+ 1)/2) 
Ok=A+k f((k+l)/2)f(A+(k/2))' (5.7) 

k=t,2,3, .... 

For A= 4 (i.e., w(z) = 1), this reduces to equation (3.3) of [2). 

6. The Zeros of n,.(z) 

6.1. Computation of the Zeros 

It follows from (3.1) that the zeros of 17', (z) are the eigenvalues of the (complex, 
tridiagonal) matrix 

ia0 1 0 

{3 1 ia 1 1 

(6.1) J.,= fJ2 ia 2 

0 

The elements of J,. are easily computed from (3.40 ), (3.4), (3.3), and (2.11), once 
the recursion coefficients ak, bh for the orthogonal polynomials {pd are known. 
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Polynomials Orthogonal on the Semicircle 399 

The value of J.Lo required in this computation is best obtained from the definition 
(2.7) by numerical integration, as is described, e.g., in the case of the Jacobi 
weight at the end of Section 4. To compute the eigenvalues of ( 6.1) in the general 
case, we recommend the EISPACK routine COMQR (see, e.g., p. 277 of [ 4]). 

If the weight w is symmetric, then f3k = 8L1 is positive [cf. (5.4)], and (6.1) 
can be transformed into a real matrix. It follows indeed by a similarity transforma­
tion with the diagonal matrix Dn = diag(l, i8o. i 28o8lt i30o8t82, •. . ) E cnxn that 
the eigenvalues of (6.1) are equal to(,= i17,, where,.,., are the eigenvalues of the 
real nonsymmetric tridiagonal matrix 

ao 8o 0 
-8o at 81 

(6.2) -iD;1JnDn = -81 a2 (w symmetric). 

Bn-2 

0 -(JJI-2 an-I 

These can be computed by the EISPACK routine HQR (p. 330 of [4]). 

6.2. Jacobi Weight 

For the general Jacobi weight (4.1), with parameters a> -1, f3 > -1, we have 
only numerical results; they were obtained by the procedure described in the 
preceding subsection. All indications are, however, that the zeros of 11'~a,p) for 
n ;;=: 2 are always· contained in the upper unit half disc D+ = {z E C: lzl < 1, Im z > 
0}. This was verified numerically for: 

.(i) a= -0.75(0.25)1.0, /3 = -0.75(0.25)a [when f3 >a, the analogous fact 
follows from (4.5)] and n =2(1)13, 16, 17, 24, 25; 

(ii) a= -0.75(0.25)1.0, {3 = -0.9, -0.99, -0.999, -0.~999 and n as in (i); 
(iii) miscellaneous val~es a> 1, f3 <a and 11 as in (i). 

A proof of this remarkable property will be given in the next subsection in the 
special case a= 13 > -1, in which case we also show that all zeros are simple. 

6.3. Symmetric Weights and Gegenbauer Weight 

We first assume that w is any symmetric weight function (subject to the conditions 
of Theorem 2.1), 

(6.3) w(-z)=w(z), w(O)>O. 

Then all 9n-J > 0 [cf. (5.4)]. 
Exactly as in Section 5 of [2] one proves: 

Theorem 6.1. If l E C is a zero of 'Trn, then so is -f. The zeros of 'Trn are thus 
located symmetrically with respect to the imaginary axis. Moreover, all zeros have 
positive imaginary parts and, in fact, are contained in the half strip S+ ;::: 
{z E C: Im z > 0, _," :5 Re z :5 ' 11 }, where'" is the largest zero of p11 • 
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More detailed information about the zeros is provided by the following theorem. 

Theorem 6.2. All zeros of7T, are contained in D, ={zEC: lzl<l, lmz>O} (in 
fact, in D + n S+; cf. Theorem 6.1), with the possible exception of a single (simple) 
zero on the positive imaginary axis. 

Proof. Consider first a zero ( of 7Tn not on the imaginary axis (hence n ~ 2). 
By Theorem 6.1 it suffices to prove 1(1 < 1. Since, again by Theorem 6.1, there is 
another zero, - {. we have 

(6.4) 7Tn(X) ""'Pn(X)- iOn-IPn-l(x) = (x- ()(x + {)rn-2(x), 

where rn-2 ~ 0 is a polynomial of degree n- 2. Therefore, 

(6.5) o= rl 7T"(x)rn-2(x)w(x) dx= r1 <x-O(x+f>lrn-2<xWw<x> dx, 

where the first relation in (6.5) follows from the first relation (6.4) and the 
orthogonality of the Pk. Since 

(x-()(x+f)=x2 -2ix Im (-1()2, 

there follows, by taking the real part of (6.5), 

L, (x2 -l(l 2)lrn_2(xWw(x) dx = 0, 

which implies 1(1 < 1. 
By the same argument one shows that 7Tn cannot have two distinct zeros, or a 

double zero, on the imaginary axis, all with imaginary parts ~ 1. • 

We specialize now to Gegenbauer weights, 

(6.6) w(z) = (1- z2)"- 1 ~ 2 , A>-!, 

and denote the corresponding polynomials 7Tn by 

(6.7) 7T!(z) = C!(z)- i8~-l'!- 1 (z), 6~- 1 given by (5.7). 

Here, C~ denote the monic Gegenbauer polynomials. We shall abbreviate, when 
convenient, 8" - 1 ;;; 8~-t· 

For a more detailed study of the zeros of 7T!, we need the following lemmas. 

Lemma 6.3. Forx>O, O<s<l, one has 

(6.8) 

Proof. See [ 1]. 

XI-s< f(x + 1) < (x + 1)'-•. 
r(x+ s) 

Lemma 6.4. The quantities 8n-t = 8~- 1 [cf. (5.7)] satisfy 

8~-1<4 if -!<A<O or A>l, 

(6.9) !< 9~- 1 =:: max(O~, 8~) if 0< A< 1, n = 2, 3, .... 
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Proof. An elementary computation, based on (5.7), shows that 

(6.10) .oA ~{)A 
Vk+2< k if and only if A(A -1)~0. 

Furthermore, by Stirling's formula applied to (5.7), 

(6.11) lim fJt:::: !. 
"""""" 

401 

Therefore, if -!<A< 0 or A> 1, we have 0~+2 > ot k = 1, 2, 3, ... , hence, by 
( 6.11 ), 8~ _1 <!, all n ~ 2. This proves the first inequality in ( 6.9). Suppose, next, 
that 0 <A< I. Then, 8~+:! < ot k = 1, 2, 3, ... , hence, again by (6.11), ! < 8!-t:::;; 
max( (J~, ()~) for all n ~ 4 (and trivially for n = 2 and 3 ). proving the second 
relation in (6.9). Finally, if A= 0 or A= 1, then O!_, =!, all n a: 2. • 

Theorem 6.5. If A> -t then all zeros of ?T!(z), n ~ 2, are contained in D+ = 
{zeC:Iz/<1, lmz>O}. 

Proof. By virtue of Theorem 6.2, it suffices to show that ?T~, n ~ 2, can have no 
purely imaginary zero with imaginary part a: 1. 

Thus, consider a zero { = iy of 1r!. By (2.9) [or (6.7)], 

PnUY)- iOn-IPn-tUY) = 0, 

where Pn = C~ and fJn-t = 0!-1· Therefore, 

(6.12) 

Letting 

(6.13) 

Pn(iy) _ () 
iPn-l(iy)- n-l• 

k= 1,2, 3, ... , 

one finds from the recurrence formula for the Pk [ cf. (2.5) and (2.6}] that 

( ) bk-1 
Wk Y =y+ · ( )' 

Wk-1 Y 
k =2, 3, ...• 

hence, since bk-t > 0, 

for ya: 1. 

Therefore, the left-hand side of(6.12) is a:t for y a: 1 and n a: 1. We now show that 

(6.14) n a:2, 

so that (6.12) cannot hold for y =:: 1, when n 2:2, and thus 1r~, n ~ 2, cannot have 
a zero iy withy=:::: 1. 
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402 W. Gautschi, H. J. Landau, and G. V. Milovanovic 

By Lemma 6.4, the inequality (6.14) is certainly true if -!<A =sO or A~ 1, 

and ifO<A<t will follow from 81 <1, 82 <1. Now using (5.7) and the upper 

bound in Lemma 6.3 (with x ==A, s = ~), one gets 

J1rr(A + 1) J1T 1/"' ..fiT J1T 
9 = < (A+ 1) ~ = <-< 1 

I 2(A+l}f(A+D 2(A+l) 2(A+t)112 2 • 

if A > 0. Likewise, 

8- 2 f(A+~) 2 3tt2. Js 
2 - ..ri(A +2) f(A + l) < h(.r\+2) (A + 2) < V"2;< 1• O<A<l. • 

Theorem 6.5 does not hold for n = 1, -~<A =s 0, since the zero ia0 = i80 then 

has a modulus that increases from 1 to oo when A decreases from 0 to -!. It 

does hold, however, for n = 1, A> 0, as can be shown. 

An. alternative proof of Theorem 6.5, valid however only for A > 0, can be 

given on the basis of Rouche's theorem, as in [2]. 

To prove the simplicity of the zeros of 1r~, we need 

Lemma 6.6. 'The quantity (),_, = o:_, satisfies the inequality 

(6.15) 
, , ) 

4(n+A-l)~o~_,<n(n+2A-l, n~2. A>-!. 

Proof. The right-hand side of(6.1S) is positive, since n +2..\ -1 > n- 2~0. From 

(5.7) we have 

2 2 -( f((n+l)/2)f(A+(n/2))) 2 

4(n +A -1) 8"-1 - 2 f(n/2)f(A + (n -1)/2) 

= [ . ~.(A+ n -1)]2
( f((n + 1)/2)f(A + (n/2)) ) 2 

2 2 2 f((n/2)+1)f(A+(n+t)/2) ' 

so that ( 6.15) becomes 

(6.16) (f((n/2)+1)f(A+(n+l)/2))2 >l ( 2 -1) 
f((n + 1)/2)f(A + (n/2)) 4n n + A · 

This follows immediately from the lower bound in Lemma 6.3, first applied with 

x=-21n s=~ and then with x=A+~n-~ s=-21 • , _, . ...., .. 

Theorem 6.7. lf A>-!, all zeros of 1T~(z) are simple. 

Proof. The proof is analogous to the one given in Section 5 of [2] for the case 

A = ~. It suffices, of course, to assume n <== 2. 
Let ( be a zero of 1r, = ?T~. By (2.9), 

Pn({;) = iOn-lPn-1((). 
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Therefore, using again (2.9), 

(6.17) 1J'~{() = p~{()- i8,._,p~_,(,) 

= \n [P~<,>P .. -•a>-p .. <&>P~-.a)]. 
Pn-1 

Using 

(l-C2)pH&)= (k+2A)l'pk(()-2(k+A)pk+a<l) 

to remove the derivatives on the right of ( 6.17). and employing the recurrence 
relation 

yields, after some computation, 

1r~(l) = l(l- %;)(~~A -1) [n(n + 2A -1) -4(n +A -1)28!_1 

- 2(2n+2A -l)(n +A -l),i8,._1]. 

If C = a + i/3, the expression in brackets becomes 

n(n + 2A -1) -4(n +A -1)28!_1 + 2(2n + 2.\ -l)(n +A -1){38,._1 

-2(2n+2A -l)(n+A -l)ai8,._1 

and is clearly nonzero by virtue of Lemma 6.6 and f3 > 0. 

7. Dift'erenttal Equation 

The following theorem generalizes Theorem 6.1 of [2]. 

Tlaeorem 7.1. The polynomial1r!(z) in (6.7) satisfies the differential equation 

(7.1) P(z)y"+ Q(z)y'+ R(z)y =0, 

where 

P(z) = (1-z2)[n(n+2A -1)-4(n+A -1)28!_ 1 

- 2(2n + 2.\ -l)(n +A -l)zi6,._1], 

(7.2) Q(z) = -(2A + l)[n(n+2A -l) -4(n +A -1)28!_1]z 

+2(2n+2A -l)(n+ A -1)(1 +2Az2)i8,._., 

R(z) = n2(n+2A )(n +2A -1)-4(n -l)(n +2A -l)(n +A -1)2tf,._ 1 

-2n(n+2A -1)(2n +2.\ -l)(n +A -l)zi8,._1 , 

• 
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Proof. We only sketch the proof, since it is analogous to the one given in Section 

6 of [2}. We put u = C~ 1(z), t'= 2(n +A -1 )1r~(z) and define 

w(z)=(z-J)!I/2H>tt~A--Il-iltr+A-1)9,. •(z+l)!l/2){tH2A 1lliln.H·I)9., '· 

Then, 

(7.3) (z~ -1 )[w(z)u]' = w(z)v. 

Substituting u, u', u" from (7.3) into Gegenbauer's differential equation 

(z~ -l)u" + (2A + l)zu'- (n -1 )(n + 2A -l)u = 0 

gives 

(7.4) 

where 

1 , a(z) f w 
-b( ) v +-b( ) v+ -,- vdz =0, z z z- -1 

a(z) = (z 2 -1)- 1[ -nz + 2(n +A -l)iOn-d. 

b(z) = [w(z)(z2 - l )]- 1[n(n + 2A -1) -4(n +A -1)2 6~_ 1 

- 2(2n +2A -l)(n +A -l)zi0n_ 1]. 

Now differentiating (7 .4) and multiplying the result by -w(z)(z2 -1 )2b2(z) yields 

(7.1) and (7.2) after some computation. • 

We remark that (7.1) has regular singular points at 1, -1, oo, and an additional 

regular singular point which depends on n and, by Lemma 6.6, is located on the 

negative imaginary axis. 
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ON THE ZEROS OF POLYNOMIALS ORTHOGONAL 
ON THE SEMICIRCLE• 

WALTER GAUTSCHit 

Abstract. It is shown that the polynomials 1r.( ·; w) orthogonal in the sense of [W. Gautschi, H. J. 
Landau, and G. V. Milovanovic, Constr. Approx., 3 (1987), pp. 389-404] on the unit upper semicircle need 
not necessarily have all their zeros in the interior of the unit upper semidisc, not even for weight functions 
w that are symmetric, w( -z) = w(z). A symmetric weight function w. (depending on a parameter a) is 
exhibited, which has the property that 1r.( ·; w.) for any fixed even n has a zero on the imaginary axis with 
imaginary part greater than one, provided a is large enough. Similarly, a weight function w• is constructed 
for which the analogous property holds for 1r.( ·; w"), n odd. 

Key words. complex orthogonal polynomials, indefinite inner product, zeros 

AMS(MOS) subject classifications. 30CIO, 30Cl5, 33A65 

1. In [3], [ 4] we introduced polynomials that are orthogonal on the semicircle 
with respect to the (non-Hermitian) inner product 

(1.1) (p, q) = f,. p(el')q(el6)w(el') d8. 

Here, w is a .. weight function" analytic on the semidisc D+ = {z e C: Jzl < 1, Im z > 0}, 
nonnegative on (-1, 1) and integrable over aD+. We have shown that under the 
assumption 

(1.2) 

there exists a unique system { 1r,}:'=o of monic polynomials 1r,( ·) = 1r,( ·; w) such that 

(1.3) deg 1r, = n, n =0,1, 2, · · ·, { =0 
( 1Tk, 1Tl) "'o: k ;': 1, 

k=L 

They possess many of the properties familiar from orthogonal polynomials on the real 
line, such as satisfying a three-term recurrence relation and a second-order linear 
differential equation (for special weight functions), and in fact can be expressed as 
(complex) linear combinations of two successive polynomials orthogonal on the interval 
( -1, 1) with respect to the same weight function w. They give rise to Gauss-type 
quadrature rules for integration over the semicircle and to new, possibly more stable, 
quadrature formulae for evaluating Cauchy principal value integrals (see [3, §§ 7, 8]). 
Since the nodes of these quadrature rules involve the zeros of the polynomials 7T, in 
(1.3), a study of the qualitative properties of these ~eros is of interest. 

In [ 4] we have shown that for weight functions analytic in D = {z e C: lzl < 1}, 
symmetric in the sense 

(1.4) 

and satisfying 

(1.5) 

w(-z)=w(z) forallzeD, 

w(x) E; 0 on ( -1, 1), w(O) > 0, 

• Received by the editors December 8, 1987; accepted for publication (in revised form) August I, 1988. 
This research was supported in part by National Science Foundation grant CCR-8704404. 

t Department of Computer Sciences, Purdue University, West Lafayette, Indiana 47907. 
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all zeros of 7Tn are contained in D+ with the possible exception of a single (simple) 
zero iy, y ~ 1. For the Gegenbauer weight w(z) = (1- z2)A-112, the exceptional case can 
only arise if n = 1 and -! < A ~ 0. Likewise, no exceptional cases seem to occur for 
Jacobi weights w(z) = (1- z)"(1 + z)P, a> -1, f3 > -1, if n ~ 2, as was observed by 
numerical computation. We might be led to believe that this absence of exceptional 
cases prevails for arbitrary weight functions w. In this note we show, however, that 
this is not so, not even for symmetric weight functions. We exhibit symmetric functions 
w for which 71',. ( ·; w ), for arbitrary fixed n, has a zero iy with y ~ 1. 

2. Let bk = bk ( w ), k = 1, 2, 3, · · · , be the coefficients in the recurrence formula 

(2.1) Yk+l = xyk- bkYk-1, k = 0, 1, 2, · · ·, Y-1 = 0, Yo= 1 

satisfied by the polynomials p11 (x; w) orthogonal on the interval ( -1, 1) relative to the 
symmetric weight function w. We recall from the proof of Theorem 6.5 and equations 
(5.2), (5.4) of [ 4] that iy is a zero of 7T,.( ·; w) if and only if 

(2.2) cu,.(y)- 6,._ 1 = 0, 

where 

(2.3) k = 2, 3, ... , 

n even, 
(2.4) 

n odd, 

and 

(2.5) mo=f 1 w(x) dx=2 f 1 w(x) dx, 
-1 Jo 

the weight function w having been normalized to satisfy 

(2.6) w(O) = 1. 

If n = 1 or n = 2, empty products in (2.4) are assumed to be one. Equation (2.2) holds 
for some y ~ 1 if and only if 

(2.7) cu,.(l)- 6,._ 1 ~ 0. 

Indeed, since cu,. (y)-+ oo as y-+ oo, inequality (2.7) trivially implies (2.2) for some y ~ 1. 
Conversely, if (2.2) holds for some y ~ 1, but (2.7) (if n ~ 2) does not, the left-hand 
side of (2.2), hence 7T,.(iy), would have either two distinct zeros> 1, or a double zero 
> 1, which is impossible by Theorem 6.2 of [ 4]. By (2.3), we can write (2.7) in the form 

(2.8) bn-1 bn-2 bl ll 1+---···-Sv 1 + 1 + 1- n-l· 

We now show that (2.8), for any fixed n ~ 1, can always be achieved for some suitable 
weight function w. 

3. It is necessary to distinguish the cases n even and n odd. In the former case, 
(2.8) becomes 

(3.1) 
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It is clear that we can enforce (3.1) to hold if we can find a family of weight functions 
w for which m0 tends to zero and the bk remain bounded and bounded away from 
zero. Such a family of weight functions (keeping in mind that they should be analytic 
in D, satisfy (1.4), and be normalized by (2.6)) is given by 

1 +.Ja{ii e-az2 

w(z) = w.(z) = r::r=/ . , 
1+vat1T 

(3.2) a>O. 

The fact that w. also satisfies (1.2) follows from Theorem 5.1 of [4]. We note that 
the second term in the numerator of (3.2), for real z = x, is an approximation to the 
Dirac delta function 8(x), to which it converges as a-+ oo. It follows that, for any 
polynomial p, 

(3.3) 

(1+~) f
1 

w.(x)p(x)dx-+ f
1
[1+8(x)]p(x)dx 

= I
1 
p(x) dx+p(O) as a-+oo. 

In particular, putting p(x)•l, 

(3.4) m0 - 3..fiiTji, a-+ oo. 

Furthermore, 

(3.5) 

where b~c,oo are the recursion coefficients of the monic polynomials orthogonal with 
respect to the weight function 1 + 8(x) on [ -1, 1] (Legendre weight plus Dirac function 
centered at the origin). It follows from (3.4) and (3.5) that for a sufficiently large, (3.1) 
will be true (even with strict inequality). The proof of (3.5) is deferred to § 4. 

Assume next that n is odd. Then, (2.8) becomes 

(3.6) 

We now want m0 to be large and may choose, for example, 

(3.7) w(z)=w•(z)=1+az2, a>O. 

Then 

(3.8) 

and 

(3.9) lim bk(w•)=b'k>O, ..... .,., k = 1, 2, 3, ...• 

where b': are the recursion coefficients of the monic polynomials orthogonal with 
respect to the weight function x2 on [ -1, 1]. Again, from {3.8) and (3.9) it follows that 
(3,6) will be true for a sufficiently large. It .remains to prove (3.5) and (3.9). 

4. We denote the moments of w by mk, 

(4.1) mlr+J =0, m2, =2 f X 2rw(x) dx>O. 

The recursion coefficients bk(w) can be expressed in terms of Hankel determinants: 

(4.2) an(m) = det (mi+J>I-O,J.-··,n-1 t 

J=O,l,-··,n-1 
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by means of [1, p. 19] 

(4.3) b ( ) = b.k_,(m)b.k+t(m) 
k w [b.k(m)]2 ' 

k = 1, 2, 3, .... 

In the case of w(x) = w.,(x) [cf. (3.2)], we have by (3.3) 

(4.4) m,-..r;rram,00 , a-+00, r=O, 1,2, · · ·, 

where m,.oo are the moments of the weight function 1 +l>(x) on [ -1, 1]. Therefore, 

( 11') n/2 
b.,(m)- ~ b.,(moo), a-+ oo, 

and, consequently, by (4.3), 

b ( ) ,_ b.k-t(moo)b.k+t(moo) 
k w., [b.k(moo)t ' 

a-+oo, 

that is, 

(4.5) bk(w.,)-+ b~c,oo as a-+oo. 

Likewise, for w(x) = w"(x) [cf. (3.7)], 

m,-am';', a-+oo, r=O, 1,2, · · ·, 

where m':' are the moments of the weight function x 2 on [ -1, 1], and thus, 

b.,(m)- a" 4n(m00), a-+ oo, 

giving 

(4.6) 

This proves the assertions in (3.5) and (3.9). 
We remark that instead of one in (2.7) we could have selected any number larger 

than one, which means that the zeros of 11'n( ·; w.,) and 11'n( ·; w") on the imaginary 
axis can be made to have arbitrarily large imaginary parts by choosing a sufficiently 
large. 

5. We now confirm the validity of the construction in§ 3 numerically by computing 
the zeros of'""(·; w.,), n even, and of'""(·; w"), n odd, for the critical value a= a! 
(which should yield a zero at i) and a few selected values a> a!. We compute these 
zeros in terms of eigenvalues of a real tridiagonal (nonsymmetric) matrix, as indicated 
in [4, § 6.1], the coefficients bk(w.,) and bk(w") being generated by the "discretized 
Stieltjes procedure" (cf. [2, § 2.2]). 

Table 5.1 shows the values of a! for n =2(1)10 obtained to eight significant 
decimal digits by using the bisection method on (2.2) where y = 1. The zeros of 'ITn( ·; w.,) 

TABLE 5.1 
Values of a! for n =2(1)10. 

" a"' • " a~ 

2 55.274946 3 17.009652 
4 250.25427 5 46.413430 
6 798.58573 7 89.537192 
8 1951.2926 9 146.34390 

10 4037.4957 
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TABLE 5.2 
bros of w,.( ·; w.), a= (1 + ~e)a!, "= 0, !. 1, oo, where 11 = 2(2)10. 

II I( Zeros 

2 0 .2251 1.0001 
.5 .177i 1.264i 

1.0 .152i 1.472i 
00 0 ooi 

4 0 .0651 1.0001 ±.797+.0381 
.5 .0531 1.2371 ±.791 + .0351 

1.0 .0461 1.4351 ±.788+.0321 
00 0 ooi ±.775 

6 0 .0311 1.0001 ±.912+ .0111 ±.559+ .051i 
.5 .0251 1.2511 ±.911 +.010i ±.553 + .0441 

1.0 .0221 1.461i ±.910+ .0091 ±.550+.0391 
00 0 ooi ±.906 ±.538 

8 0 .0181 1.0001 ±.951 + .0041 ±.751+.0221 ±.421 + .0461 
.5 .OISi 1.2621 ±.951 + .0041 ±.749+ .0191 ±.416 + .0391 

1.0 .0131 1.4791 ±.950+ .0041 ±.747+ .0171 ±.413 + .0341 
00 0 ooi ±.949 ±.742 ±.406 

10 0 .0121 1.0001 ±.969+ .0021 ±.841 + .0111 ±.623 + .0261 ±.335+ .0401 
.5 .0101 1.2691 ±.969+.002i ±.840+.010i ±.620+ .0221 ±.331 + .0331 

1.0 .0081 1.4921 ±.969+.0021 ±.839+.0091 ±.618+.019i ±.330+ .0291 
00 0 ool ±.968 ±.836 ±.613 ±.324 

TABLE 5.3 
bros of w,.( ·; w"), a= (1 + ~e)a!, "= 0, !. 1, oo, where n • 3(2)9. 

II I( Zeros 

3 0 1.0001 ±.781 + .0461 
.5 1.356i ±.776+.0l8i 

1.0 1.7101 ±.774+ .0321 
00 ooi ±.715 

5 0 1.0001 ±.909+ .0121 ±.541 +.0511 
.5 1.4071 ±.908 + .0101 ±.536+.0441 

1.0 1.8071 ±.907 + .008i ±.535+.0351 
00 ooi ±.906 ±.538 

7 0 1.0001 ±,951 + .005i ±.747+ .0231 ±.405+.051i 
.5 1.4291 ±.950+ .0041 ±.744+.0181 ±.402+.0381 

1.0 1.8471 ±.950+.0031 ±.743+ .015i ±.401 + .0301 
00 ool ±.949 ±.742 ±.406 

9 0 1.0001 ±.969 + .002i ±.839 + .012i ±.618+.0271 ±.321+ .0441 
.5 1.4401 ±.969+.0021 ±.838+.0091 ±.615+.0201 ±.320+ .0321 

1.0 1.8681 ±.968 + .0021 ±.837+.0081 ±.614+ .0161 ±.320+ .0251 
00 ool ±.968 ±.836 ±.613 ±.324 
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and 7T,( ·; w") for n = 2(2)10 and n = 3(2)9, respectively, where a= (1 + K)a!, K = 0, 
! , 1, oo, are listed in Tables 5.2 and 5.3. Although they were computed to eight significant 
digits, only three-digit values are shown because of space considerations. If a .... oo (i.e., 
K .... oo), it follows from 'IT, = p,- i8,_1p,_1 (cf. [ 4, eq. (2.9)]) and 6,_1 -l> oo that the 
(finite) zeros of 71", tend to those of p,_1 , the orthogonal polynomial of degree n -1 
relative to the limiting weight function woo(x) = 1 + S(x) and w""(x) = x 2, for n even 
and odd, respectively. These limiting weights are not as unrelated as we might think 
at first. We have, in fact, 

n(even)~2, 

since each side is easily seen to be orthogonal on [ -1, 1] to all powers of degree :a n -2 
with respect to the constant weight function w = 1, and hence equal to the monic 
Legendre polynomial of degree n - 1. This is why the limiting zeros for K = oo in Table 
5.2 and Table 5.3 are the same. 

It can be seen that for n even, there are two zeros on the imaginary axis moving 
in opposite directions as a increases from a! to oo, one up from ito ;oo (cf. the remark 
at the end of§ 4), the other down from some iy!, 0 < y! < 1, to zero. For n odd, there 
is one zero on the imaginary axis moving up from i to ioo. 

It is also easy to compute the coefficients bk.oo and b';: and to observe numerically 
the convergence in (3.5) and (3.9). 
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MATHEMATICS OF COMPUTATION, VOLUME 28, NUMBER 125, JANUARY, 1974 

On Chebyshev-Type Quadratures 

By Walter Gautschi and Hiroki Y anagiwara 

Abstract. According to a result of S. N. Bernstein, n-point Chebyshev quadrature for­
mulas, with all nodes real, do not exist when n = 8 or n ~ 10. Modifications of such quad­
rature formulas have recently been suggested by R. E. Barnhill, J. E. Dennis, Jr. and G. M. 
Nielson, and by D. Kahaner. We establish here certain empirical observations made by 
these authors, notably the presence of multiple nodes. We also show how some of the 
quadrature rules proposed can be constructed by solving single algebraic equations, and we 
compute the respective nodes to 25 decimal digits. The same formulas also arise in recent 
work of P. Rabinowitz and N. Richter as limiting cases of optimal Chebyshev-type quad­
rature rules in a Hilbert space setting. 

1. Introduction. The quadrature rule with equal coefficients, 

(1.1) 

is called a Chebyshev quadrature formula if it has polynomial degree n, i.e., if R..(t;) = 0 
for i = 0, I, · · · , n. (The requirement for i = 0 is automatically satisfied.) By a 
classical result, due to S. N. Bernstein [3], Chebyshev quadrature formulas with all 
nodes tk real do not exist if n = 8 or n ~ 10. Even if Chebyshev's requirement is 
relaxed to R,.(t;) = 0, i = 0, I, · · · , p, p < n, we can have tk all real in (1.1) only if 
(S. N. Bernstein [3]) 

(1.2) p < 4nt/2. 

In the light of these negative results it is natural to consider the following two problems. 
Problem I. Let p and q be integers such that 0 ~ p < n ~ q ~ oo • Determine 

real nodes {tkl~-~ (hopefully contained in the interval [-1, 1]) such that 

• 
(1.3) :E [R,.(t;)]2 = min, 

f-p+l 

subject to 

(1.4) j=1,2,···,p. 

(The constraints (1.4) drop out if p = 0.) 
Problem I' ("symmetric problem"). Same as Problem I, but with the additional 

symmetry constraints 

(1.5) k = 1, 2, · · · , n. 

If q = n, and n ~ 7 or n = 9, Problems I and I' are solved by the 

Received January 1 1, 1973. 
AMS (MOS) subject classifications (1970). Primary 65D30; Secondary 41A55. 
Key words and phrases. Optimal quadrature formulas of Chebyshev type. 
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classical Chebyshev formulas, which drive the objective function in (1.3) to zero. 
We assume therefore, in the following, that n = 8 or n ~ 10. Problems I and I' for 
p = 0 are considered by R. E. Barnhill et al. [2], Problem I' for q = n, p ¢ 0 by 
D. Kahaner [4]. Their approach is largely computational. Some of the results reported 
in [2] seem to indicate that Problem I in fact has a symmetric solution, but this 
remains unproved. All we show (Theorem 2.1) is that the solution to Problem I is 
symmetric if it is unique. Another empirical observation made in [2], [4] is the presence 
of multiple nodes. We prove (Theorems 2.2 and 3.1) that Problems I and 1', in the 
case q = n, indeed give rise to multiple nodes. We subsequently concentrate on 
Problem I' with p = n - 1 (if n is even), p = n - 2 (if n is odd), and show how its 
solution can be reduced to the solution of single algebraic equations (Theorem 3.2 
and Section 4). Computational results, based on these procedures, reveal (Section 5) 
that the problem again cannot be solved if n = 12 or 14 ~ n ~ 19. By (1.2) it has no 
solution for n ~ 20 either. For the remaining values of n (n = 8, 10, 11, 13) the optimal 
nodes are computed to 25 decimals. They have previously been obtained (to 12 
decimal digits) in a different context by P. Rabinowitz and N. Richter [5]. 

2. Problem I. In this and the subsequent sections we denote by m, the moments 

m1 = 11 
t; dt = 0 if j is odd, 

-I 

= 2/(j + 1) if j is even. 

THEOREM 2.1. If the solution to Problem I is unique (up to a permutation), then it 
is symmetric. 

Proof. We assume the nodes ordered, say, 

(2.1) 

Our assumption then implies that Problem I has exactly one solution t = [t~> t2, • • ·, tn] 
satisfying (2.1 ). Now, if t is a sol uti on of Problem I, then so is - t. Indeed, neither the 
objective function in ( 1.3), nor the constraints ( 1.4) are affected if t is replaced by - t, 
the remainder R,.(t') either remaining the same (j even), or ·merely changing sign 
(j odd). Consequently, if (2.1) represents a solution, so does 

By the assumed uniqueness, it follows that tn+l-k = -tk, k = 1, 2, · · · , n, that is, 
symmetry as asserted. 

THEOREM 2.2. Let q = n, and n = 8 or n ~ 10. If the constraints (1.4) admit 
real solutions, then every solution of Problem I has at least one multiple node. 

Proof. We observe, first of all, that under the assumptions made, Problem I has a 
solution, and that any solution must occur at a finite point t = [t., t2, • • • , tn] ERn. 
The latter, if p ~ 2, follows immediately from (1.4) with j = 2, which restricts t to 
the sphere with radius (nm2/2)112 and center at the origin. If p < 2, we may argue that 
the objective function in (1.3) is never less than [Rn{t2)]2 = ((2/n) L:~=l t/ - m2)2 

and thus tends with lltll to infinity. It suffices, therefore, to consider Problem I on a 
sufficiently large, but finite, ball in Rn. The existence of a solution then follows from 
the fact that we are minimizing a continuous function on a nonempty compact set. 

364



ON CHEBYSHEV TYPE QUADRATURES 127 

From the theory of Lagrange multipliers [1, p. 153] it follows that the minimum 
point either satisfies the equations 

(2 .2) a~, {t
1 

[R,.(t;}t - ~ >.;R,.(t;)} = o, i = 1, 2, · . · , n, 

(2.3) j = 1, 2, ... 'p, 

or else in such that the Jacobian matrix of the system (2.3) has rank <p. (In the case 
p = 0, only (2.2), without multipliers, need be considered.) We first consider (2.2), 
(2.3). Carrying out the differentiations, we can write these equations more explicitly 
in the form 

(2.2') .. (2 .. ; ) . i-1 1 " . i-1 L: - I: t.., - m; )I; + -2 L: A;JI; = 0, 
;-,+1 n k•1 ;-1 

i = 1, 2, · · · , n, 

(2.3') 
2 .. 0 -I: t~- m; = 0, 
n •-1 j = l, 2, ... 'p. 

We interpret (2.2') as a system of n linear homogeneous equations in then "unknowns" 

u; = !}>.; U = 1, 2, · .. , p), U; = j'(~ E t! - m;) U = p + 1, · · · , n). 
n •-1 

Not all of these can vanish, since otherwise (2.3') would hold not only for 
i = I, 2, · · · , p, but also for j = p + 1, · · 0 

, n, which is impossible by Bernstein's 
result. Consequently, the determinant of the system (2.2'), a Vandermondian, must 
vanish, giving 

1 t,. t! ... A-1 t,. 

II (t; - I;) = 0. 
i>i 

There exists, therefore, at least one pair of distinct indices i ~ j such that t, = t;, i.e., 
t, is a multiple node. The same conclusion is reached by considering the other alterna­
tive, concerning the rank of the Jacobian of (2.3'), since the latter is also a 
Vandermonde matrix. This completes the proof of Theorem 2.2. 

It is likely that multiple nodes occur also for q > n, but we have no proof for this. 

3. The Symmetric Problem. In view of (1.5) there are now only [n/2] inde­
pendent variables, which we assume ordered decreasingly, 

(3.1) v = [n/2]. 

If n is odd, one node, 8ay t.+lt must vanish and therefore does not appear among the 
independent variables (3.1). 

We consider Problem I' for q = n only. Letting r = [p/2], the problem is then 
equivalent to 

• 
(3.2) I: [R,.{t2;)t = min, j = 1, 2, ... '7C', 

i•r+l 
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since R,.(t;) = 0 for j odd. We assume 1r < " to insure a nonvoid objective function 
in (3.2). (If n is even, this is always satisfied.) More explicitly, (3.2) can be written in 
the form 

(3.2') :t (~ :t t!; - m 2;)
2 

= min, ~ :t t!; - m2; = 0, j = 1, 2, · · · , 1r. 
i-r+l n k-1 n k-1 

THEOREM 3.1. Let q = n, and n = 8 or n ~ 10. If the constraints in (3.2') admit 
real solutions, then every solution of Problem I' has at least one multiple node. 

Proof. Existence and boundedness of a solution of Problem I' follows as in the 
proof of Theorem 2.2. If t. = 0, then the origin is a multiple node, since nodes occur 
in pairs, if n is even, and include the extra node t,+ 1 = 0, if n is odd. Any solution 
with t. > 0, on the other hand, by the theory of Lagrange multipliers must satisfy 

~ (4 ~ 2i ) • 2j-1 1 ..[-. . 2i-l 
£.J - £.J tk - m2 ; Jl; + -2 £.J X;Jf; = 0, 

i•r+l n k=t i=rl 
i = 1, 2, ...• "· 

or be such that the Jacobian matrix of the constraint equations has rank < 1r. As 
before, this implies 

(3.3) 

t. t! 2•-1 

'· 

t1t2 · · · t. II (t~ - r;) = 0. 
i>i 

Since t. > 0, we conclude t/ = t/ for some i:;..: j, and thus t; = 1;, by virtue of (3.1). 
This proves Theorem 3 .1. 

In the case 1r = " - 1 (considered by Kahaner [4]), the method of Lagrange 
multipliers is actually more powerful. It permits us to reduce the problem to the 
much simpler problem of solving at most .,. + 2 single algebraic equations of degree 
;:;; 1r. The following theorem is a step in this direction. 

THEOREM 3.2. Let q = n, n = 8 or n ~ 10, and 1r = " - 1, where 1r = [p/2], 
" = [n/2]. If Problem I' admits solution, then one or both of the following conditions 
must hold: 

(A) The system of equations 

j=1,2,···,7f", 

has nonnegative solutions. 
(B) The system of equations 

.--1 
~ . . n 
£.J x~ + 2x~ = -4 1n2;. 
k=l 

j = 1' 2, ... '11", 

has nonnegative solutions. 
Putting 

(3.4) (k = 1 • 2' . . . ' 11")' ~~ = 0 

for a solution in case (A), and 

(3.5) t*- 1/2 
k - xk (k = 1' 2, ...• 11" - 1), 
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for a solution in case (B), let It,. I;_, denote the permutation of It,.* I;_, which satisfies 
(3.1). The solution of problem (3.2') is then given by that set of nodes t,, t2, · · · , t, 
which gives the smallest value to the objective function in (3.2'). If the nodes derive from 
case (A), then the solution to Problem I' has a multiple node at the origin; if they derive 
from case (B), then there is a nonzero multiple node among the solution. 

Proof. We already know from the proof of Theorem 3.1 that the solution 
t = [t~o t2, • • • , t,] of problem (3.2') must satisfy (3.3) and the constraints in (3.2'). 
Corresponding to the v(v + l)/2 factors in (3.3), there are as many possibilities to 
consider, which in view of (3.1) we may list as follows in terms of x,. = 1"2: 

x,=O (l,l) 

x,_ 1 = x, = 0 (1, 2) 

x, = x 2 = · · · = x. = 0 (1, v) 

Xv-1 = X, {2, 1) 

x.-2 = x,_, = x. (2, 2) 

x 1 = x2 = · · · = x,_, = x. 

X, = X2 = • • · = Xr-2 = X,_, 

(2,, - l) 

(3, 1) 

(3, 2) 

(3,, - 2) 

(v, 1) 

Condition (I, 1), together with the constraints in (3.2'), gives the system in case (A) 
of the theorem. The subsequent conditions (l, 2), · · · , (I, v) simply imply that this 
system has a solution with one or more zero components. (We see later in examples 
that this is not possible.) Condition (2, I), together with the constraints, gives rise to 
the system of case (B). The subsequent conditions through (2, , - I) simply mean 
that this system has multiple solutions. The conditions in group 3 are either a permuta­
tion of those in group 2, or in fact identical with them if x,_, = x •. Similar arguments 
apply to all subsequent groups. We thus see that if t = [t" t2, · · · , t,] is a solution of 
(3.1), (3.2'), then the corresponding x = [x" x2, • • • , x.] (with x,. = t/) is such that 
either x. = 0 and the remaining components solve the system of case (A), or there is a 
permuted vector x, say, x* = [x,*, x2*, · · · , x,_ 1*, x.*] such that x,_,* = x.* and 
x, *, x2 *, · · · , xK * solves the system of case (B). This proves the part of Theorem 3.2 
concerning (A) and (B). The rest of the theorem is a consequence of Lagrange multi­
plier theory. 

The solution of the systems in (A) and (B) of Theorem 3.2 is discussed in the 
next section. 
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4. The Solution of Some Auxiliary Systems of Algebraic Equations. We con­
sider first the system 

(4.1) j=l,2,···,n. 

The lemma which follows is well known. 
LEMMA 4.1. (NEWTON's IDENTITIES). If {xd~- 1 is a solution of(4.1) and 

(4.2) 

then 

(4.3) 

.. 
~(x) = II (x - xk) = x" + a,x"-1 + · · · + a,., 

k-1 

s1 + a1 = 0, 

s2 + a,s1 + 2a2 = 0, 

Conversely, if the constants {ad~~~ satisfy (4.3), then the zeros of ~(x) in (4.2) solve (4.1). 
The solution of (4.1) is thus reduced to the solution of a single algebraic equation, 

viz., ~(x) = 0. 
Together with (4.1) we now consider the system 

n 

(4.4) ~ j i 
L.J Yk = S; - Z , j=l,2,···,n, 
k-1 

where z is an arbitrary parameter. 
LEMMA 4.2. Let {xklZ-u {yd~- 1 be solutions of(4.1) and (4.4), respectively. If 

.. 
(4.5) Hx) = II (x - xk) = x" + a,x"- 1 + 

k-1 

n 

(4.6) 1/(X) = II (x - h) = x" + b,x"-1 + · · · + b,., 
k-1 

then 

(4.7) r=l,2,···,n. 

Proof By virtue of (4.1) and (4.4), we have, for large x, 

e(x) t _1_ = t ~:I+ O(x-n-2), 
Hx) = k-1 x - xk ;-o x 

1/' (x) 
--= 
1/(X) 

n l n n i 

L -- = L ~h- - L -~+I + O(x -n-2), 
k-t X - Yk ;-oX ;~t X 

where s0 = n. Consequently, 

which, upon integration, yields 
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17(x) = const xE(x) [1 + O(x-"- 1)]. 
x-z 

131 

Since 77(x) and t(x) are both polynomials with leading coefficient 1, the constant in 
this identity is 1, and we get 

(x - z}lj{x) = xHx)[l + O(x-"- 1)]. 

Comparing coefficients of the powers x", x"- \ · · · , x on either side, we find 

Or = br - Zbr-1• r = 1, 2, · · · , n, 

where b0 = 1, which, when solved for the b's, gives (4.7). 
LEMMA 4.3. Let {xk}:.1, {yk}:.1 be solutions, respectively, of 

n-1 

(4.8) E Yt + 2y! = S;, j = 1, 2, · · · , n, 
k•l 

and 
n 

(4.9) t(x) = IT (x- x,J = x" + a1x"-1 + · · · +a,.. 
k•l 

Then y,. is a root of the algebraic equation 

(4.10) (d/dy)[yE(y)] = 0. 

Proof. Put z = y,. in Lemma 4.2. The system (4.4) then becomes the second 
system in (4.8), and from (4.6) we see that 17(y,.) = 0, i.e., in view of (4.7), 

n ( r ) r-8 n-r L L a,y,. y,. = 0. 
r•O a•O 

Inverting the order of summation, we get 

" L (n - s + l)a,y:-· = 0, 
•=0 

which is the desired result. 
Lemma 4.3 suggests a method for solving the second system in (4.8). We first 

solve (4.10), where Lemma 4.1 is used to obtain t(x). For each root y,. of (4.10), 
we then solve 

R~l 

(4.11) E Yt = S; - 2y!, j = 1, 2, · · · , n - 1, 
k•l 

which is again a problem of the type considered in Lemma 4.1. 
We note that if the equation ~(x) = 0 has m (;;;;; n) distinct real non vanishing roots, 

then Eq. (4.10) has at least m such roots. This is a simple consequence of Rolle's 
theorem. 

5. Numerical Results. According to Bernstein [cf. (1.2)] Problem I' for q = n, 
1r = " - 1 cannot have a real solution if n - 2 !1::; 4n112, i.e., if n !1::; 20. Hence, we 
explore the integers n = 8 and 10 ;;;;! n ;;;;; 19 for possible real solutions, following the 
procedures outlined in Theorem 3.2 and Lemmas 4.1, 4.3. It turns out that the problem 
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TABLE 1. 

Search for optimal nodes 

n primary~ object. fct. (xO' secondary~ object. fct. 

(in I0-7) (in 10-1) 

8 3 .809 .659 no pos. zeros 
.328 .266 1 pos. zero 
.197 40.9 .074 .801, .384 293. 

10 4 .846 .730 no pos. zeros 
.439 .375 1 pos. zero 
.288 .190 2 pos. zeros 
.093 23.5 .038 .847, .416, .326 14.2 

11 4 2 pos. zeros .750 no pos. zeros 
.419 1 pos. zero 
.228 .856, .514, .008 24.1 
.070 .860, .455, .378 3.27 

12 5 1 pos. zero .717 no pos. zeros . 
.456 2 pos. zeros 

•• 297 2 pos. zeros 
.097 2 pos. zeros 
.040 2 pos. zeros 

13 5 1 pos. zero .791 no pos. zeros 
.491 .882, .159, .liB, 1.48 

.026 
.327 2 pos. zeros 
.139 2 pos. zeros 
.057 . 882, . 525, . 450, 1.94 

.197 
14 6 2 pos. zeros .811 no pos. zeros 

.516 2 pos. zeros 

.390 2 pos. zeros 

.011 1 pos. zero 
15 6 2 pos. zeros .822 no pos. zeros 

.545 2 pos. zeros 

.413 2 pos. zeros 

.183 2 pos .. zeros 

.148 2 pos. zeros 

.032 1 pos. zero 
16 7 1 pos. zero .836 no pos. zeros 

.560 2 pos. zeros 

.470 2 pos. zeros 
17 7 1 pos. zero .845 no pos. zeros 

.586 2 pos. zeros 

.486 2 pos. zeros 
18 8 1 pos. zero .856 no pos. zeros 

.592 2 pos. zeros 

.541 2 pos. zeros 
19 8 2 pos. zeros .862 no pos. zeros 

.617 2 pos. zeros 

.550 2 pos. zeros 

.009 1 pos. zero 

again has no solution if n = 12 or n ~ 14. The results of our computation are sum-
marized in Table I. In the first two columns of this table we record the values of n 
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and r = [n/2] - 1, respectively. The third column provides information concerning 
the positive zeros* of the "primary" polynomial ~. This is the polynomial ~ (of 
degree r) defined in Lemma 4.1, which corresponds to the system (A) of Theorem 3.2. 
We list all its positive zeros, if there are ,.. of them, and only state their number, 
otherwise. A complete set of,.. positive zeros of~ constitutes a candidate for an optimal 
solution. The fourth column contains the corresponding value of the objective function 
in (3.2'). In the next column are listed all positive zeros* of (x~)' [cf. Lemma 4.3]. 
To each of these zeros corresponds a "secondary" polynomial ~(of degree r - l), 
which is the ~-polynomial belonging to the system (4.11). Information concerning 
its positive zeros* is given in column six. Any complete set of ,.. - l positive zeros, 
together with the corresponding zero of (x~)', again constitutes a candidate for an 
optimal solution. The corresponding value of the objective function is given in the 
last column. Entries printed in italic type correspond to optimal solutions. 

We note that all zeros listed in Table I correspond to x"-values in Theorem 3.2; 
the desired nodes are the square roots lk = xk 112• The optimal nodes to 25 decimals, 
as computed in double precision arithmetic on the CDC 6500 computer, are as 
follows: 

n=8 
-Is = 11 = . 89917 93430 79596 08730 30645 
-17 = 12 = .57261 84272 82722 13153 89072 
-Is = Ia = .44375 44129 90497 74722 36463 
-Is= 14 = 0 

n = 10 
-llo = l1 = . 92019 94551 46763 72230 02697 
-lg = 12 = .64533 80565 58410 15617 64507 
-Is = Ia = .57137 69273 35333 94337 27524 
-11 = t. = .19617 19004 85916 40260 18800 = -Is = Is 

n = 11 
-lu = l1 = . 92750 15617 64337 25089 95943 
-110 = 12 = . 67480 04201 44051 83360 39625 
-lu = 13 = .61476 53471 66840 31224 97967 
-Is= It= .26436 91993 73049 18149 65951 = -17 = Is 

Is = 0 

n = 13 
-tu = l1 = .93913 47142 41241 62154 14039 
-112 = 12 = .70075 43220 36606 99992 84358 = - lu = Ia 
-llo = 14 = .39893 86129 44348 55731 47686 
-19 = 15 = . 34310 66664 50818 91837 46133 
-Is = 16 = .16032 84566 34386 73493 97197 

11 = 0 

Comparison with Table 2 in [5] reveals agreement in all twelve digits given there. 

* None of the zeros vanish; we could thus equally well speak of "nonnegative" zeros. 
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Nonexistence of Chebyshev-Type Quadratures 
on Infinite Intervals* 

By Walter Gautschi 

Dedicated to D. H. Lehmer on his 10th birthday 

Abstract. Quadrature rules on semi-infinite and infinite intervals are considered 

involving weight functions of the Laguerre and Hermite type. It is shown that 

such quadrature rules cannot have equal coefficients and real nodes unless the 

algebraic degree of accuracy is severely limited. 

1. Introduction. Given a nonnegative weight function w(x) on the interval 
(a, b), with finite moments 

b 

mk = J xk w(x)dx, 
a 

k = 0, 1, 2, · · ·, m0 >O, 

a quadrature rule of the form 

(1.1) 
b mo n f f(x)w(x)dx =- L f(x<n>) + R (f) 
a n k= 1 k n 

is called a Chebyshev quadrature formula if the nodes x~n) are mutually distinct 
and located in (a, b), and if (1.1) has polynomial degree of accuracy n, i.e., 
Rn(f) = 0 whenever f is a polynomial of degree ~ n. In the following we are 
going to relax these requirements in two respects: Firstly, we shall drop the re­
quirement that the nodes be distinct, or even contained in (a, b), assuming merely 
that all be real. Secondly, we shall allow for polynomial degree of accuracy < n. 
Since we are interested in questions of nonexistence, both modifications only 

'strengthen our results. We shall refer to quadrature rules (1.1), under these relaxed 
conditions, as Chebyshev-type quadrature formulas. 

We focus our attention on two special cases of (1.1 ): the Chebyshev-Laguerre 
formula 

(1.2) ex>- 1, 

Received February 27, 1974. 
AMS (MOS) subject classifications (1970). Primary 65030. 
• This work was supported in part by the National Science Foundation under grant 
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94 WALTER GAUTSCHI 

and the Chebyshev-Hermite formula 

Joo 2 y:; II 

(1.3) e-x f(x)dx =- L f(x(n)) + R (f). 
-oo n k=l k n 

In I955, H. E. Salzer [5] first observed (by computation) that a Chebyshev formula 

(I.2), in the strict sense, for a= 0, exists for n = I and n = 2, but does not 

exist for 3 ~ n ~ 10. He found similarly that (1.3) exists for n = 1, 2 and 3, 

but not for 4 ~ n ~ IO. Shortly thereafter, V. I. Krylov [4] proved that in fact 

(1.2) (with a= 0) and (1.3) do not exist for any n ~ 3 and n ~ 4, respectively. 

This was proved again later on, independently, by H. S. Wilf [6] and L. Gatteschi 

[3]. We shall prove below analogous results for Chebyshev-type quadratures. In 

particular, we show that formulas (1.2) and (1.3) with polynomial degrees of ac­

curacy Pn ~ rn 'Y, r > 0, ~ < r < 1, as n -+ oo, cannot exist. 

Both Krylov's and Gatteschi's proofs are based on an inequality of Bernstein, 

which was used by Bernstein to settle the existence of. Chebyshev quadratures in 

the classical case w(x) =I on [- I, I]. We shall continue using Bernstein's method, 

but simplify its application and also establish its validity in the case of nodes not 

necessarily distinct. 

2. Bernstein's Inequalities. The lemmas in this section are slight extensions 

or modifications of results due to S. Bernstein (2], which in turn, according to 

Bernstein [loc. cit., p. ISO], are "but more or less immediate applications or mod­

ifications of a proposition due to Chebyshev". Our extension is to arbitrary 

weight functions (which is immediate), and our modification is prompted by our 

reluctance to assume mutually distinct nodes. 

Let ~~m) and 'A~m) be the abscissas and weights of the m-point Gaussian 

quadrature rule 

~(m) < ~(m) < ... < ;:,(m) 
m m-1 <;I · 

Thus, Rm(f) = 0 for all polynomials of degree ~2m- 1. The abscissas ~~m) are 

the zeros of the mth degree orthogonal polynomial associated with the weight func­

tion w(x), while the weights 'A~m) are the corresponding Christoffel numbers. 

lEMMA 2.1. If the Chebyshev-type quadrature formula (1.1) has polynomial 

degree of accuracy 2m - I, m < n, then either 

(2.2) x(n) = ~o(m) (n -times) 
r ~, r ' 'A(m) = (m /n)n 

r 0 r ' 

where n, ~ I are integers summing up to n, or 

(2.3) x(n) > ~(m) 
k I 

r = 1, 2, · · ·, m, 

for at least one value of k, I ~ k ~ n. The same statement holds true with (2.3) 

replaced by 
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(23') Xkn) < ~~m). 
The proof utilizes ~he polynomial p(x) = p!, (x )/(x - ~~m >), where p m is the 

mth degree orthogonal polynomial associated with the weight function w(x ). We 
have, on the one hand J:p(x)w(x)dx = 0, and on the other, by assumption, 

n 
(2.4) L p(x<n>) = 0. 

k=l k 

There are the following alternatives: 
(i) All xin} ~ ~~m}. Since p(x) ~ 0 for x ~ ~\m}, and p(x) = 0 only 

for x = ~~m>, r = 1, 2, · · ·, m, it follows from (2.4) that all xin> must be placed 
at Gaussian nodes ~-:(m > that is 

t;r ' ' 

x<n} = ~-:{m} (n -times) r = I, 2, · · · , m, r t;r r ' 

where nr ;;;;. 0 are integers with n 1 + n 2 + -· · + nm = n. The quadrature rule 
(1.1) then becomes 

b m m f f(x)w(x)dx = __!!__ L n f(~(m)) + R (f). 
a n r=t r r n 

Since it has polynomial degree of accuracy 2m - I, and since the Gaussian quad­
rature rule (2.1) is unique, we conclude (2.2), and in particular, n,;;;;. 1 for all r, 
by virtue of ).~m > > 0- This proves the first alternative (2.2). 

(ii) At least one xin > > ~~m >. This gives the second alternative (2.3). 
The statement concerning (2.2) and (2.3') follows similarly by using p(x) = 

p!, (x )/(x - ~~m >). 
lEMMA 2.2. If the Chebyshev-type quadrature formula (1.1) has polynomial 

degree of accuracy 2m - 2, then 

(2.5) 

where o(~~m}) and r(~~m}) are the number of nodes xin} with xin);;;;. ~~m} 
and 4n> ~ ~~>, respectively. 

The proof of Bernstein, utilizing p(x) = p!,(x)(x - ~~m))- 2 fp~(~~m>)] -2, 

r = I or r = m, applies essentially unchanged. 
lEMMA 2.3- If the Chebyshev-type quadrature formula (I .I) has polynomial 

degree of accuracy 2m - I, m < n, then 

(2-6) m /n ~min {).(m) )_(m)} 
0 1 ' m · 

Proof. By Lemma 2.1 we have either (2.2), or else both (2.3) and (2.3'). 
In the first case, (2.6) results from putting r = I and r = m in (2.2) and noting 
that nr ;;;;. I. In the second case, (2.6) is a consequence of (2.5). 

3. Nonexistence of Chebyshev-Laguerre Type Formulas. 
THEOREM 3.L A Chebyshev-type quadrature formula (I .2) having polynomial 
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degree of accuracy n - s, s ;;;,. 0, does not exist if 

(3.1) n;;;,. s + 16. {a+ 5 + y(a + 1)(a + 5 + 4s)} and n- s (even);;;,. 4, 

or if 

(3.2) n;;;,. s- 1 + 16. {a+ 5 + y(a + 1)(a + 1 + 4s)} and n - s (odd);;;,. 3. 

Remark. For n - s = 2 it is easily shown that Chebyshev-type formulas 

(1.2) do indeed exist. The same, of course, is true if n - s = 1. 

Proof of Theorem 3.1. Let 1r0(x), 1T 1 (x), · · · denote the normalized Laguerre 
polynomials L~a>(x), L~a>(x), · · ·, and ~~m) the zeros of 1Tm, ordered decreasingly. 

The associated Christoffel numbers are 

(3.3) 

V.I. Krylov [4] showed that 

(3.4) 

Since 

~(m) > 2m + a - 1 
I 

it follows from (3.3) that 

A_(m)~ 1 = r(a+l) 

1 7T~ + [7T1(~~m))] 2 1 + [~~m)- (a+ 1)] 2/(a + 1)' 

and thus from (3.4) that 

..,(m) r(a + 1) 
/\ 1 < , m;;;,. 2. 

1 + 4(m- 1)2 /(a + 1) 

We first consider the case where n - s is even. Let n - s =2m, m ;;;,. 2. 

By Bernstein's inequality {2.6) we have nonexistence of (1.2) if r(a + 1)/n > 
A.\m), hence, a fortiori, if 

(3.5) 
1 1 
-;;;,. m;;;,. 2. 
n 1 + 4(m- 1)2 /(a+ 1)' 

Since n =2m + s, the last inequality is equivalent to 

4m 2 - (2a + 10)m +a+ 5 - s(a + I);;;,. 0, 

and is satisfied if 

m ;;;,. 14 {a+ 5 + y(a + I)(a + 5 + 4s)}, m;;;,. 2. 

Since m = (n- s)/2, this proves (3.1). 
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It remains to consider the case n - s odd, n - s = 2m - 1, m ;;.. 2. Non­
existence of (1.2) now results if (3.5) holds with n =2m + s - 1, i.e., if 

4m 2 - (2o: + 10)m + 2o: + 6- s(a + 1);;.. 0, m ;;.. 2, 

or, in particular, if 

m;;..% {o: + 5 + V(o: + 1)(o: + 1 + 4s)}, m;;.. 2. 

Since m = (n - s + 1)/2, this gives (3.2), and the proof of Theorem 3.1 is com­
pleted. 

CoROLLARY. There is no sequence {Cn} of Chebyshev-type fonnulas (1.2), 
corresponding to a sequence S of integers n = ni' ni ~ 00, such that Cn has 
polynomial degree of accuracy Pn;;.. rn'Y, T > 0, ~ < 'Y < 1, for each n E S. 

Proof. Letting Pn = n- sn, we have sn ~n- rn'Y, and (3.1), (3.2) 
are both satisfied for s = sn and n sufficiently large. 

We remark that (3.1) and (3.2) in the case a= 0 are sharp for s = 0 and 
s = 1, giving the correct bounds n ;;.. 3 and n ;;.. 4, respectively, but are not quite 
sharp for s;;.. 2. If s = 2, the inequalities (3.1), (3.2) yield n = 5 or n;;.. 7. In 
reality, n;;.. 5, as can be seen from Bernstein's inequality by verifying n- 1 > A.P) 
for n = 6. For s = 3 we obtain n ;;.. 8, while in reality n ;;.. 6. The latter fol­
lows from Bernstein's inequality when n = 6, and from computations performed 
in {1] when n = 7. 

4. Nonexistence of Chebyshev-Hermite Type Formulas. We call (1.3) a 
symmetric Chebyshev-type quadrature formula if the nodes x~n) are located sym­
metrically with respect to the origin. Symmetric formulas are trivially exact for 
odd functions. We can assume therefore that the polynomial degree of accuracy 
of a symmetric formula is odd. 

THEOREM 4.1. A symmetric Chebyshev-type quadrature fonnula (1.3) having 
polynomial degree of accuracy 2[n/2] - 2s + 1, s;;.. 0, does not exist if 

(4.1) 

s = 0 and n ;;.. 4, s = 1 and n ;;.. 8, 

{
2(s + 1 + ...[i), 

s>1 and n;;.. 
2s + 3 + y4s + 2, 

n even, 

n odd. 

Proof. The normalized Hermite polynomials 1r0 (x), 1T 1 (x), · · · can be ex­
pressed in terms of Laguerre polynomials by means of 

(4.2) 

I f'(n/2 + I) ~ 1/2 (- 1/2) 2 

r((n + 1)/2) ~ Ln/2 (x ), 

lf'((n + 1)/2) pt2 xL(l/2) (x2) 
r(n/2 + 1) ~ (n-1)/2 ' 

n even, 

n odd. 
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The largest zero ~im) of 1Tm, by (3.4) and (4.2), thus satisfies 

(4.3) 
[~~m)] 2 > m- 3/2 for m > 4, 

[~~m)] 2 = m- 3/2 for m = 2 and 3. 

Since 

we obtain for the corresponding Christoffel number, using again (3.3), 

2..[ir =-----....:..__ ____ _ 
2 + 4[~~m)]2 + (2[~~m)]2 _ 1)2' 

and thus, from (4.3), 

A(m) < ..{ir 
1 ' 2[m -I+ (m -2)2 } 

m>4, 

A(m) = ..{ir 
1 ' 2[m-l +(m-2)2] 

m = 2 and 3. 

We first consider the case when n is even, n = 2v. Since we are assuming poly­

nomial degree of accuracy 2 [n/2] - 2s + 1 = 2v - 2s + 1, we have m = v - s + 1 

in Bernstein's inequality (2.6). Nonexistence of (1.3) thus follows in either of the 

following two cases: 

I 
- ;;;, and v > s + 3, 
2v 2[v- s + (v- s- 1)2 ] 

-1 > 1 

2v 2 [v - s + (v - s - 1 )2 ] 

and v = s + 1 or s + 2. 

The first case is equivalent to 

v2 - 2(s + l)v + s2 + s + 1 > 0 and v > s + 3, 

and is realized if 

(4.4) n > 2(s + I + ys), n(even) > 2s + 6. 

The second case occurs if 

(4.5) n > 2(s + I + ..;i), n = 2s + 2 or 2s + 4. 

Now n = 2s + 2 in (4.5) implies 0 > 2Vs, which is impossible, while n = 2s + 4 

implies s = 0, hence n = 4. Putting in turn s = 0 and s = I in (4.4) gives n(even) 

;;;, 6 and n( even) ;;;, 8' respectively' while for s ;;;, 2 we get n( even) ;;;, 2(s + 1 + vr). 
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Since in all these cases a symmetric formula (1.3) does not exist, Theorem 4.1 is 

proved for all even n ~ 4. 

99 

Consider now the case of odd n, n = 2v + 1. The degree of accuracy still being 

2v - 2s + 1, we can again use m = v - s + 1 in Bernstein's inequality and infer 

nonexistence of (1.3) in either of the following two cases: 

--- ~ and v~s + 3, 
2v + I 2 [v - s + (v - s - I )2 ] 

I 1 -- > and v = s + 1 or s + 2. 
2v+l 2[v-s+(v-s-1)2 ] 

As before one sees that these cases hold if 

n ~ 2s + 3 + V4s + 2, n(odd) ~ 2s + 7 

and 

n > 2s + 3 + V4s + 2, n = 2s + 3 or 2s + 5, 

respectively. The latter is possible only if s = 0, giving n = 5. Putting s = 0 in the 

former gives n(odd) ~ 7, while for s ~ 1 we get n(odd) ~ 2s + 3 + V4s + 2. 
This proves Theorem 4.1 for all odd n ~ 5. 

CoROLLARY. There is no sequence {Cn} of symmetric Chebyshev-type form­
ulas (1.3), co"esponding to a sequence S of integers n = ni, ni ~ oo, such that 
Cn has polynomial degree of accuracy Pn ~ rn'Y, r > 0, ~ < 'Y < 1, for each n E S. 

We remark that Theorem 4.1 is sharp for s = 0, as follows from Krylov's 

result, and also for s = l, 2 and 3, as can be seen from calculations performed in [ 1]. 
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Advances in Chebyshev Quadrature• 

Walter Gautschi 

1. Introduction 

Let d/J(x) be a positive measure on the interval (a,b) admitting finite 

moments of all orders, 

( 1) Jb r 
~ = x d,.,(x) 

a 

< (X), r = 0,1,2, ••• 

We consider quadrature rules of' the type 

b n 

J f(x)dtt{x) = L y~n)f'(xJcn>) + Rn(f) (2) 

a k=1 

having equal weights 

(3) (n) Cn> 
Y1 = Y:~ = ••• 

(n) 
= Yn • 

• 

Equally-11Eli8hted quadrature sum.s have the property of' minimizing the effect of 

random errors in the f'unction values f(~n>), which may be a usef'ul feature if 

these errors are considerably larger than the truncation error IRn(f')l • Another, 

though minor, advantage of equal coefficients results f'rom the fact that only one 

multiplication is required, as opposed to n , to evaluate the quadrature sum in 

(2) (not counting the work in evaluating f' ). 

To be widely uaef'ul" quadrature rules of' the type {2), (3) should have real 

distinct nodes ~n) , pref'erably all located in (a,b). In addition, they should 

be reasonably accurate. We say that (2), (3) is a Chebyshev quadrature !:\:l.!. if a.ll 

nodes are real and if the formula has algebraic degree of' exactness n , i.e., 

(4) R (f) = O, a.ll f' £ F • 
n · n 

(Fn denotes the class of polynomials of degree ' n.) Letting f s 1 in (2) then 

gives immediately 

(5) y,<n> = .!:!! , 
k n 

k = 1,2, ••• ,n • 

We call (2), (5) a Chebyshev quadrature rule in the strict sense, if (4) holds and 

the nodes xir,n) are not only real, but pairw-;:e-;s;:;;,;-~ contained in (a,b). 

*This work was supported in part by the National Science .Foundation under grant 
GP-36557. 
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~ quadrature rule (2), (3), on the other hand, with only real nodes, will be 
referred to as a Chebyshev-type quadrature formula. Such a quadrature rule, there-

tore, need not have algebraic degree of exactness n , in fact, need not even 

t d od 
. (n) integrate constants exactly, and is permitted to have repea e n es, 1.e., ~ = 

:z:in> for some k ft 1. 

The monic polynomial of degree n whose zeros are x.Jcn >, k = 1, 2, ••• ,n, will 

be denoted, throughout, by p (x; d~), 
n 

n 

(6) ( d ) Tl (x-x.<n>) n n-1 Pn x; ~ = I x = x + a 1x 

k=1 

+ ••• + a • n 

Requirements (4) and (5) uniquely determine the polynomial pn(x; dp) (ct. §3.2). 

We may say, therefore, alternatively, that (2), (3) constitutes a Chebyshev 

quadrature rule if and only i:f the polynomial p (x; dp) has only real zeros. We n 
shall have occasion to consider also the po~omials which are orthogonal with 
respect to the meaaure d~t(x); these will be denoted by 1r {x; d#t), n = 0,1 ,2, •••• 

n 

The stud,y of Chebyshev quadratures began in 1874 with a classical memoir of 
Chebyshev (Chebyshev [1874]). Important progress has subsequently been made by 

Bernstein [ 1937], [ 1938], Ullman [ 1966], Geronimus [ 1946], [ 1969], ani others. 
Apart from a brief' review in WU£ [ 1967], and traditional treatments in te.xtbooka, 

no comprehensive account seems to be available. In the following we attempt to 
review recent advances in this field, covering roughly the period 1945-1975. 

2. The classical Chebyshev quadrature formula 

2.1 Bernstein's result. The quadrature formula. §1(2), (4), (5), in which d~J(x) =dx 

on (-1,1], will be referred to as the classical Chebyshev quadrature formula. It 
was computed by Chebyshev for n = 2,3, ••• ,7 and found, in these cases, to have 
only rea.l nodes, all contained in [ -1 , 1 J. Rada.u ( 1880b] adds to this the ease 
n=9, which also yields real nodes, but notes that the formula with n=8 involves 
complex nodes. It took some fifty years after that, until Bernstein, by extremely 

ingenious arguments, succeeded in proving that the formulas found by Chebyshev and 
Rad&u are in fact the only ones which have all nodes real. It n > 9, &nd n:B, 
the polynomial pn(x; dll) necessarily has complex zeros. A simplified version of 
Bernstein's proof is given by Xrylov [ 1957] (and is also reproduced in Xrylov [ 1962, 
p.192ff]). Kahaner [1969] interprets the presence of complex nodes a.s the reault of 
a conflict between the equal ooeffic:is nts requirement a.nd the po~omial. exactness 
requirement, the former tending to impose a uniform distribution on the real zeros, 

the latter a non-uniform distribution (as the zeros of orthogonal polynomials), when 
n .... c:o. 

There is a fair amount of numerical information available on al.a.ssical 
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Chebyshev quadrature. Salzer [ 1947] exhibits the polynomials p (x; dp) in exact n 
rational form for n = 1(1)12, and also gives the zeros to 10 decimal places far 

n = 2( 1 )7 and n = 9. (The latter are reprinted in Abramowitz and Stegun [ 1964, 

p.920].) On the microfiche addendum to Kahaner [1971] the zeros of pn(x; dp), 

including the complex ones, are ta.buJ.ated to 14 decimals for 2 ~ n .; 47. 

2.2 Geometry of the zeros of p (x; dp). The distribution of the zeros of n 
pn{x; dp) in the complex plane, when dp(:x:) = dx on [-1,1], is studied in 

detail by Kuzmin [1938]. It turns out that for large n, all zeros (except the 

zero at the origin, when n is odd) accumulate near the curve 

( 1) ld{z) = 61(1) , c.J(z) = J 1 
lnlz-tldt , 

-1 

familiar from potential theory. (This is an eye-shaped curve, centred at the 

origin, which intersects the real axis at !' 1, and the im&ginary axis at about 

! .52.) More precisely, Kuzmin shows that for n sufficiently large and 

h = ~n/n, all zeros of p (z; diJ) (with the exception noted) are either located 
n 

inside the circles about ± 1, with radii 3h, or in the narrow band bounded by the 

curves w(z):: 61(1) and c.J(z) = w(1-12h). The zeros thus approach the logarithmic 

potent:i.al curve ( 1) from the inside. The case n = 20 is depicted in Kahaner 

[1971]. Kuz~ also proves that the number of real zeros of pn(z; ~) is O(ln n) 

as n .... oo. Additional properties of the zeros can be found in Mayot [ 1950] and 

Kahaner (1971]. 

3. Mathematical techniques 

A number of analytic tools have been developed to deal with the construction 

of Chebyshev quadratures, or with proofs of nonexistence. We briefly review four 

of' them, and illustrate some by examples. 

3.1 Chebyshev's method. This is the method used by Chebyshev in his original 

memoir (Chebyshev [1874]). The polynomial p (z; d~) is represented explicitly in 
n 

the form 

b 
pn{z; dp) = Efexp(:

0 
J ln(z-:x:)dp(x))} 

( 1) 
a 

00 

= Elzn exp(• :
0 

I: ::k)J , 
k=1 

where E{ •l denotes the polynomial part of { J. .Based on this formula, Chebyshev 

computes his original quadrature ruJ.es {with ~(x) = dx) for n = 2,3, ••• ,7. 
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j 

In the case of dp(x) ~ (1-x2 )~ on [-1,1], formula (1) gives 

n 

( ) 
{(Z + Jz2-1 1 Pn z; diJ = Et 2 ) .1 

where T (z) is (what is now caJ.led) the Chebyshev polynomial of the first kind,. n 
In this way, Chebyshev recovers the classical Gauss-type quadrature rule 

(2) {n) (2k-1 ) 
~ := cos 2n"" 11 , 

which he ascribes to Hermite. 

An interesting recent extension of (2) is due to Ullman [1966a,b], who considers 

(3) -1 < a < 1 , 

8.lld finds that 
00 

1 z exp(-­
J.lo 

\ ~ ) = i-(z + ,;;;::1 + a), G kz 
Jz.l > 1 • 

k=1 

Application of: ( 1 ) thus gives 

= !-1 Tn(a)(z) ' 
2 

where T{a)(z) is a polynomial of degree n generalizing the Chebyshev polynomial 
() n(o)() (a)( Tn z = T z • Ullman shows that T z), for each n , has only real zeros, n n 

whenever - i- < a. < i , thus exhibiting his celebrated example of a weight fUnction, 
other than the classical one in (2), which admits Chebyshev quadrature for each n • 
Work along this line ia continued by Geronimus [1969) (cr. §5.1). 

3. 2 Method based on Newton 1 s id.ent ity. If tb:l quadrature formula 

n 

n 

~ f(~n)) + Rn(f) 

k=1 

(4) 
b J f(x)diJ(x) 

a. 

J.lo =-

is to have algebraic degree of exactness n , then the nodes ~ ~ ~n) must 
satisfy 
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n 

L~= r = 1,2, ••• ,n. 

k=1 

Since the moments ~r are known, these equations determine the first n power 
.... _ .. s -- ~ ~r .......... ~ of' the nodes, 

r k::1 

(5) r = 1,2, ••• ,n. 

These in turn determine the coefficients ~ in the polynomia.l pn(x; d~) by 

virtue of Newton•s identities, 

(6) 

The desired nodes ~ in (4) can thus be computed by finding the roots of the 

algebraic equation xn + a 1xn-1 + ••. + an = 0, where the coefficients ~ are 

obtained recursively from (6), the s being given by (5). This method, first 
r 

used by Radau f1880a,b], is the one generally applied to compute Chebyshev 

quadratures. It is extended in Ga.utschi and Yanagiwara [ 1974] and Anderson and 

Ga.utschi [to appear] to deal with Chebyshev-type quadratures involving repeated 

nodes • 

.} • .3 Bernstein's method. This is a powerful method for proving nonexistence results. 

Although Bernstein [1937] deals only with the case of a constant weight function, 

his method extends immediately to arbitrar,y measures d~(x). 

Bernstein's idea is to confront Chebyshev's n-point quadrature fom.ula 

b n 
(7) J f'(x)d~(x) ~0 L f'(~n)) + R:(f') =-n 

a 
k=1 

with the m-point Gauss formula 

(8) J b f'(x)d~J(x) 
m 

=L 
a 

~) ( where ~ are the zeros of ~m x; d~), assumed in decreasing order, 

and ll. Cml 
r 

(m) (m) (m) 
a < ~ < ~-1 < • • • < ~ < b , 

are the corresponding Christoffel numbers. Assuming distinct nodes 
(n) 

~ 
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in (7), all contained in (a,b), and assuming that (7) has polynomial degree of 

exactness 2m-1, m < n, then Bernstein shows that, necessarily, 

( o) .l:!.ll .<: • {'A(m) 'A(m)) 
" n ,..li!J.ll 1 'm • 

This inequality remains valid under the weaker assumption of mere reality of the 

nodes ~n} (Gautschi [1975]). 

The road from Bernstein's inequality (9) to nonexistence results is still 

fraught with considerable technical difficulties, particularly in the case of finite 

intervals. For measures on infinite intervals, the method a.pp:~ars to apply more 

easily, as we illustrate with the example of the Laguerre measure, dp(x): xae-xdx. 

Here, (4) takes the form 

( 10) a > -1 • 

The orthonormal polynomials are the normalised Laguerre polynomials, 

1 1 

( 11 ) 1To(x) = [r(a+1 )]-:! , 1Tt(x) : [r(a+2)]12(a+1-:x:), ••• , 

and m-i 
(m) \ Cml 2 -1 (m} 2 -t 

'At = ( /_; ['"Jc(J;;1 )] ) ~ (,fo + [1T,(!;, )] ) , 

k=O 

Using the known inequality (Krylov [ 19.58]) 

(m ~ 2, a> -1), 

and the explicit expressions in (11), we can further estimate 

(12) 'A;ml < __ ... r~<::::.a+!-'1:...):....-__ 

+ 4(m-1) 2/(a+1) 
m ;;: 2 • 

Now suppose n is even, n = 2m (m ~ 2), and the quadrature rule (10) has degree of 

exactness n. Then, a fortiori, it has degree of exactness 2m-1, and hence by 

Bernstein•s inequality, 

( 1.3) 

If ( 1.3) is violated, then Chebyshev quadrature in ( 10) is impossible. By virtue of: 

(12), this will be the case if 

1 >- ____ 1;..._ __ _ 
n v 

+ 4(m-1 )2/(a:+1) 
m ~ 2 • 

Sinoe n = 2m, the last inequality amounts to n2 - (a+S)n +a + 5 ill 0 , n ~ 4, that 
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is, to 

( 14) n ~ ila + 5 + ~a+1)(a+5)J and n ~ 4. 

For all even values of n satisfYing (14), therefore, the Chebyshev formula (10) 

does not exist. A similar argument applies for n odd, and also for Chebyshev­

type quadratures (10) of given degree of exactness < n (Gautschi [1975]). 

J.4 Methods based on moment sequences. We alrea~ observed in (5) that for (4) to 

be a Chebyshev quadrature formula, it is necessary and sufficient that the nodes be 

real and 

n 

n 
s :::;; - fJ 
r fJo r 

r = 1,2, ••• ,n, 

Sr 
-- ~ ~ {n) where ~ ~ are the power sums in the nodes ~ = ~ • Any general 

k=O 
property valid for power sums s in real variables thus immediately translates 

r 
into a property for the moments p , r = 1,2, ••• ,n, which in turn represents a 

r 
necessary condition for (4) to be a Chebyshev quadrature rule. Violation of this 

property implies nonexistence of (4). 

One such property, used by Wilf [1961], is Jensen's inequality, which states 

that for nonnegative numbera, l;k ~ 0 , the quantities Cf = ( ¥ l;~) 1/r are non­
r k=1 

increasing in r for r > 0 , 

wood and P~lya [1952, p.28]). 
i.e., o- ~ o- whenever 0 < r < s (Har~, Little­r s 
Consequently, if all ~ ~ 0, then 

1 
{15) n -

T = (-- fJ )r ia nonincreasing for r = 1,2, ••• ,n, 
r Po r 

and if all ~ are arbitrary real, 

( 15*) 
n 1 

T * = (-- p )F is nonincreasing for r = 1,2, ••• ,[ll2] • 
r /Jo 2r 

i'ureckir [ 1962] and, subsequently, Janovic [ 1971] and Nut:f'ullin and Janovi~ [ 1972] 

uae the more obvious inequalities 

(n even; r = 
r = 

1 ,2, ••• ,~), 

n-1) 1 ,2, ••• ,2 , 

valid for arbitrary real ~' to obtain the necessary conditions 

_!a_ 
" 

JJ2r 
(n even; r = 1 ,2, ••• ,~) ' nj.in-2r /lo 

,.. 
(16) l IJn-1 Jl2r n-1) .. - (n odd r; 1,2, ••• ,2 . 

n/J fJo 
n-1-2r 
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( ) 
a -x 

To illustrate 15 , consider again the Laguerre weight x e · , a> -1, for 

which pr = r(~r+1), r = 0,1,2, •••• Requiring nonnegative nodes ~·we can apply 

(15), i.e., T 
1 

;~: T for 2 ~ r .( n , which, for r ;:;; n , gives 
r- r 

n 1 1 
(- li )n=T l1l (!L li )n ' 

lio n-1 lio n 

or, equivalently, 

{17) n r(a+n+1) >- 1 
r(a+1) (a+n)n ~ • 

Since the left-hand side is asymptotically equal to ~-a [r(a+1)]-1na+3/2e-n as 

n .... oo, it is clear that ( 17) will be false fat' all n sufficiently large, hence 

Chebyshev quadrature (in the strict sense) not possible. 

Similarly, putting r = 1 in the f:irst of (16), we find tl:e necessary condition 

( Turecki! [ 1962] ) 

n(even) ;;. 4 , 

which leads to a nonexistence result similar to, but not as sharp as, the one 

obtained in ( 14) by Bernstein 1 s method. 

4. Chebyshev quadrature ani Gaussian quadrature 
1 

We noted before in §3(2) that the Gauss quadrature formula for dtJ(x) = ( 1-:Ji!f2 dx 

on [-1,1) is also a Chebyshev formula. One naturally wonders whether there 

are other Gauss-type quadrature formulas whose coefficients are all equal. The 

question was settled negatively at a surprisingly early stage (Posse [1875], Sonin 

[1887], Krawtcbouk [1935), Bailey [1936]). An elegant proof of a rather more far­

reaching result is due to Geronimus [1944], [1946] (and also reproduced in Krylov 

[1962, p.183ff] and Natanson [1965, p.150 ff]). 

Let ap(x) be a measure which adm.i ts a set of orthogonal polynomials, 
co r <nhn 

{'ll'n(x; ap)}n::::O• Positivity of the measure neednot be assumed. Let ~~ .sk::
1 

be 

the zeros of 'II (x; dll), and consider n 

( 1) 
b J f(x)d,.,(x) = ~ 

a 

n 

L/(~n)) + Rn(f) • 

k=1 

Then Geronimus proves the following: I£ for each n = 1 ,2,3_... we have Rn(f) = 0 

whenever f'(x) = x and f'(x) ::: x 2 (if n > 1 ), then dp is the Chebyshev measure 
1 

dp(x) = (1-x2 )~dx, except for a linear transformation. 

The proof can be slretched in a few lines. Introducing the power means in the 

nodes ~n) , 
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the hypothesis implies 

(nl 
m 

r 

n 

= (-1~ n 

k:::1 

(nl u. 
m1 = J;;.J. = m1 , 

/JO 

1 

IJ 2 = (.!!i.) = m2 IJo t 

that is, m;n> and m!n) are independent .91 n • Assuming the polynomials 

11 (x) = 11 (x; dp) normalised to have leading coefficients 1 , we have on the one 
n n 

hand, by Newton•s identities, that 

(2) ( ) n n-1 ni 2 2) n-2 
'lfn X =X - nm1x + 2'nm1 - m2 X - •••• , 

and on the other, that 

11 (x) = {x-a: )71 
1 

(x) - f3 11 
2
(x), 

[ 

n n n- n n-
n = 1,2,3, ••• , 

(.;) 
7F_1 = 0 , 7Fo = 1 

for some constants a ,{3 • 
n-1 n-2 n n 

Inserting ( 2) into (3), and comparing ooeffic:ifl nts of 

x and x on either side, gives 

where 

It then follows from (.3) that 

j3 =f3, n 

a = m1 , 

n = 1,2,3, ••• , 

n = 3,4,5, ••• , f32 = 2f3 , 

which is essentially the Chebyshev polynomial of the first kind, 

Tn(x) = iHx + ,;;;;::;)n + (x - ~)n} , except for a linear transformation in the 

independent variable and a numerical factor (of. Rivlin [ 1974, p.5] ). 

If the meastn'e dll is positive, then all ") are real and lmt I < m2 by 

tb.e well-known monot<mioity of the power mean m;, > as a 1\motion of r ., It then 

follows that f3 > 0 • 

5• Existence and nonexistence results 

Given a positive measure dp(x) on 

is pessible fOC" n [in the strict sense) 

[pairwise distinct in (a,b)] such that 

(a,b) , we say that Chebyshev quadrature 

if there exist n real numbers xic.n) 
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n 

( 1) 
b J f(x)d~-t(x) = ;a L t(xicn)) + Rn(f) 

a 
k=1 

has algebraic degree of exactness n • The finite or infinite sequence {n.l of 
J 

all those integers nj ~ 1 for which Chebyshev quadrature is possible will be called 

the ~-sequence of d~-t(x). It will be denoted by T(d~) , or simply by T • We say 

that the measure d#(x) has Rroperty ! if ita T-sequenoe consists ot: all natural 

numbers, property T00 
, if its T-sequence is infinite, and property T

0 
, if it is 

finite. In this terminology, Bernstein's result may be rephrased by saying that the 

uniform measure d#(x) = dx on [-1,1] has the T-sequence T = [1,2,3,4,5,6,7,91, 
0 1 

hence property T • The Chebyshev measure dfl(x) = ( 1-x2 ),-dx, on the other hand, 
has property T • 

Bernstein's method, as well as the methods based on moment sequences (of. §3.3, 
3.4) yield necessary condi tiona for df.l(x) to have property T00 

, hence, by 

default, also proofs far property T0 
• 

.5.1 Measures with property T or T00
• Measures d#(x) with property T are 

rare; in fact, they occur with probability zero, if viewed as moment sequences in 

appropriate moment spaces (Sa.lka.uakas [ 197.5 ]). Up until Ullman's discovery 

(cf. §3.1 ), Chebyshev's measure indeed was the only known measure with property T • 

Geronimus [1969] continues Ullman's work by first establishing an interesting 

sufficient condition for Chebyshev quadrature to be possible for n • To describe 

it, let d#(x) = w(x)dx on [-1,1], and assume 
00 

w( cos a) = 11 sln e L ~ cos k6 ' 0 "' 6 "' 1T I ao = 1 • 

Define the constants 

~~ 
exp( -n ~ kzk) 

k=1 

k--Q 

oo A (n) 

=\~, 
~~ 
m--o 

A <m> - 1 
0 - ' 

Then Chebyshev quadrature is possible far n if the polynomial 

has all its zeros in lzl > 1 • In this case, moreover, 

n-1 ( ) 2 p x;diJ n 

n-1 

= \ACn>oos(n-m)e + ~(n), 
~m n 
m=O 

lzl > 1 • 

n-1 
\'Acnlzm + ~(n)zn 
~ m n 
m;::O 

x = cos e • 

Ullman's measure with property T falls out as a simple example, by taking 
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'\: = ( -a)k • Gitronimus a.lso gives several examples of even weight functions IIJ(x) 

admitting Chebyshev quadratures for all !!!n integers n ~ 2u. (These automatically 

have degl'ee of exactness 2v + 1 • ) 

A measure d~i(x) on (-oo ,oo) with infinite support (i.e., with positive mass 

outside of every finite interval) cannot have property T00 unless its T-sequence 

contains very large gaps. For example, if {2v.} is the even subsequence of T(dp), 
J 

and m a:n;y fixed integer, then one has " > v. m1 for infinitely ma:n;y j (Wilf 
j a-

[1961]). Similarly for the odd sUbsequence. It follows, in particular, that a 

measure with property T necessarily has finite support. Wilf in fact conjectures 

that property T00 alreaey implies finite support. This, however, is disproved by 

Ullman [1962], [1963], who in turn poses the question (still open) of formulating 

ori teria in terms of' the gaps of an infinite T-sequenoe, which would allow to 

discriminate between measures with infinite, and measures with finite, support. 

Kahaner and Ullman [ 1971] establish conditions on the measure dp (x) on 

{ -Q) , oo ) which either imply the absence of' property T , or property T0
• The 

conditions involve the limit behaviour (as n ... oo) of certain discrete measures 

concentrated at the zeros of the orthogonal polynomials ~ (x;dp) • 
n 

5.2 Chebyshev quadrature on finite intervals. Soon after :Bernstein obtaiJ:led his 

olasa:ioal result, Akhiezer [1937], in a little-known paper, proved that the Jacobi 

measure d~(x) = (1-x)a(1+x)~dx on [-1,1) has property T0 
whenever - i' a'!, 

- i ' ~ ' i (excepting a = ~ = - i). More recently, using Bernstein's method, 

Gattesoh:i [ 1963/64-] proves property T0 for all a = (:1 > - i , while Ossicini [ 1966] 

extends it to a > - i , 13 > -1, hence, by symmetry, also to a > -1, 13 >- i . In 

the remaining square -1 < a ' - i , -1 < 13 ' - i (with a= 13 = - i deleted), the 
matter appears to be still unsettled. 

G-reenwood and Danford [ 194-9] consider the integl'a.l J 1xf(x)dx (which amounts 

0 

to Jacobi's case a ::. 0, 13 = 1) and find by computation that Chebyshev quadrature is 

possible (in the strict sense) i:f n = 1 ,2,3, but not if' 4- I( n ' 10. A similar 

result is stated in Greenwood, Ca.rnab.a.n and Nolly [ 1959] for the integral J 1x 2 f(x)dx 

-1 

(which can be reduced to the case a = 0 , ~ = i). The exact T-sequence has not been 

established in either case. 

5.3 Chebyshev guadrature on infinite intervals. Computational results of Salzer 

[19.55] suggested that the T-sequence for the Laguerre measure d~(x) = e-xdx on 
( ) -x2 O,oo , as well as the one for the Hermite measure d~(x) = e on (-co ,oo), 

must be rather short, in fact T = [1 ,2} in the :former, and T = [1 ,2,3} in the 

latter oase. This was first proved by Kr,ylov [t958], by an application of Bernsteints 

method, and again later, independently, by Gatteschi [1964-/65]. Burgoyne [1963], 
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unaware of Kr,ylov's result, confirms it up to n = 50 by computing the maximum 

number of nonnegative, resp. real., nodes. For more general. Laguerre measures 

dp(x) = xae-x, a> -1, propert,y T0 is proved by Wilf (1961], Tureoki~ (1962] and 

Gautschi [1975], using methods already illustrated in §3.}, 3.~. 

Nutf'ullin and Ja.novi~ [ 1972], using the method of Turecki!, prove property T0 

for tbe measures 

d,.,(x) = (x
2
P+1/sinh 11X)dx , 

a,.,(x) = {x
2
P/cosh 11X)dx t 

I I
a -x2 

dp(x) = x e dx , 

p = 0,1,2, ••• , 

p:::: 0,1,2, ••• , 

a > -1 , 

all on ( -oo ,oo), and for eaeh give an upper bound for max nj. They also 
n.ET(d.p) 

J 

determine the T-sequenoe for some of these measures. For example, the first, when 

p = O, has T ~ [1,2,}}, While the last has T = {1,2,3J for -1 <a< 1/3, 

T = {1,2,3,5} for 1/3 ~a< 1, T = {1,2,3,~,5} for 1 'a' 7, T = {1,2,3,~! tor 

7 < a < 15. For a ill 15, Chebyshev quadrature is possible when n = 1 ,2,3,~,6 but 

the exact T-sequence is not laJ.own. 

Janovid' [ 1971] previously used Tureoki:r• s method to show that a certain measure 

d~x) on (O,oo), ot interest in the theory of Wiener integrals, has T = [1,2}. 

5.~ Chebyshev-tzye quadrature. If a measure dp(x) has proJ;Srty T0
, and 

p = p (dp) is the maximum degree of exactness of ( 1), subject to the reality of all n n 
nodes, it becomes of interest to determine upper bounds for Pn as n -+ oo. In the 

classical case dp~{x) = ax, Bernstein [ 1937) already showed tlla.t p < 4Jn • For 
n 

Jacobi measures dp(x) = ( 1-x)"{ 1 +x)l3dx, Costabile [ 197~] establishes 

Pn < o(a,f3)n1/(2a:+
2) ~ as has previously been found by rleir and Sharma [ 1967] in the 

ultraspherioal case a = f3 > - ! . In this latter case, Costabile further expresses 

the constant o explicitly in terms of gamma and Bessel functions. For more 

general weight functions on [ -1,1], having branch point and other singularities at 

the endpoints, the problem is studied extensively by Geronimus [1969], [1970]. For 

the Laguerre measure dj.t(x) = xae -xdx, a > -1, one finds by Bernstein's method that 

P71 < 2 + J( a+1 )(n-1 ) if Pn :;:, 3. Similar bounds hold for symmetric Herm.i te quad­

rature rules ( Gautschi [ 1975]; see also Turecki! [ 1962] ). 

Chebyshev-type quadratures having degree of exactness 1 always exist. The most 

familiar example is the composite midpoint rule on [ -1,1 J, with d~-C(x) = dx. 

Another example is the nontrivial extension of the midpoint rule to integrals with 

arbitrary positive measure, due to Stetter ( 1968b], which improves upon an earlier 

extension of Jagerman [ 1966]. 

393



112 

6. Optimal Chebyshev-type quadrature formulas 

Only relatively recently have attempts been made to develop Chebyshev-type 

quadrature formulas in cases where true Chebyshev formulas do not exist. Th~ 

approach generally consists in replacing the algebraic exactness condition by some 

optimality condition, unconstrained or constrained. This yields new formulas even 

in cases where ordinary ones exist. 

6.1 Optimal formulas in the sense of Sard. For the classical weight dtt(x) = d:x: on 

[-1,1], consider a Chebyshev-type quadrature formula 

( 1) 

We require that ( 1) has polynomial degree of exactness p < n , 

(2) R (f) = 0 , all f E P , 
n P 

and assume f' E ACP[-1,1]. The remainder R (£),as is well known (see, e.g., Sard 
n 

[1963, p.25]), can then be represented in the form 

Rn(f) = J 1 ~(t)f{p+1 )(t)dt , 

-1 

where K (t) = K (t; x 1 ,x2 , ••• ,x ) is the Peano kernel of R [of. §7(3)]. B,y 
p p n n 

the Schwarz inequality, therefore, 

(3) 
' y = IlK IlL p p 2 

, 

where lluiiLz = ( J 1 
[u(t)J2dti. An optimal Chebyshev-type formula in the sense of 

-1 

Sardis a formula (1), satisfYing (2), which mjnimizes y as a function of 
p 

x,x2 , •• • ,:x:n. Franke [ 1971] studies such formulas in the cases p = 0 ani p = 1, 

under the additional assumption of symmetry, 

(4) :x:n+i-k + ~ = 0, k = 1,2, ••• ,n. 

The condition (2) is then automatically satisfied, so that the problem reduces to an 

unconstrained optimization problem. The solution £or p = 0, as has been noted 

previously (Krylov [1962, pp.138-140]), is the composite midpoint rule, for which 

Yo = 2/3n2
• In the caae p "' 1, numerical answers are given for 2 ' n ' 11. A 

similar problem, without the symmetry assumption (4), is considered in Coman ( 1970]. 

6.2 Least squares criteria. Instead of minimizing y in (3), we may wish to 
p 

minimize the errors of ( 1 ) which result if the formula is applied to successive 
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monomials. More precisely, given an integer p , with 0 ' p < n , and an integer 

q • with q ~ n, or q = w , we determine the nodes ~ in ( 1 ) such that 

(5} t [B.n(xj)Jll = min, 

j=p+1 

subject to 

(6) R (xj) = 0 , j = 1,2, ••• ,p. n 

Symmetry, as in (4), may or may not be imposed. 

If n '7, or n = 9, and q = n, Problem {5), (6) is trivially solved by the 
classical Chebyshev formulas, which drive the objective function in (5) to zero. 

In the case p "' 0 , and :for various choices of' q , including q "' co , numerical 
answers are given by Barnhill, Dennis and Nielson [1969] :for n = 8,10,11. Kahaner 

[ 1970] has analogous results for q = n and p = n - 1 or n - 2. .An interesting 
(although somewhat counterproductive) feature of this work is the apparent necessity 
of assuming repeated nodes for the minimization procedures to converge. It is shown 

in Gautschi and Yanagiwara [1974] that repeated nodes are indeed unavoidable, if 

q = n, whenever the constraints in (6) admit real solutions. The saD:J is proved in 

Sa.J.kauska.s [ 1973] for the case p = 0, all nodes being constrained to the interval 
[-1,1]. We conjecture that the same situation prevails for arbitrary q > n. 

There is computational evidence that the optimal formulas are indeed symmetric, 

but the question remains open. If' we knew that Problem (5), (6) had a unique 

solution, modulo permutations, symmetry would follow (Gautsahi and Yanagiwara [197~]}. 

6.3 Minimum norm qua.dratures. A quadrature rule, such as (1 ), which minimizes the 
norm of the error functional B. (f) in some appropriate function spg.ce is called a n 
minimum norm quadrature formula. For Chebyshev quadra.tures, such formulas are 

studied by Rabinowitz and Richter [ 1970]. They consider two families of Hilbert 

spaces. Each space consists of functions which are analytic in an ellipse E, p > 1, 
p 

having foci at t 1 and semiaxes summing up to p • (i£ l is a family of confocal p 
ellipses, which a.a p .... 1 shrink to the interval [-1 ,1], and as p ... oo inflate 
into progressively more circle-like regions invading the whole complex plane.) The 

first space, L2 [(P], contains functions t tor which JJ Jr(z)jl1dxd,y < oo, and is 

E.p 

equipped with the inner product (f,g) = JJ f'(z)grzjd.xd;y'. The second, H1 [E:p], 

£p 

consists of functions r with ( 1 r( z > 12 11-z 2 J- i 1 az 1 < oo and carries the inner 

~£p 
product J f'(z)g'(ZJ~1-z21-i Jazj. 

ar, 
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The norm of R (t'), in eaoh of these spaces, can be expressed explicitly in 
n 

terms of' the respective orthonormal bases. Thus, in L2 [£P], 

(7) 4 =; 
CD 

L 
j=O 

j+1 
[ 2· 2 2· 2 Rn(u.))2 ' J+ - J- J 

p - p 

where Uj are the Chebyshev polynomials of the second kind, and in H2[(P], 

co. 

(8) IIRnll = ~) [ 2j 
1 _23 Rn(Tj)] 2 

, 

LJ p + p 
j::.O 

where T j are the Chebyshev polynomials of the first kind. (The prime indicates 

that the term with j = 0 is to be halved.) It is shown by Rabinowitz and Richter 

that there exists a set of nodes ~ in [-1,1] for which (7), and one for which 

(8), is a minimum, regardless of whether the weight in the quadrature rule is fixed 

to be 2/n, as in ( 1), or whether it is treated as a free parameter. Numerical 

results given by Rabinowitz and Richter suggest tlat the optimal nodes are mutualJ,y 

distinct for each p > 1, but this remains a conjecture. 

Rabinowitz and Richter also investigate the behaviour of the optimal Chebyshev­

type rules in the limit cases p ... 1 and p .. co. In the foi"lller case, the limit 

behaviour is somewhat bizarre, and we shall not attempt to describe it here. In the 

latter case, it follows from (7), (8) that, both in L2 [£] and H2 [£ ], the optimal 
p p 

rule must be such that it integrate& exactly as many monomials aa possible, and 

gives minimum error for the first monomial which cannot be integrated exactly. Thus, 

(9) 
R (xj) = 0, j = 0,1,2, •• ,p, p =max(= Pn) , 

[ 1:n(;x:P+1
) I = min • 

We call the corresponding quadrature rules briefly E-optimal. Numerical results 

given by Rabinowitz and Richter for n = 8,10,11,12,13 show again the presence of 

repeated nodes. 

6.4 E-optimal gua.dratures. An algebraic stud,y of E-optima.l Chebyshev-type quadrature 

rules is made in Gautschi and Yana.giwara. [ 1974] for n = 8, 10,11, 13, and in Anderson 

and Ga.utschi [to appear] for general n • One of the key results of this work 

reveals that an E-optimal n-point Chebyshev-type formula can have at most Pn 

distinct nodes, whenever p < n. It follows from this immediately that some of the n 
nodes must be repeated. The (generally dist~ot) pn optimal nodes are found among 

the real solutions of systems of algebraic equations of the type 

(10) t lirXrj = sj , j::: 1,2, ... ,p, 

r=1 

396



115 

where • are integers with • 1 + v2 + ••• + v = n and p = p an integer r p n 
generally not known a priori (cf. Eq.(9)). Finding all real solutions of such 

systems is a challenging computational problem., It ia solved in the cited 

references for n $.i 17 by a reduction to single algebraic equations. For other 

techniques, see also Yanagiwara and Shibata [ 19741 and Yana.giwara, Fukutake and 

Shibata [1975]. A summary of results is given below in Table 1, where crosses 

indicate the availability of E-optimal Chebyshev formulas, zeros the nonexistence of 

Chebyshev-type quadrature formulas, and question marks unsettled cases. 

~ 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 

2[n/2l+1 xxxxxxxox 0 0 0 0 0 0 0 0 0 0 0 0 

2[n/2]-1 X X X 0 X 0 0 0 0 0 0 0 0 

2[n/2]-3 X X X 0 X 0 0 0 0 

2[n/2]-5 X ? ? ? ? 

Table 1. Existence and nonexistence of n-point Chebyshev-type 

quadrature formulas of degree of exactness p 

0 

0 

0 

0 

2) ••• 

o .... 
o ••. 
o ••• 
o ••• 

E-optimal formulas have been obtained also for infinite and semi-infinite 

intervals involvi.Dg weight :functions of the Hermite and Laguerre type (Anderson a:nd 

Gautschi [to appear]). The confluence of nodes is rather more severe in these 

caseso For example, in the Laguerre case, when 3 l\ n l\ 6, there are only two 

distinct nodes, one being simple, the other having multiplicity n- 1. 

7. Error and convergence 

7.1 The remainder term. Remainder terms in Chebyshev-type quadratures are 

generally ignored, except for the classical formulas 

1 n J f(x)dx = ~ ~ f(~nl) + Rn(f), 

- 1 k=1 

( 1) n = 1,2, ••• ,7,9, 

_1 

and for the Gauss-Chebyshev formula (with d~(x) = {1-x2
) 2 dx). 

Each of the formulas (1) has polynomial degree of exactness p = 2[n/2]+1, 

that is, p = n if' n is odd, and p = n+1 if n is even. Assuming 

f E cP+1[-1,1], we obtain from Peano 1s theorem (see, e.g., Davis [1963, p.70]) 

(2) Rn(f) = f1 
Kp(t)fp+1>(t)dt, 

-1 

where K (t) ia the Peano kernel of the functional R (f), 
P n 
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n 

(3) -~ L(~n)- t)~J, 
k=1 

with 
__ [ up if u ~ 0 , 
- p ill 0 • 

0 if U<O, 

Ghizzetti and Ossicini [1970], and Kozlovski! (1971], give different proofs of the 

fact that the Peano kernel is positive, 

(4) 

From {2), it then follows that 

K {t) ill 0 on [-1,1] • 
p 

(5) R (f) = "nf(p+1 )( r) ' 
n 

where 

(6) "n = J 1 K (t)dt 
xP+1 

= Rn[ (p+1)!] p 

-1 

-1 ~ T ~ 1 , 

p = 2[~)+1 • 

Numerical values of the constants K for n = 1(1)7 and n = 9 can be found in 
n 

Ghizzetti and Ossicini (1970, pp.129-130]. (They have previously been tabulated by 

Berezin and ~idkov [1965, p.262], but with an incorrect value of K 9 .) 

The remainder in the Gauss-Chebyshev quadrature formula has been estimated by 

a number of writers; see, e .• g., Stetter [ 1968a], Chawla and Jain [ 1968], Chawla 

[1969], Riess and Johnson [1969], Chui [1972], Jayarajan [1974]. 

For E-optimal quadrature rules of the type ( 1 ), the remainder R (f) is 
n 

analysed by Anderson [1974]. 

7.2 Convergence of Chebyshev quadrature formulas. In order to study convergence 

of the classical Chebyshev quadrature formulas, one must, of course, allow for 

complex nodes. From the known distribution of the nodes in the complex plane 

{of. §Z-2) it follows easily from Runge's theorem that convergence is assured for 

functions which are analytic in a closed domain ~ containing the curve of 

logarithmic potential, §2.2(1), in its interior (Ka.haner [1971])o Convergence, in 

fact, is geometric for i1 sufficiently large. 

8. Miscellaneous extensions and generalizations of Chebyshev quadrature 

There are m.aey variations on the theme of Chebyshev quadrature. A natural 

thing to try, e.g., is to relax the rigid requirement of equal coefficients and 

merely seek to minimize some measure of the variance in the coefficients. The 

problem, first suggested by Ostrowski [ 1959], is discussed by Kahaner ( 1969) and 
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Salka.uska.s [ 1971]. 

A more substantial modification is made by ErdlJs and Sha.rma [ 1965], and Meir 
and Sharma [ 1967], who assooia.te equal coefficients only with part of' the nodes and 
leave the coefficients far the remaining nodes, as well as the nodes themselves, 

variable. Even with this modification, provided the number of variable coefficients 
is kept fixed, and the polynomial degree of exactness maximized, some of the nodes 
again turn complex as n , the total number of nodes, becomes large. ErdlJs and 
Sharma show this for the ueasure dp(x) = dx on [ -1,1), and Meir and Sharma. for 

0: 
the ul traspherical measure d~o~( x) = ( 1-x2 

) dx, o: > - i • The maximum. polynomial 

degree of exactness, Pn• subject to the realit,y of all nodes, when dll(x) = dx, in 
fact obeys the law pn = 0(~) familiar from Bernstein's theory of the classical 

Chebyshev quadratures. For Jacobi measures d~o~(x) = (1-x)o:(1+X)~, o: >- ~, ~ > -1, 
Ge.tteschi, Monegato and Vina.rdi [to appear] associate variable coefficients with 

fiXed nodes at :t 1, and equal coefficients with the remaining nodes, and for this 
case, too, establish the impossibility of n-point Chebyshev quadrature for n 
sufficiently large. 

For quadrature sums involving derivative values as well as function values, 
the natural extension of Chebyshev's problem would be to require equal coefficients 
for all derivative terms involving the same order derivative. The problem, as far 

as we know, has not been treated in any great detail, although it is briefly 
mentioned by Chizzetti [1954/55] (see also Ghizzetti and Ossicini [1970, p.43ff]). 

Chebyshev quadrature rules integrating exactly trigonometric, rather than 
algebraic, polynomials are considered by Keda [1962] and Rosati [1968]. Rosati 
includes derivative terms in his quadrature sums. 

Equally-weighted quadrature rules for integration in the complex plane are 
developed by Salzer [1947] in connection with the inversion of Laplace transforms. 

An extension of Chebyshev quadrature to double and triple integrals is 
discussed by Georgiev [1953]~ Coman [1970] derives optimal ChebyShev-type formulas 

in two dimensions. 
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On Optimal Chebyshev-Type Quadratures* 

Walter Gautschi** and Giovanni Monegato*** 
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610 Walnut Street, Madison, Wl53706, USA 

Summary. A well-known result of Bernstein states that a Chebyshev quadra­
ture formula of the form 

can have algebraic degree of exactness p = n only if 1 :;:;;; n :;:;;; 7 or n = 9. The 
nodes tk are necessarily symmetric with respect to the origin, so that in fact 
p = 2 [ n/2] + 1. If symmetry of the nodes is imposed, it is known from work of 
Gautschi and Yanagiwara and others that next-to-highest algebraic degree 
p = 2 [ n/2] - 1, beyond the classical cases above, can be attained only when 
n=8, 10, 11, and 13. For these values of n, "optimal" formulas have been 
obtained which minimize !Rn(xP+ 1)1 among all symmetric Chebyshev quadra­
tures of degree p = 2 [ n/2] - 1. We show here that these same formulas in fact 
minimize IRix')l for each i;;;; p + 1. 

1. Introduction 

We consider symmetric Chebyshev-type quadrature formulas of "next-to­
highest" algebraic degree of exactness, i.e., equally weighted quadrature for­
mulas of the form 

(1.1) 

* Sponsored by the United States Army under Contract No. DAAG29-75-C-0024, the National 
Science Foundation under grant MCS 76-00842, and the Italian Research Council 
** Present address and address for offprint requests: Department of Computer Sciences, Purdue 
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*** Present address: Istituto di Calcoli Numerici, Universita di Torino, I-10l23 Torino, Italy 
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60 W. Gautschi and G. Monegato 

subject to the following constraints, 

all tk are real, t1 ~ t 2 ~ .. · ~ t,, 
t,+t-k+t"=O, k=l,2, ... ,n (symmetry), 

R,.(f) = 0 for every polynomial f of degree p = 2[n/2] -1. 

(1.2) 

If 1 ~ n ~ 7, or n = 9, the classical Chebyshev quadratures satisfy all these 
conditions, the last one in the strengthened form with p = 2 [n/2] + 1. Other 
Chebyshev-type formulas, satisfying (1.2), exist only for n = 8, 10, 11, and 13. This 
is shown in [6] and [1], where formulas are derived that are "optimal" in the 
sense of minimizing 

(1.3) 

subject to (1.2). Each of these formulas has one pair of symmetric double nodes, 
or one double node at the origin, which (regretfully) means loss of the equal 
coefficient property. We will show here that these same formulas are in fact 
optimal in the much wider sense of minimizing 

(1.4) 

subject to (1.2). (For odd integers i, the statement is trivially true, since P;=O by 
virtue of symmetry.) In particular, they are minimum norm quadratures in the 
Hardy space H 2 of functions f(z) analytic in !zl <r, r> 1, and square-integrable 
on jzj = r, since these quadratures minimize 

00 

I r- 2 i[R,(xi)] 2 (see, e.g., [2]). 
i=P+ 1 

As a preliminary step toward these results, we first show that for each n = 8, 
10, 11, 13, the set of all Chebyshev-type quadrature formulas (1.1), satisfying 
(1.2), forms a one-parameter family, with parameter tx in some finite closed 
interval A.,~tx~ft,.. By using symbolic Sturm sequences, we are able to identify 
A., and J,t, as roots of certain algebraic equations. The quadrature formulas 
corresponding to A.n < tx < ttn all have n distinct (simple) nodes in the interval 
( -1, 1), while those corresponding to tx =A, or ex= ttn have a pair of symmetric 
double nodes, or a double node at the origin. The main result then follows from 
a (possibly new) monotonicity property satisfied by the power sums of the zeros 
of a polynomial. In particular, it transpires that the optimal formulas [in the 
general sense of minimizing (1.4)] always occur at tx =An- They are necessarily 
identical with the optimal formulas found in [6] and [1]. 

2. One--Parameter Families of Chebyshev-Type Quadratures 

We associate with (1.1) the polynomial 
n 

e(x) = n (x- tk)=x" +al xn-l + ... +an. 
k= 1 
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From Newton's identities it follows that the (real ordered) nodes tk will satisfy 
(1.2) if and only if 

(n even}, 

(n odd), 
(2.1) 

where a is some real parameter and the coefficients a2 ,a4 , ••• ,aP_ 1 (p=2[n/2] 
-1) are given uniquely by 

s2 +2a2 =0, 
s4 +a2 s2 +4a4 =0, 

sp-l +a2sP_ 3 + ... +ap_ 3s2 +(p-1)ap-l =0, 

where 

j= 1,2, ... ,(p-1)/2. 

It remains to determine the conditions on a under which the polynomial .; in 
(2.1} has only real zeros. Letting 

(n even), 

(n odd), 

we are seeking the conditions on a under which the polynomial 

e*(x)=x" + a2xv-l + · · · +a2v- zX +tt, V = (n/2], (2.2) 

has only nonnegative zeros. While the problem could easily be discussed in 
geometric terms, we prefer to take an algebraic approach via Sturm sequences. 
Among other things, this allows us to identify the limits on the parameter a as 
roots of certain algebraic equations with integer coefficients. 

We recall that the Sturm sequence of a polynomial p0 of degree v is the 
result of applying Euclid's algorithm to Po and p1 = p~, where p~ is the derivative 
of Po· Thus, 

Po=qlpl-p2, 

P1 =q2pz-p3, 

Pt-2=q~-1Pt-t-Pt• 

Pt-1 =qtpt, 

(2.3) 

where r ~ v, and each p", 2 ~ K ~ r, is the negative remainder of the division of 
P~<-z by Px-t· Sturm's theorem (see, e.g., [3, p. 448]) then asserts that for any 
a<b, if p0(a) p0 (b}=!=O, the number of distinct zeros of Po in [a, b] is equal to v(a) 
-v{b), where v(x), for fixed x, is the number of sign changes in the numerical 
sequence p0(x), p1 (x), ... , p,(x). Moreover, if x0 is a (real or complex) zero of p0 , 
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then its multiplicity is m if and only if x0 is a zero of the terminal polynomial p, 
of multiplicity m -1. In particular, all zeros of p0 in [a, b] are simple if and only 
if p, has no zeros in [a, b). 

In wishing to apply this to the polynomial p0 = ~* in (2.2), one has to be 
prepared to operate on polynomials whose coefficients depend rationally on the 
parameter a. This is best done with the help of symbolic formula manipulation 
systems. We indeed generated the Sturm sequences symbolically, using the 
MACSYMA system available to one of us at Stanford University, and repeating 
the computations with the SAC-1 system on the UNIVAC 1110 computer at the 
University of Wisconsin. The results of both computations were identical, and 
are summarized below. 

Writing 

K=O, 1, ... , v, 

the coefficients cKl, K;;:;: A., are polynomials or rational functions of tx, with 
rational coefficients, the degrees of which are as indicated in the schedules 
below. Zero degree always represents a non-vanishing (rational) constant; 
slashes separate numerator degree from denominator degree in case of rational 
functions. In all rational functions on the diagonal, the denominator polynomial 
is the square of the numerator polynomial in the rational function preceding it 

n=8 (v=4) 
0 0 0 0 

0 0 0 
0 0 

1 

1 
0 
1 
1 

3/2 

n = 10, 11 ( v = 5) 
0 0 0 0 0 1 

0 0 0 0 0 
0 0 0 1 

0 1 1 
2 2 

4/4 

n=13 (v=6) 
0 0 0 0 0 

0 0 0 0 
0 0 0 

0 0 
1 

0 1 
0 0 
0 1 
1 1 
1 1 

3/2 3/2 
7/6 

on the diagonal. The numerator polynomials in the terminal entries are irreducible 
over the field of rationals, except in the case of n = 13, where the numerator 
polynomial of c66 factors into the square of a linear polynomial and a polynomial 
of degree five. 

According to Sturm's theorem, the polynomial ~* has v distinct positive 
zeros (necessarily all simple) if and only if v(O) = v and v( oo) = 0, that is, if and 
only if 

(2.4) 

By examining the explicit form of these (polynomial) inequalities for the four 
values of n under study, one finds that (2.4) is equivalent to 

(2.5) 

where A.,., and Jl, are either zero, or equal to one of the zeros ll\"l < a~l < tx~J < · · · 
of cvv(a), as indicated in Table 2.1. Numerical values of A11 , Jl,., and the numerator 
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Table 2.1. Parameter intervals for symmetric 
Chebyshev-type formulas of next-to-highest degree n 

8 
10 
11 
13 

l. 

0 
iX(lO) 

2 
IX(ll) 

2 
a03l 

2 

63 

1-tn 

cisl 
2 

0 
C£(11) 

3 
C£{131 

3 

polynomial c~v of cvv in exact integer form (of which o:~l, a~> are zeros) are 
shown below. 1 

By verifying that v( 1) v( co)= 0 for a in the interval (2.5), one finds that all v 
zeros of ~* are in fact strictly between 0 and 1. 

n=8 
c~4 (a) = 107661642834375rt3 -1739295676125a2 + 1639058085a+ 1698929 

),8 =0 
J.ls = 1.696315226301022019273508 X 10- 3 

n=10 
c~ (a)= 103836101679541153125o:4 -699972937051972500!13 

118379410645986a2 + 59483935980a+ 10026277 
X10 = 1.705026344541702458795446 x to- 4 

l11o=O 

n=ll 
c~5 (a) =4355201766189061767168000000000000000a4 

-13748658484054726502645760000000000o: 3 

- 32517908999837432625626726400000C!:2 

-17819369567349884423809920000ct- 2271280061895695934118607 
A11 = -7.231729443377509440273227 x 10 4 

1111 = -1.843814365405786592111158 x w- 4 

n=13 

cZ6 (a)=-5119431238238006449001030897982132062886297600000000000000a 5 

+17204030294473717738937992559890853617729536000000000000a4 

-9038664271054821687671987188136769191568998400000000oc3 

+1802928580961992177696029238318998369583104000000!12 

-1556959874919562468454960296543869278060544000: 
+4909413559683598477099364350584692815757 

),13 = 1.024260940958103474931671 X 10- 4 

/113 = 1.325979284585333715590553 X 10- 4
• 

The Sturm sequence terminates prematurely [i.e., r < v in (2.3)] if and only if 
o: is a zero of one of the diagonal entries c"' "'' We examined the Sturm sequence 

For n = 13, only the factor (of degree 5) of c~v is shown which is relevant 
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in each one of these cases and found, as expected, that e• has the desired number 
of nonnegative zeros precisely when IX is a nonzero endpoint of the parameter 
intervals in Table 2.1. In each case, e* has one double zero and v- 2 simple 
zeros in the open interval {0, 1 ). 

The remaining endpoint IX=O in the cases n=8 and n= 10 can be handled by 
forming the Sturm sequences at x = e > 0 sufficiently small, and at x = 1. One 
finds V -1 simple zeros Of e* in (0, 1 ), which together with the zero at X= 0 again 
yields the desired number of zeros in (0, 1). 

We may summarize our findings in terms of the polynomial e in (2.1) as follows: 
lfn=8, 10, 11, or 13, the polynomial e has n real (symmetric) zeros, counting multi­
plicities, exactly if a is in the interval An~ IX;?; P.n. If a is an interior point of that 
interval, all zeros of e are in fact simple and contained in the open interval ( -1, 1). 
If ex is one of the endpoints of [A11 , J.tn], then e has a pair of (symmetric) double 
zeros in ( -1, 1 ), if a =I= 0, and a double zero at the origin, if ex= 0, all other zeros 
being simple and located in (- 1, 1 ). 

The intervals [A.n, P.n] found here are in agreement with the (less accurate) 
intervals given in [ 4, Table I] for n = 8, 10, and 11. Our results for n = 8 and n = 10 
contradict a theorem of Pecka [5], which indeed is false because of computational 
errors in the proof. 

3. Optimal Chebyshev-Type Formulas 

In each one-parameter family of Chebyshev-type quadratures, obtained in 
Section 2, we now wish to single out one that minimizes the objective function P; 
in (1.4). We may assume i=2j, withj~v, where v=[n/2]. Letting t:(rx) denote 
the zeros of e*, and 

v 

sj(a)= L [t!(a)]i, j=O, 1,2, ... , 
K= 1 

their power sums, and assuming }.n;?; ex~ Jln, the objective function is easily found 
to be 

P~i(IX)=~Isj(a)- 2(2;+ 1)1' j~v. (3.1) 

We thus wish to minimize P!/a) on the interval ).11 ;i;cx ;?;J.ln· The lemmas which 
follow will lead us to the solution of this problem. 

Lemma 3.1. Suppose the algebraic equation 

g(x) := Xm + C 1 x"'- 1 + · .. + Cm 1 X + Cm = 0, 

with real coeffjcients c11 , has m distinct nonnegative roots x"=xk(c1 , c2 , ... ,em), 
k = 1, 2, ... , m. Let si denote their j·th power sum, 

m 

slc1,c2 , ... ,em)= L [xk(c1,c2, ... ,cm)Ji, j=O, 1,2, .... 
k= 1 
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Then 

if j"G_Jl, and (3.2) 

Proof Since, by Newton's identities, s1 depends only on c1,c2 , ••. ,ci, the second 
half of (3.2) is self-evident. It suffices, therefore, to consider j G. Jl, 1 ~ Jl ~ m. 

Differentiating the identity g(xk(c 1, c2, ... , ern)) =0 with respect to cJJ, one finds 

8xk x'f:-1' 
=---= 

ac/J 

hence 

(3.3) 

The sum on the far right is precisely the (m -1 )-st divided difference 
[x1, Xz, ... ' xm] f of the function f(x)= xm-JJ+J-l. Since 

[ ]f-f(m-1)(-)/( 1)1-(m- Jl + j -1)-J-fl x 1,x 2, ... ,xm - x m- .- m-
1 

X , 

where x is in the open interval spanned by xpx2 , ... ,xm, and since all xk"G_O, it 
follows that x >0, and the sum in question is positive. This proves the lemma. 

We remark that the proof of Lemma 3.1 also yields osi G_O if j<O, if we a ell-
assume all xk > 0, but we will not need this fact in what follows. 

Lemma 3.2. If n = 8, 10, 11, or 13, we have 

* l n s.(l'.)<---
1 n 2(2j+l) 

for j?;. v. (3.4) 

Proof Since the quadrature formula (1.1) has polynomial degree of exactness 
p=2 v 1, it is certainly exact for f(x)=x2v-z, which yields 

(3.5) 

For any j"G_ v, we have 

sj(a) = L [t~(a)]i-v+ 1 [t~(a)]v- 1 < [t!(IX)]j-v+ 1 s~-1' A,.~ rJ. ~Jln, 
K= 1 

where ti(tX) is the largest among the roots t~(a). The lemma wi1l hold for any 
value of j for which 

[t*(A. )]1-v+ 1 * < n 
1 n sv-1 2(2j+l) 
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By virtue of (3.5), this is equivalent to 
1 

*(') (2v-1)j-v+l 
t1 A,. < 2j+ 1 . 

W. Gautschi and G. Monegato 

(3.6) 

An elementary computation shows that the right~hand expression in (3.6) is 
an increasing function of j for j ~ v. By consulting the numerical values of t 1 (.A-11) 

in [1], and noting that t!(ii,.)=[t 1(i1.11)]
2 , it is possible to verify the validity of 

(3.6) for j=v+2 when n=8, for j=v+3 when n=lO, for j=v+4 when n=11, 
and for v + 5 when n = 13. The inequality therefore holds for these and all 
larger values of j. For the few remaining values of j, one can verify (3.4) directly, 
from the data available in [1]. This completes the proof of Lemma 3.2. 

The problem of minimizing Pii(a) in (3.1) is now easily solved. 

Theorem 3.1. Ifn=8, 10, 11, or 13, thenfor eachj~v, 

(3.7) 

Proof Applying Lemma 3.1 to the polynomial ~* in (2.2), the zeros of which are 
t~(a), we find that each sj(a),j~v, is strictly decreasing on A11 <a<f1," hence 

sj(a)<sj(ii11) for A11 <a~f1n­

Combining (3.8) with Lemma 3.2 gives 

(3.8) 

for each j~v. Since sj(a) decreases on A11 <rx<f111 , it follows that Piirx) is an 
increasing function of a, hence (3. 7). 

Corollary. Let {wi} be any sequence of weights wi~O, with wi>O for some j~ v, 
satisfying 

00 

Erzwi<oo, 
j=v 

and let 

00 

p*(o:)= L wi[P~)rx)] 2, ii,.~!X~f1n· 
j=V 

Then 

(3.9) 

(3.10) 

(3.11) 

Proof Since sj(rx) < v[t!(rx)]i, where t!(rx) is the largest among the roots t:(rx), and 
since tt(rx)<l for .A. .. ~ct~f111 , the sequence sj(a) tends to zero at least geometri­
cally, and consequently P!ia)-j- 1 as j-+oo. The infinite series in (3.10), 
therefore, converges by virtue of (3.9), and (3.11) is an immediate consequence of 
(3.7). 
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NUMERICAL QUADRATURE IN THE PRESENCE 
OF A SINGULARITY* 

WALTER GAUTSCHit 

1. Introduction. We denote by M[ -1, 1) the class of functions f which 
are continuous on the half-open interval [ -1, 1), monotonic in some neigh-

borhoo~ of 1, and such that lim:~tl L:!(t}dt exists. The classes M( -1, 1] 

. and M( -1, 1) are defined similarly, in an obvious manner. M designates the 
union of the three classes. Iff E M is bounded, then f E C[ -1, 1], that is, 
f is continuous on [ -1, 1]. We are interested in numerical quadrature of 
functions/ E M not necessarily bounded. By definition of M, 

(1.1) I(/) == L: !(t) dt 

exists as an improper integral. 
Consider a sequence of quadrature rules 

" 
(1.2) Qn(J) == L Wn,,J(Xn,k), 

k=-1 

-1 = Xn,n+l ;;;; Xn,n < • • • < Xn,1 ;;;; 1 = Xn,O • 

Extending an argument due to P6lya [6], [7, p. 39}, Rabinowitz [8] Hhowed 
that 

(1.3) lim Q,.(f) = I(f) 

for all/ E M[-1, 1), provided the following two conditions are satisfied: 
(i) lim,...,.ooQn(g) = l(g) for all g E C[-1, 1]; . 

(ii) there exist constants c > 0, a > 0 such that I Wn,k I ;;;; c(xn,k-1- Xn,k) 
for all n sufficiently large and for all k ~ 1 such that 
1 - a ;;;; Xn,A; ~ 1. 

If ( ii) is replaced by the condition 
(ii') there exist constants c > 0, 8 > 0 such that I Wn,~e-tl 

~ c(xn,k-1 - Xn,k) for all n sufficiently large and for all k ~ n 
+ 1 such that -1 ~ Xn,k-1 ~ -1 + 8, 

then clearly (i) and (ii') imply (1.3) for all/EM( -1, 1]. Conditions (ii) 
and (ii') are equivttlent if the quudrat.ure formulas ( 1.2) are symmetric, 

• Received by the editors February 10, 1967. 
t Computer Sciences Department, Purdue University, Lafayette, Indiana, and 

Argonne National Laboratory, Argonne, Illinois. This work was performed in part 
under the auspices of the United States Atomic Energy Commission. 
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358 WALTER GA UTSCHI 

i.e., if 

( 1.4) Xn,n+l-k = -Xn,k , Wn,n+l-k = W,.,k, k = 1, 2, · • • , n. 

The three conditions ( i), ( ii) and ( ii') together insure convergence ( 1.3) 
for all/ E M. 

Many quadrature schemes, such as Romberg integration, Gauss-Legendre 
and a class of Gauss-Jacobi quadrature formulas, as well as composite 
quadrature rules (rectangular, midpoint, trapezoidal, Simpson, etc.) can 
thus be shown [8], (1] to converge not only for continuous functions, but 
also for fwtctions having monotonic singularities at one or both endpoints 
of the basic interval. In the present note we deal with two particular quadra­
ture formulas of interpolatory type, already considered by Fejer [2]. These 
are the quadrature formulas of maximum algebraic degree with the abscissas 
Xn,k being the zeros ofthe Chebyshev polynomial of the first kind, Tn(x), 
or the zeros of the Chebyshev polynomial of the second kind, U n( x). The 
weights Wn,k of these quadrature formulas are known explicitly [2], [5, p.458]; 
a short derivation is given in §2. In §3 we verify the conditions (i) and (ii) 
above, and thus establish convergence, in M, of both these quadrature 
formulas. The result is of interest in the generation of Gauss-type quadrature 
formulas, an application which we hope to describe in a future paper. Some 
numerical examples are given in §4. 

2. The quadrature formulas. Let 

(2.1) Xn,k = COS On,k 7 k = 1, 2, · · ·, n, 

denote the zeros of the Chebyshev polynomial Tn(x), and 

(2.2) * * Xn,k = COS On,k, * k 
On,k = n + 1 1r, k = 1, 2, · · ·, n, 

the zeros of the Chebyshev polynomial Un(x). Denote by 

n n 

(2.3) Qn(f) = L Wn,J(xn,k), Qn*(f) = L w!,kf(x!,~c) 
k=l k-1 

the respective quadrature formulas of maximum algebraic degree. Fejer [2] 
observed that 

(2.4) _ 2 ( 1 2 (~] COS 2m/Jn,k) 
Wnk-- - L 

' n m=l 4m2 - 1 

and 
* 2 ( ((n-l)f!) COS 2m8!,k 1 * ) 

(2.5) Wn,k = -+ l 1- 2 L -4 -2 --1 --COS (p + l)On,k , 
n m-1 m - p 

where p = 2[(n + 1)/2] - 1 is the largest odd integer Sn, Alteruatively1 
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(2.5a) 
4 sin(}* [Cn+l)/21 sin (2m - 1)8* * n,l: "' n,l: 

Wn,& = n + 1 ~ 2m - 1 · 

As a consequence of ( 2.4), we have [2] 

2 4 
2 < Wn,k < "- • n n 

In particular, all weights Wn,k are positive. A similar inequality holds for the 
weights w!,k. To obtain it, Jet 

Clearly, 

where 

Since [3j 

Sn((J) = t sin (2m- 1)8. 
m-1 2m- 1 

~ sinm8 
8,.(8) = L.J --. 

m-1 m 

(2.6) 0 < 8n(8) < fr1 0 < 8 < 1f", [ .. sin t 
0' = 0 -t- dt = 1.8519 ... ' 

one obtains 0 < Sn(8) < u, 0 < 8 < 1r, and consequently, by (2 .• 1)a), 

(2.7) 0 < * < 4u sino: .• < ___±_ __ 
Wn,k n + 1 n + 1 ' 0' = 1.8519 .... 

For the derivation of (2.4) we recall [4, p. 80] that 

(2.8) 1 11 T.(x) dx Wn,k = 1 1 • 7 n (Xn,k) -1 X - Xn,k 

Letting y = Xn,A: in the Christoffcl-Darboux formula 

1 + 2 t Tm(x)Tm(1/) = T,.+t(x)Tn(y) - T.(x)T.H(y), 
n.=l X- Y 

we obtain 

1 + 2~ T ( )T ( ) = _ Tn(x)T.+t(Xn,k) 
L.J m X "' Xn,k 1 

m==l X - Xn,k 

so that (2.8) can be brought into the form 

2 ( n-1 11 ) (2.9) Wn,k = - T '( )T ( ) 1 + L Tm(Xn,~c) Tm(x) dx . n Xn,k n+l Xn,k ,., ... 1 -1 

UsingT.(cos8) = cosnO, T,.'(cosfJ) = n(sinn8)/sin8,oneevaluates 

T.' (Xn,k) = T.' (cos 8n,k) = ( -l)k-ln/sin 8n,1q 

T.+t(Xn,k) = cos (n + 1)8n,k = ( -l)lc sin Bn,k, 
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L1 1... {-2/(m"- 1) if m is even, 
1 T,.(x) dx = 0 cos m8 sin 8 d8 = 0 if m is odd. 

Substitution in (2.9) gives (2.4). The result (2.5a), and thus (2.5), may be 
obtained in like manner. 

3. Convergence of the quadrature formulas. Both quadrature formulas 
(2.3) are symmetric. To prove convergence for f E M, it suffices therefore 
to verify conditions (i) and (ii). The first of these is an immediate conse­
quence of a well-known theorem of P6lya [4, p. 264], the weights being 
positive and both quadrature formulas being trivially convergent for every 
polynomial. As to condition (ii), we shall prove that 

(3.1) O < Wn,k < 7rt + 4, 
Xn,k-1 - Xn,k 

* 0 < Wn,k < 2 * * - IT'Ir, 
Xn,A.-1 - Xn,k 

for all n ~ 3, and all k ~ 1 for which Xn,k ~ 0, x:,k ~ 0. The constant u is 
defined in (2.6). 

Assume first k ~ 2. We have 

ll ll 2' (k-1). 7r 
Xn,k-1 - Xn,k = COS un,k-1 - COS un,k = Sffi n 7r SJn 2n • 

Using sin 8 ~ 20/7r, 0 ~ 0 ~ 7r/2, we get 

(3.2) 
4(k- 1) 

Xa,l:-1 - Xn,k > 2 • . n 

We now recall that 

f:, cos 2m8 = !. _ ! sin 8 
m-1 4m2 - 1 2 4 l 

From (2.4) we therefore have 

Wn,k = ~{ 1 - 2 (~- i sin 8,,,) + 2r,,~c} 

== ~ (i sin 8,.,, + 2r,.,.), 

where 
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Hence, using sin 8 < 8 and (2.1), we obtain 

(3.3) 

Combining (3.3) and (3.2). now gives 

(3 4) Wn,k < 2k - 1 2 + 1 ~ 3 2 + 1 
• B(k - 1) r 2(k - 1) - S "" 2 ' k ~ 2. 

Xn,k-1 - Xn,k 

We next consider k = 1. Here we have 

'JI" • 2 'JI" 1 
X11,o - x.,l = 1 - cos 2n = 2 sm 4n > 2n2 ' 

so that by (3.3), with k = 1, 

Wa,l < '11"2 + 4. 
Xn,O - Xa,l 

This, together with (3.4), establishes the first inequality in (3.1). The 
second inequality follows similarly, using {2.7) in place of (3.3). 

4. Numerical examples. The quadrature formula 

(4.1) 1 t,.,, = 2 (1 + x,.,,), 

TABLE 1 

fJ Fej6r Gauss•Chebyshev Midpoint 

a= -i 32 161 986 67 856 1 017 759 
64 88 478 33 978 772 104 

128 47 985 17 004 683 029 
256 25 859 8509 438 475 
512 13 866 4263 328 688 

1024 7 501 2160 245 467 

a-o 32 55 2 131 10 790 
64 14 602 5405 

128 3 167 2706 

a= i 32 12 212 1 543 
64 2 51 626 

128 1 12 250 

a= 1 32 .4 200 234 
64 .2 50 66 

128 .3 12 18 
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with Xn,k and Wn,k given by (2.1) and (2.4), was applied to compute 
1 

(4.2) £ tIn (eft) dt = (: ~ ~)2 , a> -1, 

for various values of a. The moduli of the errors, in units of 10-6, are shown 
in Table 1 in the column headed Fejer. For comparison, the midpoint, 
trapezoidal, and Simpson rules, with the same number of points, were also 
tried. Among these, the midpoint rule invariably gave the most accurate 
results (a phenomenon observed previously in [1]). The respective errors 
are shown in the last column. The column headed Gauss-Chebyshev dis­
plays the errors of the quadrature formula 

(4.3) 11 n 

J(t) dt ..!.. ~ :E (tn,k(l - fn,~o))112/(4t,k), 
o n A:-1 

when applied to ( 4.2). This quadrature formula is also known [8] to con­
verge for f EM. 

It is seen that ( 4.1) consistently gives the most accurate results, except 
when a = -!, in which case ( 4.3) is more accurate. This exception is prob­
ably due to the fact that the singular factor t' in f happens to be cancelled 
in the quadrature sum of ( 4.3) when a = -!. The presence of two coalescent 
singularities in ( 4.2), when a < 0, evidently causes all quadrature formulas 
to converge extremely slowly. Convergence is seen to accelerate as a increases 
from 0 to 1. In this range, ( 4.1) is remarkably effective, considering that the 
first derivative of the integrand is still infinite at the origin. 
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On Computing Gauss-Kronrod Quadrature Fonnulae* 

By Fnmca CaliO, Walter Gau1schi, and FJena Marehetti 

Allsmd. We discuss 1he use of Newton's method for computin& Gauss-Kronrod quadrature 
formulae from modified moments. The underlying noulinear maps are analyzed from the 
point of view of numerical condition. A method is indicated of computins 1he polynomial 
whose zeros are the Kronrod nodes. ~pies include Gauss-Krollrod formulae for intesrais 
with a loprilhmic and aJsebraic sinsularity at one endpoint. Pertinent ~rical results are 
tabulated in the supplements section at the end of Ibis issue~ 

1. Introduction. Given a positive measure da(t) on the real line, whose support 
contains infinitely many points and all of whose moments exist, we call 

n n+1 

(1.1) lf(t)da(t) = Ea./(.,..)+ E a,.•f( .,.,.•) + R,(/) 
R ••1 ,. •• 

a Gauss-Kronrod qUildrature formula if "'• = .,..<"> are the Gaussian nodes associated 
with do and the nodes .,.,.• and weights a., a,.• are chosen so as to maximize the 
degree of exactness of (1.1). Since there are 3n + 2 unknowns, we can achieve degree 
of exactness d = 3n + 1, i.e., R,(/) == 0 whenever/- P3 ... 1• It is well known, in 
fact, that the nodes -r,.• must be the zeros of , .. •. 1, the (monic) polynomial of degree 
n + 1 satisfying the orthogonality property 

(1.2) J. , .. •. 1(t)w .. (t)tida(t) = 0, i ""'0,1, ... , n, 

where tr11{ • ) = w,( · ; da) is the nth degree orthogonal polynomial belonging to the 
measure da. Note that the measure da*(t) = ,,(t; da)da(t), with respect to which 
•,•.1 is orthogonal, changes sign. We cannot eXpect, therefore... that • .. *.1 has all its 
~OS necessarily real. 

We are interested here only in Gauss-Kronrod formulae (1.1) with real nodes -r,.•, 
all contained in [a, b)-the smallest in.terval containing the support of da-~d 
with positive weights a,:. Then the interlacing property holds (Monegato [17, 
Theorem 1 ]), 

(1.3) a.;; .,. ... 1 < .,.. < .,.,• < .,.,_ 1 < · · · < -r1 < -r1* <b. 
Our con<:ern is with the actual computation of these nodes and the corresponding 
weights (provided they exist), given the integer n ;a. 1 and the positive measure da. 
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Constructive methods for this problem have been considered before. For the 
Legendre measure da(t) = dt on [-1, 1], K.ronrod [16) in his original work obtains 
.,,•+ 1 in power form by solving (1.2). Patterson [22] expands ff,*+1 in Legendre 
polynomials, while Piessens and Branders [23] use Chebyshev polynomials, the nodes 
.,.,.• each time being computed by lUi appropriate rootfinding procedure. The weights 
can be obtained by interpolation. Monegato [17], [19], BarateUa [1], and Dagnino 
and Fiorentino [3] use similar procedures to compute .,,•+ 1 for Gegenbauer measures 
and other classical measures. Kahaner et al. [13], in the case of the Laguerre 
measure, and assuming k ;a. n + 1 Kronrod nodes .,.,.• in (1.1), expand L,.,k• in 
Laguerre polynomials Lr All these methods require three distinct phases to obtain 
(1.1 ): The computation of the appropriate polynomial, say .,,•. 1, fmding the zeros of 
.,,•+ 1, and computing the weights a., a,.•. An entirely different approach is taken by 
Kautsky and Elhay [15] and Elhay and Kautsky [S}, who compute the nodes .,.,.• as 
eigenvalues of a certain matrix derived by matrix decomposition methods-an 
_approach which extends the well-known method of Golub and Welsch [12] for 
ordinary Gaussian quadratures and its extension by Golub and Kautsky [11 ). The 
weights are then obtained using general methods for constructing interpolatory 
quadrature rules [141 [6]. 

Here we propose to compute (1.1) directly by solving a set of nonlinear equations 
that express the exactness of (1.1) for a given set of 3n + 2 polynomials. These 
polynomials are chosen so as to generate a weD-conditioned problem. The respective 
system of nonlinear equations is solved by Newton's method, careful attention being 
given to the choice of initial approximations and to monitoring the progress of the 
iteration. We make no claims for our method to be superior in any way to other 
methods, but merely demonstrate its feasibility and stability. It would indeed be 
interesting to undertake a detailed comparative study of the various methods now in 
use. 
. While aiming directly at the unknown quantities is certainly a virtue if our method 

is successful, it is less thllli satisfactory otherwise, since no information about .,,.+1 is 
generated when the method fails. Nevertheless, if one wishes to examine the 
polynomial .,,.+1, one can express it in terms of the orthogonal polynomials 
( ""( ·; da)} and obtain the coefficients by solving a triangular system of linear 
equations. 

The implementation of Newton's method for computing the Gauss-K.ronrod rule 
(1.1) is discussed in Section 2. Ia Section 3 we study the condition of the underlying 
problem. Section 4 deals with the computation of the polynomial ff,*+ 1• Examples 
will be given in Section S, and numerical results for da( t) = t'"ln(lj t) dt on [0, 1 ], 
« ... 0, ± ! , are tabulated in the supplements Section at the end of this issue. 

For additional questions related to Gauss-Kronrod quadrature we refer the reader 
to surveys by Monegato [20), [21 }. 

2. The Computation of Gaus&-Kronrod Rules by Newton's Method. The Gaussian 
nodes .,.. for the measure da can be computed by well-known methods; see, e.g., [8, 
p. 290). We assume therefore that they are available. For a given system of monic 
polynomials ( p"( ·)},with degp• == k, k = 0,1, 2, ... , we further assume that the 
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flfSt 311 + 2 modified moments of da, 

(2.1) k = 0,1, ... ,311 + 1, 

are known. The system of nonlinear equations defming the Gauss-K.ronrod formula 
(1.1) then is 

n n+l 
(2.2) I: o,ple( "'•) + E o,.*P~e( "'1.*) = m1e, k = 0,1, ... ,311 + 1. 

•-1 ,.-1 
We propose to solve this system for the 311 + 2 unknowns "',.•, a,, a,.* by Newton's 
method. A number of practical issues need to be addressed. 

First the choice of polynomials P~c· We assume that they satisfy a three-term 
recurrence relation, 

(2.3) 
P-1(t)- 0, Po(t)"" 1, 

P~e+ 1(t) • (t- a~e)P~e(t)- b~cP~e- 1 (t), k- 0,1,2, ... , 

with known coefficients a,., b1e. This makes the evaluation of these polynomials, and 
of their derivatives, which is required in the computation of the left-hand side of the 
system (2.2) and its Jacobian, easy and straightforward. If, in addition, the poly­
nomials { p,.. } are orthogonal with respect to some given measure ds( 1 ), then this 
computation is also numerically stable. If do is one of the classical measures, tlu: 
simplest choice is P~c( ·) = .,.,.( ·; da ), the corresponding recursion coefficients a1e = 
a~e( do), b 1e = Jl le ( da) then being explicitly known; the modified moments become 

(2.4) m~e= J. "'"(t;da)do(t)=Po8o.le• k=0,1,2, ... , 

where /10 = /a da(t) and Bu is the Kronecker delta, 80•0 = 1, Bu == 0 if k > 0. 
For nonclassical measures dts, the choice of p 1c is usually dictated by the necessity of 
being able to compute the modified moments (2.1 ). 

The next important issue is the computation of the initial approximations for the 
Kronrod nodes -r,.* and for the weights a,, 1111*. Since we are interested only in 
Gauss-Kronrod formulae with nodes in [a, b) and with positive weights o,.*, we can 
assume the interlacing property (1.3). This . suggests as initial approximations +,.*, 
2 ~ I' ~ n, the midpoints 

(2.5) +,.• = H"',.-1 + "',.). "= 2,3, ... ,11, 

between the Gaussian nodes "',.- 1 and "',.· The choice of the initial approximations il 
and f.*+ 1 is less obvious. If the endpoint 11 is fmite, we select a number of trial values 
f 1* equally spaced between -r1 and b. If a is also finite, we do the same for +,.*+ 1 in 
the interval (a, -r,.) and let both +,.*+ 1 and +1* move i.rlward simultaneously, or, if 
necessary, let them move independently from one another. If an endpoint, say b, is 
infinite, we select ·f1* = -r1 + (-r1 - -r2), or try a number of values +1* equally spaced 
between "'t and, say, -r1 + 2( "'• - -r2). For each set of initial approximations +,.* we 
compute corresponding approximations a,, a,.* to the weights by salving the first 
211 + 1 equations in (2.2), where -r,.* is replaced by +,.•. Since the matrix of this 
system forms part of the Jacobian matrix used in the first Newton step, the only 
overhead of this computation is the solution of the linear system. 
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Each Newton step is monitored as to the location of the iterates of -r~<•. If at any 
stage one of these iterates falls outside the interval [a, b) (if either a orb is finite), 
the iteration is terminated and restarted with a new set of initial approximations. 
The same action ·is taken if the number of Newton iterates exceeds a preset limit. If 
none of the initial approximations leads to a convergent process, the attempt of 
computing (1.1) is declared a failure. This is usually an indication (not a proof!) that 
the desired Gauss-Kronrod rule does not exist. 

If do(t) = da(-t) is an even measure and the support of da is symmetric with 
respect to the origin, then both the Gaussian nodes "'• and the Kronrod nodes "~<* are 
located symmetrically with respect to the origin, and weights corresponding to 
symmetric nodes are equal. As a result, (2.2)js trivially true if P~c(t) is an odd 
polynomial. If we choose for { p k } a system of polynomials satisfying 

(2.6) P~c(-r) = (-1)•p.(r), k = 0,1,2, ... , 

the system (2.2), therefore, is equivalent to the system 
11/2 n/2 1 1 
l: a,pu( -r,) + l: a~<*Pu( "'~<*) + 2oc~/2l+IP2k(O)- 2mu, 
•-1 ~<-1 (2.7e) 

k == 0,1, ... , 3nj2, 

if n is even, and to the system 
[n/2) . 1 [11/2)+1 1 
L a,pu( -r,) + 2ai,./21+1P2k(O) + E a~<*Pu( -r,.•) = 2mu, 

(2.7o) •-1 ,. .. 1 

k = 0, 1, ... ,{3n + 1)/2, 

if n is odd. This in effect reduces the size of the problem by a factor of 2. 

3. TheCondldonoftbeUaderlyingProblem. Let mT = [m0, m1, ••• , m3,+ 1] be the 
vector of modified moments, and yT = [a1, ... ,a11,at, ... ,a,.•+ 1,-r1*, ... ,T,.*+d the 
vector of the weights and Kronrod nodes of the Gauss-Kronrod formula (1.1). The 
procedure of Section 2 is an attempt of carrying out the nonlinear map 

G,: RJ11+2 --+ Rl11+2 m -+ y, 

where the Gauss-Kronrod formula is assumed to have real nodes. We now wish to 
examine the sensitivity of the map G,. to perturbations in the modified moments. 
The development parallels the treatments given for Gaussian formulae in Gautschi 
[8], [9]; see also Gautschi [10, Section 5]. 

We assume that the ·polynomials { p k} defining the modified moments are 
orthogonal on the real line with respect to some measure ds. The support of this 
measure normally coincides with the support of da, but does not have to. We define 
normalized modified moments by 

(3.1) 

and consider, in place of G,, the map 

{3.2) G.,: R3n+l-+ R311+2 ih-+ y, 

where ;;,T""' [m0, m1, ••• , m3.,+ 1]. We analyze the sensitivity of G, by computing the 
Frobenius norm of the Jacobian matrix, J{; •• of the map G,. 
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The basic equations can be written in the form 

(3.3) •< y) = "'· 
where 

k = 0,1,2, ... ,3n + 1. 
Since the map G, amounts to solving (3.3) for y, the Jacobian of G,. is the inverse of 
the Jacobian a• ;ay of •• 

(3.5) 

An elementary computation shows that 

(3.6) at;a1 ... D-1Pl:.*, 

(3.7) 

[

Po("•) ···Po(.,.) Poh•) ··· Po(".*+t) PO(.,t*) 

p- ~·-~"·> ::: ~~~"·> ~·-~ "i*) ::: ~·-~ .,,.• ... ) p~( .,.•) 
PJ,.+I(,..) ... Plo+l(,-.) Pl•+l( "t*) · · · Plo-tl( ., .. +t) p;,. ... ( '"•*) · ·· 

Therefore. 

(3.8) 

Pi.(., ...... ) l ,a.,: •. > 

;;: .... ( ,. ...... ) . 

For the inversion of P, define g., h,., k,. to be the elementary Hermite interpola­
tion polynomials of degree 3n + 1, belonging to the nodes "• and .,,.•, defined by 

g,(.,,J=6,,., A=1,2, ... ,n } 

g, ( .,,.•} - 0, g; ( .,,.•) ... 0, lA • 1, 2, ... , n + 1 ' 

"- 1,2, ... , n, 

(3.9) 
h,.( .,,.) = 0, . A= 1,2, ... , n 

h,.( .,.*)- &,... h~( T,*) ""0, , == 1,2, . .. ,n + 1 

k,. ( .,,.) = 0, A ... 1, 2, ... , n 

k,.(.,:)-o, k;(.,:)=&,... , ... 1,2, ... ,n+1 

lA • 1,2, ... ,n + 1. 
Writing 

311+2 311+2 311+2 

g,(t) = I: a,,.p,_ 1(t), h,.(t)"" I: b,.,.p,._ 1(t), k,.(t} = E c,.,.p,_ 1(t), 
,.-1 p-1 p•l 

it is easily seen that 

(3.10) p-1 - [H A -[a.,), B- (q,.], C ~ [c,.). 
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By a computation similar to the one in [8, pp. 303-304] one finds from (3.8) and 
(3.10) that the Frobenius norm of la, is given .by 

1/2 

(3.11) llla.IIF= (1 [tg;(t)+ "f(h!(t)+-kk;(t))]df(t)) . 
R •• 1 ,.. 1 a,. 

Its magnitude, therefore, is critically influenced by the magnitude of the polynomial 

(3.12) 
· n n+l( 1 ) 

/,(t) = E g;(t) + E h~(t) + -;;k;Ct) 
•-• ,... a,. 

on the support of df. The degree of/, is 6n + 2. The integral in (3.11) can therefore 
be computed exactly (up to rounding errors) by a (3n + 2~point Gaussian quadra· 
ture rule belonging to the measure df. . 

Explicit forms of the polynomials g,, h,., k,. can easily be given in terms of the 
fundamental Lagrange polynomials · 

belonging to the nodes "• and .,.,.•, respectively. One obtains 

g,(t) = /,(t)[ 'IT:+l(t) ]2• v = 1,2, ... , n, 
. 'IT,+)(.,.,) 

(3.13) h ( ) 'IT,.(t) [1*( )] 2/1 ( ·)['IT~( .,.,.•) 2"1*'( ·)]) 
,. t = 'IT,( ... ,..) ,. t \ - t - ,.,. 'IT,.(,.,..) + ,. .,.,. . 

p = 1,2, ... ,n + 1, 

k ( ) - 'IT,.(t) [1*( >)2( - •) ,. t - ( •) ,. t t .,.,. • p = 1,2, ... , n + 1, 
'IT,. ,.,. 

where 'IT,.(·) ... 'IT,.(·;da) and 'IT,.*+1(t) = n~!~(t- Tt). We also note the following 
properties of/,, which foUow directly from (3.9) and (3.12), 

/,(t) > 0 for all t e R, 

(3.14) /,(T,).=1, t:(.,.,)=2g~(.,.,), ~~=•1,2, ... ,n, 

/, ( .,.,.•} = 1, J:( .,.,.•) = 0, p. == 1, 2~ ... , n + 1. 

These conditions, of course, are not sufficient to determine the polynomial /,.. There 
are 2n + 1 degrees of freedom left, which allow/,. considerable room for movement. 

4. Computation of the PolyDOiDial '11,*+ 1• Expressing the polynomial 'IT,*+ 1 in terms 
of the orthogonal polynomials 'ITt(·) = 'ITt(·; da ), 

(4.1) 'IT,*+l(t) ... w,.+l(t) + Co'll,(t) + C1'11,_ 1(t) + · · · +c,.'IT0 (t), 

and replacing the powers 11 in (1.2) by the polynomials '1T1(t), one obtains the 
conditions 

1 ['IT,.+l(t) + t Ct1tn-k(t)]w,(t)'1T1(t)da(t) == 0, 
R k•O 

i•0,1, ... ,n, 

429



GAU~KRONRODQUADRATUREFORMULAE 

hence the linear system 

(4.2) 
II 

E a;kck = b;, 
lc•O 

for the eoefficients clc, where 

i = 0,1, ... ,n, 

(4.3) 
a1,- J. w1(t)w,._k(t)w,.(t)da(t), i,k,. 0,1, ... ,n, 

b1 = - J. w1(t)tr,.+l(t)w,(t) da(t), i = 0, 1, ... , n. 

By orthogonality, a11c = 0 if i < k, so that the matrix A = [a;~c] is lower triangular, 
and a11 ... faw,?.(t)dG(t) > 0, so that A is nonsingular. The solution of (4.2), 
therefore, can be effected by forward substitution. 

The eoefficients a11, and b1 ... -a1, _1 satisfy a two-dimensional recursion relation, 
which could be used for their computation (see [2D. Noting. however, that the 
integrands in (4.3) are polynomials of degree at most equal to 3n + 1, we can also 
use m-point Gauss-Christoffel quadrature relative to the measure dG, with m = 
[(3n + 3)/2), to compute a1k and b1• This might be preferable, since it requires 
nothing beyond standard software. 

While this procedure of generating ,,.+1 is similar to Kronrod's original method, 
it is significantly ·more stable, since the use of powers as a polynomial basis is 
completely avoided. · 

5. Exanaples. It is known that for da(t) = (1 - t 2)A-l/2 dt on [ -1,1] all Gauss­
Kronrod formulae exist if 0.;;; A.;;; 2. Furthermore, the interlacing property (1.3) 
holds and a,.• > 0 for p. = 1, 2, ... , " + 1 (Monegato [17D. If 0 .;;; A .;;; 1, one has in 
addition a. > 0 for " ... 1, 2, ... , n (Monegato (18)). Our ftrst example deals with the 
case A = t, i.e., with the Legendre measure. All computations reported were done 
on the CDC 6500 computer in single precision (machine precision • 3.55 x 10-IS), 
unless noted otherwise. 

Example 5.1. da(t) = dt on [-1, 1]. 
Taking advantage of symmetry, we apply Newton's method to the system (2.7), 

using for p2" the (monic) Legendre polynomials of degree 2k. The required modified 
moments are then given by (2.4). We had no difficulty with convergence. By 
symmetry, only one ".trial" initial approximation, f 1•, is needed, which was pro­
grammed to move in nine equal steps of length h = (1- '1'1)/10 from 1 - h to 
"'• +h. Convergence was invariably achieved for the first choice of +t. Moreover, 
the problem, suitably scaled, turns out to be extremely stable. In the ftrst four 
columns of Table 5.1 we report on the number of iterations required for 12 decimal 
place accuracy, the maximum of /,(t) (cf. Eq. (3.12)) on [-1, 1) and the value of 
llla.IIF (cf. Eq. (3.11)) for n • S, 10, 20, 40, 80. The maximum of /,(t)-an even 
function of t-is typically assumed between '1'2 and -rt, if n is even, there being a 
couple of smaller maxima on either side of it. If n is odd, the maximum seems to 
occur at t • 1. Through most of the interval (-1, 1), hrwever,f,. remains .;;; 1. 
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TABLE 5.1 
Performance and stability characteristics of Newton 's method for generating the 
(2n + l)•point Gauss-Kronrodformula with do(t) = dt on [ -1, 1]. 

#iter .. 11/.11 .. illt,IIF cond1 cond2 
cond1 cond2 

n 
(scaJed) (scaled) 

s 6 1.126 1.293 1.4(3) 3.3(4) 1.2(1) 1.4(1) 
10 6 2.456 1.397 1.5(6) 5.2(8) 1.8(1) 2.3(1) 
20 6 2.520 1.333 1.5(12) 5.3(17) 4.1(1) 4.8(1) 
40 6 2.535 1.310 1.6(24) 5.8(35) 6.6(1) 7.7(1) 
80 6 2.540 1.302 1.3(2) 1.7(2) 

The linear systelllS of equations for deterinining the initial approximations 6., a,.* 
for the weights, as well as the Jacobian matrices in Newton's method, appear to 
become rapidly ill-conditioned as n increases. Typical condition number estimates 
(furni'4ed by the UNPACK routine SGECO; cr. [4, Chapter 1D for the former are 
shown in the fdth column of Table 5.1, while those for the latter are shown in the 
sixth column. (Numbers in parentheses indicate decimal exponents.) In spite of the 
large condition numbers, numerical difficulties were not observed, except in the case 
n = 80, when the computation was aborted due to an arithmetic error. We believe 
that the apparent ill-conditioning is caused by the use of monic polynomials p2• in 
(2.7); their L2-norm goes to zero rather quickly, 

thereby introducing a systematic diminution of the rows down the matrices. If the 
row involving P2k is scaled by dividing it by 22.(2k)!2 i(4k)!, the condition numbers· 

. indeed become much more reasonable (the solutions remaining the same); they are 
shown in the last two columns or Table 5.1. 

Example 5.2. do(t)- ln(ljt) dt on [0, 1]. 
It appears that this measure also admits Gauss-Kronrod formulae for all n, 

satisfying the interlacing property (1.3) and having all weights positive. A summary 
of our numerical experience with Newton's method is given in Table S.2; it contains 
information analogous to the one given in Table S.1 for Example S.1. 

TABLE5.2 

Newton's method for Gau.ss-Kronrodfonnulae with da(t)- ln(lft) dt on [0, 1]. 

#iter. 11/.11 .. lllt,IIF cond1 . c:oncl2 
cond1 cond2 

n 
(scaled) (scaled) 

s 6 2.90(4) 12.14 2.0(6) 6.9(9) 5.8(1). 2.7(3) 
10 6 4.09(5) 24.35 2.2(12) 7.5(18) 2.8(1) 1.6(4) 
20 6 5.77(6) 47.43 2.4(24) 8.2(36) 9.8(2) 1.0(5) 
40 6 8.86(7) 94.59 3.8(3) 6.4(5) 
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We have used modified moments with respect to the (monic) shifted Legendre 
polynomials, P~c(t) = [k!2/(2k)!JP:(t); they are known to be (cf., e.g., Gautschi 
[7]) 

m0 "" I, 
l k!2 (-1)/c 

m1c ... ! P~c(t)ln(l/t)dt == (2k)! k(k +I), k .... 1,2, .... 

Row scaling of the matrices was performed through division by k!2/(2k)! (of the 
row numbered k + 1). 

The initial approximations ft and fn*+ 1 were programmed to first move inward 
symmetrically in nine steps of length h = (1 - r1)/10 and h' = rnflO, respectively, 
and if this did not work, ft* was varied independently over the same set of points for 
each fvted f,*+ 1• Convergence, in general, was achieved for the very first choice of f1* 
and fn*+t• i.e., for ft- l- h and fn*+ 1 = h', except when n is small, for example, 
n = 1 and n • 3, in which cases convergence was realized when f"*+ 1 ... h' and 
f 1* = I - 4h (for n'.., 1), f 1* = 1 - 2h (for n == 3). 

The polynoinial f"(t) invariably assumes its global maxjmum at t"" 1, bas a few 
much smaller relative maxima between the first few neighboring nodes -r,.* and "•• 
and then settles down to magnitudes around 1 for the remaining portion of the 
interval [0, 1~ The condition of the problem, though slightly worse than in Example 
S.l. is still remarkably good. 

Numerical results for the nodes and weights of the (2n + I)-point Gauss-Kronrod 
formula for n == S(5)25 can be found in Table S.l of the supplements ~lion at the 
end of this issue. They have been computed in double precision to an accuracy of 25 
decimal places after the decimal· point. As the results are displayed in D-format, 
some of the end fl&Ures may not be reliable in those numbers that are much smaller 
than 1. 

We used Example 5.2 to further ex~riment with alternative choices of initial 
approximations. In particular, we examined how inaccuracies in individual initial 
approximations affect the speed of convergence. To obtain a basis for meaningful 
comparison, we farst obtained "reference" values for the number of iterations 
required when all initial approximations are at the same level of accuracy. This was 
achieved by imposing on the "exact" results for a., a,: . .,, .. (computed to 12 decimal 
digits) a random perturbation at level e, i.e., by taking 6,- a,(l + r,e). a,.* "" 
o,.*(l + r,.*e), +,.• ""'r,.*(l + s:e), where r,, r,.*, s: are random numbers from [-1,1]. 
The results· for e = to-2, to-'. to-s, and to-u are shown in Table 5.3. (For 
e ... 10:-2 and n - 40, Newton's method did not converge within 20 iterations.) 

TABLES.3 
The number of iterations required for initial approximtJiions at accuracy leuel e. 

n-s 11•10 ,_ 20 n -40 

to-z 6 6 s 
lo-s 3 3 3 4' 
•o-• 2 2 2 2 
10-11 2 2 2 2 
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• 
10-2 
lo-s 
1o-• 
Io-" 

TABLE 5.4 
The number of iterations required when two pairs of initial approximations 

( with indices p. and n + 2 - p.) are inaccurate. 

,..1 ,.. n/4 ,.. n/2 
n•S n • 10 n • 20 n • 40 11•S n •10 II •20 II •40 n•S II •10 ,_ 20 

s 4 6 6 s 4 6 s 4 4 s 
3 3 3 4 3 3 3 . 3 3 3 3 
2 2 2 2 2 2 2 2 2 2 2 
2 2 2 2 2 2 l 2 2 2 2 

n • 40 

6 
3 
2 
2 

We now contrast this with the case in which all initial approximations are at the 
accuracy level t 10-12 of the initially computed reiults, except for two pairs of 
Kronrod nodes and weights (situated symmetrically with respect to the midpoint of 
the interval [0, 1 D. which are randomly perturbed at level e. Choosing the inaccurate 
pairs f,.•, a,.• to be those corresponding top.- 1, p."" n/4, and p..., n/2 (and to the 
symmetric indices n · + 2 - p. ), we observed the results shown in Table 5.4. 

Comparing Tables 5.3 and 5.4, we note some improvement, particularly for 
p. = n/2, in the case £ = I0-2, when only two pairs of initial approximations are 
inaccurate (though for n = 20 there are two instances of deterioration), but in all 
other cases the performance of Newton's iteration is practically the same. This seems 
to suggest that it is the maximum relative error in the initial approximations (usually 
associated with a Kronrod or Gauss node near the end of the interval) which 
detennines the speed of convergence. 

The choice of initial approximations proposed in Section 2 leads to initial 
(relative) errors that are reasonably small for "interior" nodes, but comparatively 
larger near the .. boundary''. Specifically, if we regard the three Kronrod nodes 
nearest to each of the endpoints of [0, 1), and the two Gauss nodes between them, as 
belonging to the ''boundary", and all others to the .. interior", then the relative 
errors of the initial approximations in our scheme range for n = 10, 20, 40 
respectively from 2.0( -3) to 9.5( -2), 2.4( -5) to 5.5( -2), and 4.3( -6) to 2.9( -2) in the 
interior, and from 4.3(-3) to 5.4(-1), 1.3(-3) to 5.6(-1), and 3.3(-4) to 5_7(-1), 
respectively, at the boundary. The relatively large number of 6 iterations reported in 
Table 5.2 appears to be due to the large maximum error of the initial approxima­
tions in the boundary zones. 

Attempts to improve the initial approximations for a, by using, for example, 
a, = ta:">, •• where a,Cn> are the Christoffel numbers for da, and by obtaining the 
remaining initial approximations a"• from a reduced system (2.2) of n + 1 linear 
equations, do not speed up Newton's iteration (in fact, require 7 iterations, instead 
of 6, when n = 5 and n = 10), precisely because of the initial approximations in the 
boundary zones remaining a.t the same low accuracy level. 

Example 5.3. da(t) = t"ln{1/t)dt on [0, 1], a= ± t. 
Modified moments with respect to the shifted Legendre polynomials are again 

available (Gautschi [7]) and suggest the same scaling as in Example 5.2. Results for 

•• This approximation was proposed to us by the referee. 
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TABLE5.5 

Newion 's method for Gauss-Kronrodformulae with da(t) = t1111n(l/t) dt on [0, 1]. 

#iter. Ill. II .. IIJa,IIF 
conda (Oneil 

" (scaled) (scaled) 

s 6 1.03(4) 7.542 3.8(3) 7.8(4) 
10 6 1.3S(S) 14.64 7.3(4) 1.0(6) 
20 6 2.06(6) 29.60 S.l(S) 1.4(7) 
40 6 3.40(7) 61.04 1.4(7). 3.0(8) 

TABLE5.6 

Newton's method/or Gauss-Kronrodformulae with da(t) = r 1111n(l/t) dt on [0, 1]. 

#iter. 11/.11.., IIJa.n, 
coadt coadl 

" (scaled) (scaled) 

4 7 9.78(6) 272.21 1.3(2) 9.0(S) 
8 9 3.66(8) 889.01 20(3) 1.3(7) 
16 9 1.52(10) 296l.S 6.3(3) 20(8) 
32 6.56(11) 9907.2 8.8(3) 3.1(9) 

a ... t are summarized in Table 5.5. (The com~tation was done in double precision, 
the number of iterations referring again to 12 decimal place accuracy.) The perfor­
mance of Newton's method is similar as in Example 5.2, except for the (scaled) 
matrices now being more ill-conditioned. The ill-conditioning of the Jacobian 
matrices is still worse in the case a= - !. as can be seen from Table 5.6. For this 
value of a the independent variation of the starting approximations 1t, +~*+ 1 proved 
to be rather essential, since convergence was never achieved for the first choices of 
these starting values. This is in contrast to tbe case a= !. where the first choice. of 
f 1* and *~*+ 1 always worked. 

When a- - !. Newton's method could not be made to converge for n"" 32, 
using the implementation described in Section 2. The diffieulty, w~ bdieve, is caused 

· by the smallest Kronrod node being almost equal to zero. Computing (in double 
precision) tr3~ by the procedure of Section 4, and applying Newton's method to tr31, 
we find 1'31 = 3.05867 ..• X 10-9• Using all zeros of tr31 computed in this way as 
initial approximations to Newton's method, and lowering the accuracy requirement 
to 20 decimal places, indeed restores convergence and yields the data for n ... 32 in 
Table 5.6 after 1 iteration. 

Nonc:onvergence (in the case 11 = - ! ) was also observed for odd values of n, this 
time ~use of the presence of negative Kronrod nodes. When n = 1, for example, 
one computes directly tr:'(t) = t 2 - (198/343)t- (3671/117649), which has the 
zeros .,~ = .627023. . . and ,.t = -.0497636 .. ; . We verified that for all odd 
n < 32 the polynomial tr.*+ 1 has exactly one negative zero, while all other zeros are 
between 0 and 1. 

Numerical results for a • t. n = 5(5)25, computed in double precision, are given 
in Table S.2 and for 11 = - !, n = 4(4)24, in Table S.3 of the supplements section 
at the end of this issue. 
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Table S.l. Nodes and weipts for (2n•l)-point Gauss-Kronrod quadrature 

with respect to the wei1ht function ln(l/t) on [0,1), n•5(5)25. 
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COMPUTING THE HILBERT TRANSFORM OF A 
JACOBI WEIGHT FUNCTION(*) 

WALTER GAUTSCHI and JET WIMP 

Department of Computer Sciences, Purdue University, West Lafayette, Indiana 47907, U.S.A. 

Abstract. 

We discuss the evaluation of the Hilbert transform -f!. 1 (t-~)- 1 w!•.lll(t)dt, -1 < ~ < l, of the 
Jacobi weight function w(•,lll(t) = (1-t)"(l +t)P by analytic and numerical means and also comment 
on the recursive computation of the quantities -f!. 1(t -~)- 11tn(t; w(•· 111)w!"· 111(t)dt, n = 0, 1, 2, ... , where 
rrn( ·; wl•, Ill) is the Jacobi polynomial of degree n. 

AMS Categories: 65030, 65032, 65Rl0. 

1. Introduction. 

When computing singular integrals with a Jacobi-type weight function 

-1 < t < 1, rx > -1, fJ > -1, 

as well as in the numerical solution of singular integral equations, it is often 
necessary to compute 

(1.2) -1 < ~ < 1, n = 0, 1, 2, ... , 

. 
where 1r,.(- ; w<!%, /1)) is the (monic) Jacobi polynomial of degree n and the integral 
on the right is a Cauchy principal value integral (see, e.g., (3, §§3.2.1-3.2.4]; 
the notation (!11 adopted here differs from the one in [3] by a sign factor). A 
simple way to generate the quantities Yk = flk is by recursion, 

(1.3) k = 0, 1,2, ... , 

(*) The work of the fmt author was supported in part by the National Science Foundation 
under grant DCR-8320561. The work of the second author was supported by the National Science 
Foundation under grant DMS-8419086. 
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444



204 WALTER GAUTSCHI AND JET WIMP 

where 

(1.4) Y-1 = -l, 
-fl w<a, fJl(t) 

Yo- ~ dt, 
-1 t-

and cxk = etk(IX, fl), fh = flk(rx, /3) are the recursion coefficients for the monic Jacobi 
polynomials with parameters IX, fl. (It is assumed in (1.3) that Po p 1 wla, P>(t )dt.) 

The problem, then, is reduced to the accurate computation of 

fl w<o:.P>(t} ~ 
;: dt, - l < s < 1, IX > - 1, fJ > - 1. 

-1 t-~., 

This is the main subject of the present note. The challenge of this problem is 
seen in arriving at a solution that is viable for a wide range of values of the 

parameters a., fl. Since 

(1.6) 

we will assume 0 :::; ~ < 1, without restriction of generality. Another concern 

is with the numerical stability of the recursion (1.3), (1.4). 

In Section 2 we examine a number of possible alternatives for computing 

l!ba. 11>(~), discuss their relative merits, and end up recommending a procedure 

that combines numerical quadrature with analytic evaluation. Numerical 

illustrations and tests will be described in Section 3. In Section 4 we analyze the 

numerical stability of ( 1.3 ), ( 1.4) and exhibit a phenomenon of "pseudostability''. 

2. Analytic and numerical approaches. 

We begin by recalling and analyzing an expression for ( 1.5) in terms of 

hypergeometric functions. We then discuss two methods based on numerical 

quadrature. Our method of choice is a combination of one of the latter with 

analytic evaluation. 

2.1. An analytic expression for 1"!~·.8>(.;). 

It is well known that (see, e.g. [2, §15.2, Eq. (33)]) 

2"+ 11r(rx)F(fJ+ 1) 
(J(«,IJ)(~) = w!o: . .8l(~)1tCOtiX1t- F(.!-!.;) 

o T(et.+/3+1) 2 ' 
(2.1) 

where 
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Using (see, e.g., [1, Eq. 15.3.3]) 

2F 1(1, -a-{3; l-a;z) (1-z)11 2F1( -a, 1 +P; 1-a;z) 

oo (1 + {J)k zk 
= (1-z)P( -a) L --- , 

k 0 k-rx k! 

we can write (2.1) in the form 

(2.2) 

111 Pl(") 1"' fll(¥){ f(a+l)F{{J+l) ~ (l+{J)k 
{!o • t; = w · t; rr cot o:rr + t.... x 

T(et:+{J+l) k 0 ! 

This shows that for rx near an integer K 2 0, severe cancellation ensues (unless 
p + 1 is small, comparable in magnitude to lrx Kl), the dominant term in the sum 
occurring for k = K and the expression in curled parentheses assuming, 
approximately, the form (a- K)- 1 + (K a)- 1

. Additional cancellation occurs in 
computing the term with k = K in the summation, unless K - et is computed in 
double precision. The problem is not easily overcome and both formulae (2.2) 

and (2.1) are therefore unsuitable in the immediate vicinity of integer values of a. 
If P+ 1 is small, however, then either the term with k = K, K > 0, in the sum 
of (2.2) is no longer dominant, or, if K = 0, it is multiplied (outside the 
summation) by a quantity no longer close to unity, and the cancellation problem 
disappears. This observation will assume some significance later on. 

Another, lesser difficulty, is associated with the fact that r(rx + p + 1) becomes 
infinite when rx + P + 1 vanishes. It is safe, however, to neglect the second term 
in curled parentheses when a+ P + l is close, or equal, to zero and rx not dose 
to zero. 

An additional word of caution is in order concerning the use of (2.1), 
especially near integer values of t:t.. To avoid loss of accuracy in the computation 
of the cotangent term, it is recommended that cot o:rr, when !ex- Kl :5 1 for 
some integer K 2 1, be comput~d by 

(2.3) cotocrr = {
cot (a- K)rc if Ia- Kl < !, 
-sgn(a K)tan(lrx- Kl-!)rr if loc- Kl 2 i, 

where a- K on the right is evaluated in double precision. It is also good 
practice to compute the arguments a+ 1, fJ + 1, ex+ fJ + 1 to the gamma function, 
and the argument 1-!' of F, in double precision and round the double 
precision arguments to single precision prior to evaluating the functions in 
question. This has always been done in the computations reported in Section 3. 
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2.2. Contour integration. 
By Cauchy's theorem, 

(2.4) 

where Ce is the contour formed by the upper unit semicircle f and the interval 
[- l, 1 ], with ~ spared out by a small upper semicircle of radius e. Letting 
s i 0 yields 

where 
(2.5) 

Therefore, 

(2.6) 

Observing that 

i w<a.p)(z) 
u!f· 111(e) = -inw<"· Pl(e)- ¥ dz 

r z-c;; 

_in[ w<"'· Pl(() + J<"· Pl(()], 

and noting that near f)= 0 this behaves like ()"', and near n like (n-{})P {up to 
multiplicative constants), the use of Gauss-Jacobi quadrature is indicated with 
parameters /3, rx (note the reversal of parameters!); see also [6] for a similar 
application. Thus, transforming to the standard interval [ -1, 1], we first write 

(2.7) 

where 

(2.8) 
_e_i(-"'+......,fJ::-Jtn,.....,'

4
:-::-:-:: [sin((t + 1 )n/4 )]a: [cos((t + 1 )n/4 )]11 

f(t;~) = 1-,e- l+t 1-t 

is regular for t e [- 1, 1 ], and then approximate 

II 

(2.9) J(a:,Pl(e) ~ 2"'+/1 lei(fl-a)tr./4 I A.vf(tv;,), 
v = 1 
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sponding Christoffel numbers. Even for moderate values of n, Eq. (2.9) in general 
provides a good approximation to J<a. Pl(.;), and hence to Q~' Pl(~) in (2.6), 
unless .; is close to L If .; is near 1, the pole 

(2.10) Po= -1+ ~ iln(l/~) 
TC 

of f closest to [ -1, l] inhibits convergence of the Gauss·Jacobi integration. 
(Theotherpolespk = p0 +4k, k= ±1, ±2, ... ,aresufficientlyfarawayfrom[ -1, l] 
to have much effect on convergence.) It is well known, however, how to take 
the pole p0 into account in order to '~estore satisfactory convergence (see, e.g., 
(S,Eq. (3.5}]): Use 

(2.11) J~ 1 f(t;.;)w<P.al(t)dt ~ vtt ).J(rv;.;)+Kn(Po)(resf)vo• 

where 

(2.12) 

and {resf)Po denotes the residue off at p0 , 

(2.13) 

The kernel Kn{p0 ) can be computed recursively: l!n (as minimal solution of 
(1.3), where IXk = 1Xk(p, IX), Pk = pk(p, IX) and c; is to be replaced by p0) by backward 
recursion and n:, by forward recursion; cf. [ 5, §4]. The approximation (2.11) is 
quite accurate, uniformly in a, p and '; see Section 3 for numerical examples. 
The main difficulty with (2.11) is the computation of e, when e is very close 
to 1 ; in this case, minimality of lln is weak, rendering the backward recursion 
process slowly convergent, and thus prohibitively expensive. 

2.3. A combined analytic-numerical approach. 
We write (2.2) in the form 

(2.14) 

where 

(2.15) t/>{a,/Jl(z) = I (1 + P)~r. zk ' 
k=O k-IX k! 
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and use the relation 

(2.16) 

to eliminate the term n cot an in (2.14); the result is 

(2.17) 

Here, elf· Pl(O) can be well approximated by numerical quadrature (cf. (2.6)-(2.9)}, 

unless [1 + 1 is small, in which case the quadrature sum in (2.18) may be severely 

inaccurate, for reasons discussed later in Section 3. Lesser inaccuracies occur also 

when a is large or a and fJ both are large, in part due to cancellation errors 

in the quadrature sum. Yet another problem with (2.17) arises when [1 is large 

but a is not. Then, if ~ > 0, the first term in brackets of (2.17) is quite large 

and dominates the second, so that 

by (2.16). Here, both terms in brackets are large, but produce the result n cot an, 

not necessarily large (unless a is near an integer). Some cancellation, therefore, 

is unavoidable. 
Eq. (2.17), like (2.14 ), still suffers from severe cancellation errors when a is near 

an integer K ;::: 0. The problem, however, is more easily controlled in (2.17) than in 

(2.14 ). Let, indeed, 

(2.19) K -!::;a< K +!for some integer K;::: 0. 

Then (2.17) is rewritten in the form 

(2.20) 

!!lf'Pl(~) w(a.lll(,)!!lf'lll(Q)- 2ari~::r~~ 1) (1 +')II x 

X [(l~~)Ke;~)K·l-~~2"-K +(1-,)«cp~,fJ}(t)-cp~·/1)(~-!,)J 
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where 

(2.21) 

The original cancellation problem is now focused in the term ( 1 - { 1 ~ y•- K )/ 

(!X- K), which, however, with some care, can be computed to full accuracy. 
In summary, we have at our disposal two formulas- Eq. (2.14) and Eq. (2.20)­

for computing (!~·Ill(~). To a certain extent, they complement each other: When 
!X is close (or equal) to an integer, (2.14) is useless, while (2.20) is quite 
effective. If f3 is large, or both !X and f3 are large, (2.20) becomes inaccurate, 
while (2.14) is usually quite accurate (unless !X is near an integer, of course). 
For fJ very close to 1, cancellation errors in the computation of et'· 111(0) by 
quadrature may produce an inaccurate result in (2.201 whereas (2.14) is accurate, 
even when ~X is close to an integer. On the other hand, (2.20) is more expensive 
to compute than (2.14), since it requires the generation of Jacobi quadrature rules 
and the determination of an appropriate n in (2.18). Note, however, that in the 
case !X fJ, since et'· Pl(O) = 0 by symmetry, no quadrature is required in (2.20). 

Our recommended procedure, therefore, is to first apply (2.14) (unless !X is 
exactly an integer) and to monitor the amount of cancellation between the two 
terms in (2.14). If this amount is not excessive, we accept the result of (2.14) 
as our final answer. Otherwise, we proceed to (2.20) and once again monitor the 
combined amount of cancellation between the two principal terms in (2.20) and 
in the quadrature sum of (2.18). If that amount is less than the one observed 
previously in (2.14), we accept the result of (2.20) as the final answer; otherwise, 
we hold on to the value computed initially by (2.14 ). This procedure not only 
produces the desired answer, but also provides us with an indication of its 
accuracy. 

In principle, it would suffice to consider the parameter range - 1 < !X :5 0, 
- 1 < f3 :5 0, since 1

) 

n<oa.+ 1, {J)(e) = 2(!X + 1) - (J.:- >] (a., (J}():) fJ 
t: - + fJ + 2 "' CX:o Qo "" - o, 

(2.22) 

as follows from [7, Eq. (4.5.4), with n = 0] (rewritten in terms of monic poly­
nomials) and (1.3), with k 0 and (1.4). However, we have not implemented 
this idea. 

1
) The authors are indebted to the referee for this remark. 
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3. Numerical results and tests. 

All computations reported in this section were carried out on the CDC 6500 
computer in single or double precision, as indicated. The machine accuracy in 
single precision is approx. 3.55 x 10- 15• 

Table 3.1. Relative errors incurred in Eq. (2.14) near integer values of a. 
(Integers in parentheses denote decimal exponents.) 

<lt=S !X= 10+& 

/J R 

' = o e = .5 e = .99 e o ' = .s ~ """ .99 ~ , o ~ = .5 ~ = .99 

I+ w-s L(-1) !.( 14) 2.(-14) 2.(-14) 8.(-15) 4.(-15) L(-14) 4.(-14) 3.( 14) 5.{-14) 
l.(-5) 2.(-14) 2.(-14) 2.(-14) 3.(-15) 1.(-14) 3.(-15) 5.( 14) 4.(-14) 5.(-14) 
!.(-9) 4.(-13) 2.(-13) 4.(-13) 5.(-15) 5.(-15) 5.(-15) 1.( 13) L(-13) 1.(-13) 
L(-1) 3.(-14) 3.(-14) 3.(-14) 5.(-14) 4.{-14) 4.(-14) 2.(-14) L(-14) 4.(-14) 

1.(-5) 2.(-10) 2.(-10) L(-10) 9.(-12) 3.( 13) 2.(-14) 4.(-13) 5.(-15) 1.( 14) 
1.(-9) 3.( -6) 3.( -6) 2.( -6) 1.( -7) 4.( -9) 2.(-14) L(-10) L(-14) 3.(-14) 
L(-1) 1.{-13) 8.(-14) 5.(-!4) l.(-13) 5.(-14) 4.(-14) 1.{-13) 7.(-14) 6.(-14) 

1.(-5) 4.(-10) 6.(-10) l.(-10) 4.(-11) 2.(-12) 3.(-14) 7.(-12) 5.(-14} 3.(-14) 

l.(-9) 2.( 5) L( -5) 3.( ~-6) 8.( -7) 4.( -8) 5.( 14) 4.( -8) 6.(-ll) 1.(-14) 
L(-1) 4.(-13} 1.(-13) 5.(-14) 7.(-14) L(-13) 3.(-14) 8.( 14) 7.(-14) 4.(-14) 

1.(- 5) 5.( - 5) 9.( -10) 2.( -10) 9.( -111 6.( -12) 3.( -14} 6.( -12) 9.( -14) 3.( -14) 
L(-9) 6.( +3) 1.( 5) 3.( -6) 7.( -7) 3.( -8) 3.(-14) 4.( -8) 9.( 11) 3.(-14) 

1.(-l) 2.(-13) 3.(-15) 4.(-14) i.(-14) 1.(-14) 9.(-15) L(-13) 8.( 14) 5.(-14) 
l.(- 5) 2.( -10) 4.( -10) 3.( -ll) 2.( -10) 4.( -11) 2.( -14) 5.( -10) 3.( -12) 7.( -14} 
L( -9) 1.( -6) 4.{ -6) 3.( -6) I.( -5) L( -6) 4.( -14) 5.( -6) 3.( -8) 7.( -14) 

L(-l) 2.(-13) L(-13) 8.(-15) l.(-11) l.(-13) 5.(-14) L(-13) 1.(-14) 4.(-14) 
1.(- 5) 2.( -10) l.( -9) l.( -9) 2.( -4} 2.( -10} 1.( -14) 7.( -12) 2( -12) 2.( -15) 

1.( -9) 6.{ -8} 1.( -6) 3.( -7) L( 0) 2.{ -7) 4.{- 14) L( -5) 1.( -7) 5.( -14) 

L(-1) 6.(-14) 1.(-13) 6.(-13) 5.(-13) 1.(-12) 2.{-13) 2.( 11) 1.(-13) 1.(-13) 
L(-5) 5.{-11) I.( -9) 6.( -9) 2.( -9) 5.( -9) 7.(-14) 6.( -6) 2.{-11) 1.(-14) 

L(-9) 3.{ -7) 7.( -6) 3.( -5) 3.( -5) 5.( -5) 5.(-12) 3.( +6) 8.( -7) 3.(-14) 

-.5 

0. 

2.5 

5. 

10. 

We begin by illustrating the numerical performance of Eq. (2.14) near 
integer values of IX. We computed eff· Pl(e) for IX = e, a = 5 + e, IX = 10 + e; 
fJ = -.99999999, .9, -.5, 0., 2.5, 5., 10.; ~ = 0., .5, .99, where 8 = 10- 1

, 

10- 5, 10- 9 • The relative errors (rounded to one decimal digit) are shown in 
Table 3.1. (Double precision results were used as "exact" reference values.) The 
degradation of accuracy as e i 0 is clearly visible, although it is less pronounced 
for .; near 1, particularly when IX is relatively large, and virtually nonexistent 
when fJ is very close to -1. Large relative errors must be expected, of course, 
when IX~ p and ~ ~ 0, since a~·/1)(.;) then almost vanishes. 

We next illustrate the use of the quadrature formulae (2.9) and (2.11 ), in 
particular, the effect of the correction term in (2.11). The results for a= 0., 
fJ = -.5 (computed in double precision) are displayed in Table 3.2 and are fairly 
representative. Shown are the relative errors for then-point quadrature formulae, 
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n = 4(4)16, in Eq. (2.9) and Eq. (2.11), respectively. Also shown in the last 
two columns are the starting indices v and vd required to compute l!n, 

1 ::S n ::S 20, in (2.12) to 14 and 20 correct decimal digits, respectively, by 
backward recursion. It is seen that the correction term in (2.11) is rather effective, 
but costly in terms of the number of backward recurrence steps, when ~ is close 
to L Also to be noted is the fast convergence of the quadrature rule (2.9) 
when~= 0. 

Table 3.2. Accuracy of the quadrature formulae (2.9) and (2.11) for rx 0., 
f3 = - .5, ~ = 0., .5, .99 and n = 4(4 )16. 

n 

0. 4 
8 

12 
16 

.5 4 
8 

12 
16 

.99 4 
8 

12 
16 

err. (2.9) 

3.( -7) 
2.( 13) 
l.( -19) 
7.( -26) 
4.( 3) 
l.( - 5) 
1.( -7) 
1.( 10) 
3.( -1) 
6.( - 2) 
2.( -2) 
5.( -2) 

err. (2.11) 

5.( -7) 
2.( -13) 
2.( -19) 
2.( -25) 
5.( -8) 
2.( -14} 
1.(- 20) 
4.(-27) 

v 

45 55 

226 313 

For larger values of rx it was found that when ~ > 0 the quadrature formula 
(2.9) generally converges faster, and the formula (2.11) more slowly, while for 
~ = 0 the formula (2.9) becomes more slowly convergent. 

Table 3.3. Largest Gauss-Jacobi nodes -r 1 = -r\"1(/J, ex.) and corresponding weights 
A. 1 = )}f>(p, rx), n = 4(4)16, for ex. = 0 and p near -1. 

n 'tj ;,1 

-.99 4 .998 ... 9.8270 ... (1) 
8 .9996 ... 9.6934 ... (1) 

12 .9998 ... 9.6155 ... (1) 
16 .99992 ... 9.5604 ... (1) 

-.9999 4 .99998 ... 9.998245 ... (3) 
8 .999996 ... 9.996875 ... (3) 

12 .999998 ... 9.996067 ... (3) 
16 .9999992 ... 9.995493 ... (3) 

-.99999999 4 .999999998 ... 9.999998997 ... (7) 
8 .9999999996 ... 9.999998860 ... (7) 

12 .9999999998 ... 9.999998779 ... (7) 
16 .99999999992 ... 9.999998721 ... (7) 

There is a phenomenon, however, that adversely affects both quadrature 
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formulae (2.9) and (2.11), even when <; = 0: As p approaches 1, the largest 

Gauss-Jacobi node r 1 in (2.9) [or (2.11 )] approaches 1 very rapidly and causes 

considerable cancellation error in the evaluation of f(r 1 ; ~) in {2.8). What is 

worse, the corresponding weight ). 1 is unusually large, making the inaccurate 

term A. 1f(r 1 ;~)dominant in the quadrature sum of (2.9) [or (2.11}]. As an 

illustration, we show numerical values of r 1 = r\"l(fJ, rx) and ..1. 1 = ).\">(/3, rx) in 

Table 3.3 for ct 0., P = - .99, -.9999, -.99999999. One can see, for example, 

that for these three values of fJ one must expect a loss of about 4, 6 and 10 

decimal digits, respectively, in the evaluation of the quadrature sums in (2.9) 

and (2.11 ), when n = 16. 
Eq. (2.14), on the other hand, is a viable alternative, unless (X is -exactly an 

integer, or very close to an integer; see, e.g., the top rows in Table 3.1. 

Other instances of cancellation error in the quadrature sum of (2.18) occur 

when rx and P are both large and n is relatively large. For example, in the 32-

point quadrature sum, a loss of 3 decimal digits was observed when a 10, 

fJ = 20 or a = 20, fJ = 10. Also, the accuracy of the Gauss-Jacobi nodes, and 

hence of the terms in the quadrature sum, seems to deteriorate somewhat as tX 

gets larger. 
We now report on two tests conducted with our proposed procedure. In the 

first test we evaluated u!f· Pl(.;) for ct, fJ = - .9, .6, - .3, 0., .3, .6, .9, 1.5, 2., 

3.5, 5., 7.5, 10., 15., 20. and e = 0., .5, .99 in both single and double precision 

and used the latter results to determine the accuracy of the former. 

Table 3.4. Accuracy test for e!f· Pl(~). 

;X p ' err 0! p ;:. err (1. p ' err '> 

0. -.9 0. 2.( -11) 5. 10. 0. 6.( -12) -.3 20. .99 1.(-ll) 

.5 2.( -11) . 5 l.( -11) 0 . 20. .5 l.( -10) 

. 99 l.( -11) 15. 10 . 0. 4.( -11) .99 4.( -9) 
5. -.9 0. 6.( 11) 20. 10. 0. 2.(-10) 2. 20. 0. 6.( -12) 

15. -.9 0. 9.( -11) 0. 15. .5 2.(-11) .5 2.( -9) 
20. -.9 0. 4.( -11) .99 3.( -10) .99 1.( -10) 

. 9 3.5 .5 6.(-12) 2 . 15. . 5 5.( -11) 5. 20 . 0. 6.(-12) 

10. 5. 0. 7.( -12) 5. 15. .5 4.( -10) .5 4.( -10) 

2. 7.5 . 5 8.( -12) 10 . 15. 0. 5.( -11) 10. 20. 0. 4.( -11) 

15. 7.5 0. 4.( -11) .5 2.( -11) .5 1.( -10) 

20. 7.5 0. 8.( -11) 20. 15. 0. 2.( -9) 15. 20. 0. 4.( -10) 

0. 10. .99 7.( 12) .5 6.( -12) .5 5.( -11) 

We asked for convergence to 12 correct decimal digits of the Gauss-Jacobi 

quadrature (when applicable) in single precision, and for 20 correct decimal digits 

in double precision. Table 3.4 shows all instances in which the relative error 

exceeded 5. x 10- 12 (about 10 times the accuracy level in the Gauss-Jacobi 

quadrature rule). The majority of these instances (disregarding ct = fJ, ~ = 0) 

involve integer values of a, hence Eq. (2.20), and reflect inaccuracies in the Gauss 
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formula, either because p is near - 1 (in the first four instances of Table 3.4 ), 
or because /), or both ex and /), are large. Only two cases are connected with 
Eq. (2.14), namely a .9, p = 3.5, in which case ex is relatively dose to l and 
there is a cancellation of two digits (the maximum tolerated) in Eq. (2.14), and 
cx = - .3, p 20., when again 2 digits cancelled, but more digits would have 
cancelled in Eq. (2.20), owing to a large /). 

The fact that among all 675 cases computed, only 36 exhibit mild inaccuracies, 
and then mostly for relatively large (and probably unlikely) values of the 
parameters cx, /), attests to the viability of the procedure proposed. Also, as far 
as the speed of convergence of the Gauss-Jacobi quadrature rule is concerned, 
no unreasonably large values of n were required, typically n = 16 to 24 for single 
precision, and n = 20 to 28 for double precision. 

In our second test we evaluated e~· 111(~) for a total of 1200 values of oc, P 
and ,, chosen randomly in the intervals -1 < et. < 1, -1 < p < 1, 0 < ~ < 1, 
in order to observe the relative frequency of usage of Eqs. (2.20) and (2.14). 
Interestingly (and encouragingly), the "'expensive" equation (2.20) was invoked 
only 12 times, i.e., in l percent of all cases, and with one exception because of ex 
having fallen close to an integer ( -1, 0, or 1 ). In the exceptional case, the 
result e~· 111(~) was unusually small. The number n of quadrature points 
required, almost invariably, was 12 for single precision and 16 for double 
precision. ln only 6 cases (.5 percent) did the relative error exceed 5. x 10- 12 

(but remained less than 9. x w-tt ), each time cancellation (and an exceptionally 
small e~· Pl) having been the reason. Our error monitoring scheme diagnosed 
the problems correctly in every instance. 

4. Stability of the recursion for { i?a}. 

We now discuss the stability of the recursion (1.3) for computing 
Yn = l!n(~; w<l%, /J)), n = 1, 2, 3, ... , from starting values y _1 = -1, y0 = l!ba:. Ill( e). 
For values of ex and fJ in the interval ( -1, 1 ], and values of e in [0, 1 ), 
the recursion (1.3} was found to be quite stable. Curiously, and somewhat 
surprisingly, when fl. becomes large and e approaches 1, a phenomenon of 
"pseudostability" develops. To describe it, we first introduce a quantity that 
characterizes the stability of the initial value problem (1.3), (1.4). 

Let {Yn} be the exact solution and {y:} a perturbed solution corresponding 
to initial values Y~ = y0 (1 +e0 ), YT = y1 (1 +ed, where lei! ~ e, i = 0, 1, and e is 
small. Elementary theory of difference equations then shows that 

(3.1) 

where {z11 } is any solution of (1.3), linearly independent of {Yn}. (We assume 
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YoY 1 Yn f 0.) The quantity 

(3.2) 

therefore measures the amplification of relative error in Yn due to relative errors 
in Yo and y 1 • Since the left-hand side in (3.1) does not depend on the choice 
of the second solution {zn}, the same must be true for the quantity w 12 • By 
"pseudostability" we mean that, while W 11 does not tend to infinity as n --+ oo, 
it grows rapidly and eventually "settles" at a level that may be extremely large, 
though bounded as n - oo. 

This is precisely what seems to be happening as :x increases and' approaches 1. 
We illustrate the phenomenon in Figure 3.1, where log10 wn is depicted for 
l 5 n :5 50 in the case a= 10., p = 0., and ' = .7, .9, .99. 

~=.99 

15 

10 ~=.9 

5 ~=.7 

0 U---~~--~----~----~----~--~--
0 10 20 30 40 50 n 

Fig. 3.1. Pseudostability of (1.3), (1.4) for a= 10, P = 0 and ~ = .7, .9, .99. 

As second solution {z11 } we took the one with initial values z_ 1 = y0 , z0 = 1, 
so that y

0
z_ 1 1z0 = €:?5 + 1 =I= 0, and {z11} is indeed linearly independent of {Yn}· 

It is seen that, when .; = .7, one must expect to lose about 5 decimal digits 
by the time n reaches 10; when ~ = .9, about 10 decimal digits as n becomes 
20; and when .; = .99, about 18 digits for n = 50 and even more for larger n. 
This was indeed observed numerically. The phenomenon becomes more 
pronounced with increasing a, and somewhat less pronounced with increasing p. 
It is also present for smaller values of ~. even for ' = 0, but in a much weaker 
form. 
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A similar case of pseudostability was observed in [ 4] in a different context, 
which was simple enough to yield to mathematical analysis. In the present case, 
a rigorous analysis of the phenomenon appears to be a more challenging task. 
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Numerical Methods and Approximation Theory Ill (NiS, August 18-21, 1987) 

GAUSS-KRONROD QUADRATURE - A SURVEY* 

WALTER GAUTSCHI 

Abstract. Kronrod in 1964 proposed to extend the n -point Gauss-Legendre quadrature rule 
to a (2n + 1)-point fonnula by inserting n+l additional points and making the extended quadra-

. lure rule to have maximum degree of exactness. hence suitable for e~timating the error in the ori­
ginal Gauss formula. The nodes to be inserted can be characterized as zeros of a polynomial 
orthogonal with respect to a certain sign-variable weight function depending on n. The same 
type of orthogonality has previously been considered by Stieltjcs and Szego without reference to 
quadrature. We survey the considerable literature on this subject that has evolved after the work 
C?f Kronrod. 

l. Introduction. Historically, the subject to be discussed here comes from two different 

mathematical developments: One originates with Stieltjes in 1894, the other. much more 

recently. with the Russian malhematician ~nrod in 1964. Although their motivations were dif-

ferent.lbe ideas involved ~ to the same theory. 

1894 was the year that saw the publication of Stieltjes' momentous work on: continued frac-

lions and the moment problem. his last effort of will ~fore succumbing to a long illness at the 

end of the same year. Underlying Stieltjes' theorr is the integral 

S(z) = J ds(t). z e ct. 
.R z-t (l.l) 

and its developmCnt in continued fractions. where ds is a positive measure supported on the posi-

ti ve real line. Having just completed this major theory. it must have seemed natural to Stielyes t9 

explore how it could be extended. in particular. what could be said if the measure ds were no 

• This wade Was suppotled. ia part, by the National Science r"OIIIIdalioo IInder ,rmt CCR -8704404. 
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longer assumed ·io be supported on ~·and w hav~ constant sign. What; for example, would hap-

pen if one took a typical oscillatory measure, like ds(t) = P,.(t)dt on [-1.1], where P,. is the 

Legendre polynomial of degree n? 

In a letter to Hcnnite, dated November 8, 1894 (in fact, his laS~ letter in ~ life-long 

correspondence with Hennite; see Baillaud and Boucgct [1905. v.2. pp. 43~1]), Stieltjes 

indeed looks at (what is now called) Legendre's function of the second kind 

. t P,.(t) 
Q,.(z) =J 1 -- dt, 

- z-t 
(1.2) 

· expan~ it into descending powers .of z• (beginning with :-<•+•> by orthogonality of P ,.) and then 

has the fortunate idea of expandin~ ttte:'reciprocal of Q,. • 
. ··,,: 

(1.3) 

This led him narurally to consider the polynomial part in (1.3), , 

(1.4) 

a polynomial of exact degree 11 + 1, now appropriately cal1ecl Stieltjes' polynomial, and to inyeS­

tigate its properties. By a residue calculation, he first observes that 

(1~ 

where C is a sufficiently large contour, and then goes. on to multiply (l.S) by ri'P11 (t)(it, 

k = 0, 1 , • . • • n , and to integrate, obtaining· 

·I 
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1 z"dz 1 P,.(t) • 
= 21ti f Q,.(z) J_l z-t dt 

= - 1- if;z" dz = 0 
21ti c • 

where orthogonality of P,. is used in the third equality. Thus, 

l L E,.+l(t)p(t)P,.(t)dt =0, an peP,. •. (1.6) 

.that is, Stieltjes' polynomial Ea+t is orthogonal to all lower-degree polynomials relative to the 

(sign-variable) measure ds (t) = P,. (t )dt. 

At this point. Stieltjes conjectures (1) that E,. +l has n + 1 real simple zeros, all contained in 

(-1,1) and (2) that they separate those of P;,. He presents a numerical example with n = 4. ·He 

furthermore believes (strongly so in the case of reality and simplicity of the roots, less so for the. 

separation property) that this is a special case of· 'a much more generat theorem". 

In his reply (of November 10, 1894) •. Hermite expressed his delight in the polynomials Ec+t 

and "the beautiful properties" conjectured for it and encouraged Stieltjes to look for a differen-

'tial equation as a possible key to these properties. Stieltjes may have already been too ill to 

respond. Neither he, nor anybody else after him was able to give an affi.rm~ve answer to 

Hermite's suggestion. (It has been found, nevertheless, that the Stieltjes polynomials, at least in 

the realm of Jacobi measures do<a.ll>(t) = (1-t)"{l+t)ll dt, do not satisfy a three-term recuiTeOCe 

relation unless 1 a 1 = I P 1 = ~ in which case they do, and in fact also satisfy a differential eqqa-

tion; cf. Monegato [1982).) 

Sticltjcs' ideas seem to have gone unnoticed for many years. Geronimus in 1930, however, 

developed similar ideas, considering in place of (1.3) the expansion of [Q,.(z)~r1, where 

Q,. (z) = f~1 x,. (t ; wdt )w (t )dtJ(z-t) and x ... <·; wdt) is the nth degree ~rthogonal po!ynomial 

associated with the weight funclion w(t) = (1-t)"{l+t)ll h(t) •. h bein~ continuous and positive 

on (-1,11 (Gcronimus 119301). Although this approach does not lead to a perfect orthogonality 

result, like the one in (1.6), it nevertheless h:i.~ relevance to the subject at hand; see the beginning 

of Subsection 3.5 below. 
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The first who has taken up Stieltjes' challenge in earnest was Szega in 1935. He expresses 

(Szego {1935]) Stieltjes' polynomial on the circle as a cosine polynomial, 

E,.1(cos0) = At,•> cos(n+l)O + Af•> cos(n-1)9 + · · ·., (1.7) 

and relates an extended (mfinite) sequence Av = AJ•> to an explicitly known sequence I v =I $•> 
via a reciprocity identity for the respective power series. From this he proves Ac, > 0 and the 

... 
negativity of an Av. v <!: i. as well as L Av = 0. It follows from this ·that the polynomial 

.-o 

Ac,z'~~+1 + A1z•-l + · · · has all its zeros in I z I < 1, which implies, via the argument principle, 

that (1.7) vanishes at least 2n + 2 times. This proves Stiekjes' first conjecture. Szega also 

proves the second conjecture. but this requires a deeper analysis involving, in particular, Legen..: 

dJe functions on the cut. 

Szego's analysis is not peculiar to Legendre polynomials. Indeed. ~e himself extends it to 

Gegenbauer polynomials P.Q.>, onhogonal on [-l.ll with respect to the measure 

da(t) = (l-t2),.,..,dt, A>- 'h. IfE,~l denotes the corresponding Stieltjes polyilomial, 

(1.8) 

which (up.to a multiplicative constant) is uniquely defined, then Szego shows that both conjec­

tures of StieltJes continue to hold for 0 < A :s; 2. When N=O, two zeros of E.<!l ~e into the 

endpoints ± 1;. thCy move outside of [-1,1] for A<C?, as is shown by the example n=2. The ques­

tion of whethei the same can happen for A>2 is left unanswered by ~gO. (The answer is stiU 

unkitown tOday, but, acconling to Table 3.1 below, is probably "no .. , at least as long as the inter-

·lacing property holds.) . 

Szega concludes by considering the Gaussian quadrature fonnula for the· (sign-variable) 

measure d.r(t) = P11 (t)dt and shows that its weights alternate in sign. 

This briiJ.gs us naturally to the wort: of Kronrod in 1964, which is also concerned with qua-

drarure. Motivated by a desire to economically estimate the enor in the cl~cal Gaussian qua­

drature fonnula 
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11 . • 
_1 f(t)dt = L Yv/('t,), 

·-· 
(1.9) 

where 'tv= -cS"> aie the zeros of tbC Legendre polynomial P,. and 'Yv ="'($">the corresponding 

O'uistoffel numbers, Kronrod H964a,b) proposeS to extend the n-point fonnula (1.9) to a 

(2n +I)-point fonnula . 
. . I 

1 · 11 a+1 
LJ<t)dt_= 1: av/(<tv)+ 1: o;Jc-r;>+R11 (f). 

11•1 JPI .. · 
(1.10) 

. . 
in which the 'tV are the same as in (1.9). but new nodes -t;_ and new weights a.,, a; have heen 

introduced and chosen to increase the degree of exactness from 2n - t (for (1.9))· to 3n + 1 (for 

(1.10)). ·i.e.. . 

R,.(f)=O. all I e P3tt+l· (Lll) 

It tums out that the nodes 't; must be precisely the ze~s of Sliettjes'_ polynomial £~+1• ·With an 

iaodes 'tvo -t; at hand, it is then easy to detC~ine the wei~ a.,. ~;by interpolation. 

. In the me manner, one can try to extend the Gauss-Gegenbauet quadrature fo~Uta to a 

fonnulaofdie type 
. . . 

~~~ /(t}(l~t2)k-* dt = i; (}11 /('tv) + "£ ci; /(-c;_) + R,lf). A>- Y.z, 
•·l p=l . 

. (1.i2) 

and, more _genei'ally; tO do lbe same. for~ integr.ll with arbitrary (positive) Ill~ da • . 

. . 

(Uie c~epeo&,mce·of the nocles add weipCs on '!· and d a will·tiQm now ~ fje suppressed ~ our 
. . 

notation.) 1be new nodes ~. simiJadJ as bdore. are then the zeros of the (unique. moine) pQly-
. ' . 

· DOIIlial ~:,.1(·) = n;+1(·; da) satisf1ing the orthogonality property 

f.a. t;.,(t)p(t)x.,.(t)d(}(t)=O. all p ~ P,.. . (1.14) 

. , . 
d~. To be usefUl in practice, the fonnulae (1.12), (1.13) should ~ve DOdes;: wbich:are all con-

tained in the -support interval of 4a lad are different from the 'tv. and &bey sho~ have weights. 

av. ·a; which. if at all possible, are all positive. By ·szego•s theory, we knoW that ·the fotmer is 
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true. for (1.12), if 0 < A. :s; 2, while the latter has been proven true by Monegato f 1978a) if 

0 SA. s l, hence, in particular, for the originai Gauss-Kronrod fonnula (1.10) (which 

corresponds to A. = '~). 

Soon after Kronrod's work, it has occurred to a number of people (probably first to Patter-

son (1968a)) that other quadrature rules can be similarly extended, for example, the Gauss-

Lobatto rule. In addition, it is not unreasonable to also consider the interpolatory quadrature rule 

based solely on the nodes -r; in (l.l3). In the case of (l.lO), numerical results suggest that these 

quadrature rules also bave all weights positive ·and enjoy an interlacing property of their own: the 

~cos of E,.+J alternate with those of E,.; cf. Monegato (1982). Indeed, having three quadrature 

rules at disposal- the onejust mentioned, the Gauss rule (1.9), and (1.10) -with degrees of 

exactness roughly equal ton, 2n and 3n, respectively: might well be an attractive feature that 

could be useful in automatic integration schemes (Kahaner { 1987)). 

Orthogonality with respect to sign-variable measures and related quadrature rules have 

independently been studied by Struble [1963)~ who develops a general theory. It might be 

interesting to explore this theory in the framework of more general indefinite inner product spaces 

(cf., e.g .• Bognir [1974]). 

1be merit of discovering the connection bCtween· Kronrod's work and the earlier work of 

Stieltjes and Szeg6 is due to Mysovskih (1964], although it has been noted, independently, in the 

Western literature, by Banucand [1970)~ The relevance of Geror_dmus' wolf to Gauss-KronrOd 

quadrature is pointed out by Monegato [1982] and Monegato and Palamara Orsi (1985] . 

. Brief accounts of the Kronrod and Patterson methods can be found in Davis and Rabinowitz 
' 

[1984, pp. 106-109, 4261 and Atkinson (1978, pp. 243-:248). 

2. Extended quadrature formulae. We now give a more systematic treatment of the prob­

lem of extending quadrature r1des.. We begin ·widl a general theo.rem, which has beCome part of 

"folldore" in numerical quadrature and is difficult to attribute to any one in particular. In its key 

· ingredients, it goes back to Jacobi (1826]. 
·. 
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Let d a be a nonnegative measure on the real line R, with bounded or unbounded support 

and with infinitely many points of increase. Assume that all its moments Jl.t =fa tkda(t) exist 

and lire finite. We consider quadrature rules of the form 

N fa /(t)da(t) = L Gv/(tv) + RN(/), 

~· 
(2.1) 

where 'ty, Gv are real and N 2: .t an integer. We say that (2.1) has degree of exactness d i( 

~(f) = 0 for every I e Pd. the class of polynomials of degree s; d. We ~sociate with (2.1) 

rhe polynomial 
N 

Ol(t) = n (t -tv> 
v=l 

(2.2) 

and call it the node polynomial. 11te theorem in question then reads as follows. 

Theorem. The quadrature rule (2.1) has degree of exactness d = N - l + k, k 2: 0, if and 

only if both of the following_ conditions are satisfied: · 

(i) (2.1) iS interpolatory (i.e., d = N-1): 

(ii) fR m(t)p(t)da(t)==.Oforallp e P.t-l· 

We remark that polyOOmlal degree of ex.actness N -1 (the case k=O ·of the theorem) can 

always be achieved. simply by interpolating at the nodes tv: this is condition (i) of the theorem. . 

To get higher degree of exactness (k >0), the node polynomial, according to (ii), has to be orthog­

onal (relative to the measure da) to sufficieDdy many polynomials. If we bave comp~ete freedom.· 

in the choice of 'ty and Gv, we can take k as large as k=N. in which case (ii) identifies Ol(·) with 
,-, .. 

the (monic) orthogonal polynomialxN(· ;da) of degree N associated witb the measure da. and 

the nodes tv in (2.1) with its zeros. This, of course. is the well-knoWn Gauss-Ouistoffel quadra-

turc rule (cf., e.g., Gautschi [ l981l). 

The situation we are ·goiqg to consider here is somewhat different We shall assume that 
. . ~ 

some of the nodes are prescribed and the rest variable. Let 

(2.3) 

and suppose the prescribed (distinct) nodes arc 1:1, 'tz •... , 'tNo; we denOte the remaining ones by 
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. . . 
'til =· 'tN•+Jl· J1 = l, 2 •....• N . (2.4) 

Correspondingly, we let a;= aN"'*tt and write (2.1) in the fonn 

N• N" 
/11 f(t)do(t)= ;E·avf('ty)+ L a;J<-c;.>+RN(f). 

v-t· ....... 
(2.5) 

We may interpret (2.5) as an ••extension '' of some quadrature rule 

·'(2".6) ~ 

The degree of exactness of (2.6) is quite itrelevant for what follows, as the weights Yv are being 

discarded. 

Putting 
N" N" 

x;a(r) = n (t -tv>. x,V.(I) = n (t - r;>. Y=l . p=l 
(2.7) 

the theorem above, since co(t) = xNa(t)JtN•(t), becOmes: 

. Corollary. The quadrature formula (2.5) has degree of exactness d = N - 1 + k, k ~ 0, 

with N given by (2.3), if and only if it is interpolatory and the polynomialx,Y. s"atisfies 

1 • 0 
R tW•(I)p(t)xNa(t)do(t) = 0, all p e Pk-1· (2.8~ 

Orie expects the maximum degree of exacmess to be realiZed fork = N* (there are N + N* 

degrees of freedom!), in which case (2.8 t> becomes 

J11 n:,V.(t)p~l)~·(t)da(t) = 0, all p e PN•-i. 

. .. \ 
We call (2.5) an optimal extension of (2.6) if k =N*, i.e., if (2.8N*) holds, and a nonoptimal 

{interpolatory] extension if (2.8k) holds with 0 S k < N* [k=O}. (We aSsume p: = 0 in (2.8~ if 

k:::().) Thus, (2.5) is an optim~ extension of (2.6) if and o~y if x;,. is orthogontd to all lower­

degree polynomials ~ith respe~t to the (sign-varlable) measure da• (t):: x;•(t}da(t). Here is. 

how sign-variable measures ~r into the process of extending quadrature rules. 

We now discuss a number of specific examples. 
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Example 2.1: Gauss-K.ronrod formul~ 

This is the case N° = n,KN•O = 1t11 (·;da), N* = n+l, so that N = 2n + 1, d = 3n + 1, 

and (2.8 N*) takes ~ form 

JR. X:+t(t)p(t)tt,.(t; da)da(t) = 0. all p e P,.. (2.9) 

(We must necessarily haveN* C: n + 1 in this case; cf. Monegato [1980).) In other words, the 

classical n-point Gauss-Olristoffel formula is optimally extended to a (2n + 1)-poiilt 1brmUla of 

thefonn 
II 11+1 

. J .. f(t)da(t) = L av /('tv)+ L a; f(-c,.} + R,.(f). 

. ~· ~· 
(2.10) 

The measure involved in the. orthogonality relation (2.9) isda*(t) = Jt,.(t ;da)da(t), which for 

d a(t) = dt is precisely the one considered by Stieltjes. Vl_e callx;+t in (2.9) the Slieltjes polyno•

mial. associated with da and denote it by x;+1(·) = x;+1(·; da). k is easily seen that 1t;+l 

(assumed monic of degree n +I) is uniquely determined by (2.9). , . 

For the·weights in (2.10) one finds (see, e.g., Monegato [1976]) 

II tt.IIJa 
Ov=Yv+ • . , • v=,l,2, ... , n; 

K,.+t('tv) K,. ('t,) 

47 

(2.11) '·' 

J1= 1, 2 •...• n+l~ 

where "fv = yS•>(da) are the Christoffel numbers, and ll·ll4a theL2-nonn for the measure dCJ.. 

For ~ymmetric measures, i.e., da(-t) = da(t) and ~ support of da symmetric with 

respect to the origin, it follows easily from uniqueness that 

x,.(-t ;do)= (-1)" K,.(t; da), X,:+1(-t ;dG) = (-1)"+1 K;.t.1(t ;·da) 

(da symmetric). (2.12) 

so that (2.9) holds trivially for. even polynomials p and is therefo~ valid for all p e P•+t if n is 

odd. 11ws. d = 3n + 1 if If is even, and d = 3n + 2 if n is odd. (In special cases, the degn:e of 

exactness can be even l}igher; see Subsections 3.3 and 3.S for examples.) 
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Example 2.2: Kronrod extension ofGauss-Radau fonnulae. 

For definiteness we consider only the Radau fonnula with fixed node to at -1. The case 

to.;. i is treated similarly. 

We assume that des is sup~rted on [-1,1) and that the measure (l+t)dcs(t) allows 

· (2n + I)-poi~ Kronrod extension, i.e.,· the Stieltjes poiynomiatx;.1(· ;(l+t)dcs) has distinct real 

ze~s. all in (-1,1) and all different frOm the zeros of;.(·; (l+t}dcs). 1'hCn there exists a unique 

optimal extension of the Oauss-Radau fonnula for the measured cs. It has the fonn 

11. . . • a+l 
_1 f(t)d<Jtt) = CS0/(-1) + E CSv/('tv) + l: cs;f<t(J + R,.(f) 

I v=t Jl=l . 
(2.13} 

and cOrresponds to the case N° = n+l, Jt.No(r) = (l+t)x,.(t; (l+t}dcs), N* = n+1, henCe has 

cfe8ree ofexactnes.s. (at least) d = 3n + 2. The orthogonality condition (2.8N*) assumes the fonn ' 
1 . L X:.t(t}p(t)Jt,.(t; (1+t)daX1+t)dcs(t) = 0. all p e P.. (2.14) 

~. as far as .the nOdes t; are concemed. we ean obtain them exactly as if we were to extend the 

Gauss fonnUla for the measure (l+t}dcs(t)~ Also, d!e quantities (1 + -ty)Civ and (I +;:>a; can be 

obtained by expressions wbich are identical to the ones on the right-~ sides of (2.11}. where 

the Cuistoffel nQIDbers and nonn refer to the measure (l+t)dcs(t). The Weight o0 then follows 

• •+1 • . 
from 0o + E Ov + E CJ,& • J1o. Po~ Ja do(t). 

•1 Jl=l . 

Example 2.3: Kronrod.extension ofGauss-Lobatto formulae. 

We~· &milady·.~~ Examp~ 2.2, that.tbc measure (1..;. t~cs(t), supported on 

[-1,1]~ alloWs Krorirod extension. Then the unique optimal e~icn of the (n+2)-point Gauss­

Lobatto fonnula for the measure do is gi'Ven.by 

I . . II .· •+l .. 
/_1 j(t)do(t) = Oof(-1) + o,..J'(l) + :E ovf(tv) + :E o;J<-r;.>+ R,.{f), ,(2.15) · 

. v-1 . Jll"l 

and is the~ N° = n+2. n,Vo(t) = (1-t2) ;. (t; (1-t~o), N* = n+l of (2.5?, .with· the ·degree· 

.of exicmess now being (at least) d = 3n + 3. The ort4o~ty coruntioi1'(2.8_;v.J·becomes . 
. 1 . 

·. 1_1 X:+J(t}p(t)1t,.(t;(l-t2)doX1-t2)dcs(t)=O, all peP,., (2.16) 
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and is the same as for Krollrod extenSion of the n -point Gai.tss foimula for the measure 

. . r .. · .· ... 
(l-t2)da(t}. Again, the quantities (l - -c;>av and (1 - -r;_ 2>aJ have representations identical tO 

those on the right of (2.11 }, the measure being (1--t~)d a(t) throughout. The remaining weights 

. . 

ao. a,. ... 1 are most easily obtained ·by sol~g the system of two linear equations expressing exact-

ness of(2.15) forf(t) = l and/(t) = t. 

We remade that in the specialcaseoflacobi ~do<c;P>(t) =(1--t)«(l+tfdt. a> -l • 

. 13 > -1, we have 

(2.17) 

as follows readily from the identity (dldt)P,.<:,_P>(t} = ~ (n +a+ 13.+ 2) p,!o:+I$+-I>(t) for Jacobi 

polynomials. 

Example 2.4: ''Kronrod-heavy" extenSion of Gauss foimulae. 

The "Kronrod nodes" -t;, and ••Gauss nodes" 'tv in the Gauss-Kronrod formula (2.10) are 

nicely. balanced. in that exactly one Kronrod node fits into· the space between two _c:onsecutive 

Gauss nodes and between~ me extreme Gauss nodes and the respective endpoints (possibly± oo) 
. . 

of the support i.nteMU _of da. 1ltere are. however, occaSions (for example, in cases of nonex-

isten~; cf. Subsection 3.4) where. it might be necessary to forgo this balance in favor of more . 

KronnXt nodes; we call such extensions Kron.rod.-heavy. ·These also fit into the general.scheme 

(2.5), where N° = n, n;o(·) = rc,.(·;da)/k• = n+q with q>l, and give rise to die orthogonality 

condition 
\ 

(2:18) 

_In contrast to Gauss-Kronrod foimulae, the uni~ue existence of rc; -1-f, let alone the ~ of its 
. . . . 

. zeros, i~ UQlbnger assured. Starti.fig with the unique tt.: ... 1(· ;da) = n; ... 1,.0. how~er, there is an 

infinite sequence {n;...q_,.};..1 of uniquely dcteimin'oo polynami~ it;~= n;-1-f"'~'. of exact 

degree n + q,., I = qi < q 2 < q3 < ···,Such that (2.18) holds with q = q,., and such that no . . . 

. ~iynomial 1t;~. of degree < n·.+ q,. exists for which (2.18) holds with q = qlfl (Monegato 

{19~1>~ . 

49 
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so. 

One can try. of course. to extend in this. manner other quadran.&re formulae. e.g .• the Gauss­

Radau or Gauss-LobattO formulae. • • 1 

Example 2.$.~ Repeated Kronrod extenSion of Gauss fonnulae. 

Given ann -poinl Gauss formula. one can trY to extend it opfunally to a (2n + 1 )-point for-

mula as in Example -2.1, lhen extend this formula once again to a (4n + 3)-point formula (by 

optimally adding 2n· + 2 new nodes), and so on. The likelibood of such repeated extensions to 
all exist (i.e., have real distin<-.t nodes) is probably quite small: Remarkably, however, for n=3 
and da(t)= dt on (-1.1). sueh extensions. even wi~·all weights positive. have.been successfully 
computed by_P~rso.n { 1968a). ( 1973 J up to the 255-point formula. 

For the second extension, for example, the node polynomial xi,.+1 must be orthogonal to all • 
lower--degree polynomials with respect to the measured a• (t) = Jt,.(t ;da) 1t;+1(t ;da)da(t). 

Example-2;6: ·Extension by contraction. 

As eontiadictory as this .may sound, ·ttW Pc>ini. ~ is. ihat one starts with a ••ba.se f01mula" 

containing a SUfficiently large n~ber of nodes, then .successively rem~es Subsets of nodes to 

generate a sequence of qu~ rules having fewer and fewer~. Looking at this sequence . 

in the (:,ppooite diieCtiOn then turns· it into a seq~ of (finitely otten) extended quadl'alure rules. 

Mo~ sPectfically, · foilowing Patt&son ·(1968b), one takes as base fonnula any (2" + 1)-
·.· 

point formula and then defines r subsets of points by SUccessively deleting alternate points from 

the preceding suJ:>set (keeping the fic;t and lhe last). .For example •. if r=3, the sucCessive dute . . . . ;. . ·. ... ·. . . 
subsets of the ori~ points. widt index set {1,2.3.4.5,6.7.8,9} contain the points With indices 

.·.;: 
{1,3,5,7,9}. {1,5,9} and {1.9~, ~vely •. A sequence of r+l quadrature fonnulae can now be 

:: . . . 
defined by taking the inteqlolatory fonnulae for the original node set and all r subsets of nodes • . . 
(A sligluly different p~ure is proposed by Rabinowitz. K.autslcy and Elba}'; see Rabinowitz, 

. . 
Kautsk.y, Elhay and Butcher [1987, Appendix A,p.l2S).) 

. ~ reality of the nodes is t,hereb)' trivially ~. but not ~saril~ -~ ~tivitv of · 

·the weights. Patterson (i968b}, neyertheless, fmds by oomputa~on that ali weights remain posi-
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tive if one suuts with the 33-point. or 65-point Gauss-Legendre formula (r=$ and r=6, respec-

tively). or with the ~5-point Lobatto formula (r=6) as base fomiulae. 

Another example of a suitable base formula. which in fact (Imhof {1963]. BGISS (1977. Satz 

77D has positivity of all weights built in. is the Oenstiaw-O.utis fonnu~ (Oenshaw and· Outis 

[1960D based on the initial point set 'tv = cos(V1tl2' ). v = 0. 1;2 ·• . • • • 2'. 

If one is willing to del~ succeJively one point at a time. ttlen the following result of Rabi­

nowitz, Kautsky. Elhay·and Butcher [1987] is ofinle.m: Given any interpol~tory quadrature rule 
. . . 

with all weights posidve. it·is posSible to delete one of its .points such that the interpolatory rule 

"based on~ reduced point set has all weights nonnegative. 

. All sequences of extended quadrature rules in Example 2.~ ~ e~~ of nonoptim.al.. in 

fact interpolatory. extensions. Other examples of nonoptimal, even subinterpol.atory. extensions 

are those of product rules .given by Dagnino [1983] (see also Dagnino (1986]) •. The severe 

sacrifice in polynomial ~gree. of exactness is justified in this reference in tenns of a simplified 

convergence alid stabilitY theory. · 

We resmcted OUr discussion here to quadrattlre rules ofthe.Sbnplest. tYPe (2.1)~ There is lit-' 

de work ·in the literature on the extensiOn of quadrature rules Involving derivatives .. Bellen and 

. G~ (1982]. however, e~ Tunin-type fomtulae. but work tbein out only in very simple spe­

cial cases. 

l. Existence, nonexistence aild remainder tena We consider here mainly the Gauss-

Kronrod formula as defined in Example 2.1. ·that is. · 
. . . 

· . . II· 11+1 . . . . ·- . 

· j /(t)da(t)= 1: Gv_/('tv)+ :E a;J<-c;J+R,.(f), R,.(Pllt+t)=O. (3.1) 
·· R .. . V=l p.=l·. . · . . .. · ·. · 

We say. mat the ~e5 ~ -r;_ in (3.1) interlace if they are aU real and~ when· artanged decreas-

, .. 

ingly ~ satisfy 
:. :•:.: ... 

.: ~-·•· . . .. . . .. . . . ... : . 
- < t,;.tc< "- < t.. < · · · < -r2 < t1 < "• <·-. , · (3.2) 

·For any given n ~ 1. the following propetties are of interest: 
.. 

St 
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. . . . . . . "'· ... 
(a) The nodeS -tv.·i& interlace • 

. (b) · All nodes Tv.~. in additiOn io interlacing, are CQ~~ in the interl~r of the smallest 
. . . . 

· interV-al containing the support of d a. 

.. .. : . 

(c)· 'l1re ·nodes"·ttue~"'lld'·'eadt.,•ght.~ is-:fiOSitive: ~~is blD'wft.~ cf: Monegato 

. [1976). that the interlacing property is equivalent too; > O.allJL) 

·(d) All nodes, without necessarily Satistymg {a) ~or (b), are real 

Utt1e bas been proVed with regatd to theSe properties; any oew piece of iofonnation; froin what­

ever~- coinputational or otherwise- should therdOre be greeroo·witb appreciation.· In this 

section. we give an account of whal is known. or wt_Jat can be conjeCtured. for some clasSical and 

. . . nonclaSsical measures. 

· 3~1 Gegenbauer measllres d#>(t) = (l-:-e2~dt on (-1,1), l. >-~ Properties (a) and 

(b)• as aireatfy menti~· in Section l, have been proved for atJ, n ~ 1 by -Szego (l~. when 

. . . . 
0 < A. S 2. ~ property (c) by Monegato (1978a). wbeil 0 S A. s 1. Properties (a) an4 (b) also 

. -· :. . .. 
11.0~ for the ~of l...obatfO. folUlulae, if- Y.t < A. s 1 (ct: BxWple 2.3), but nOthing as yet 

. has bCcn proved concem,ing property (c). This, then. is dle extent of what is known ri~ly~ . 

· for arbitrary n. at this time. 

A good deal more. however, can be uncovCred for specific values of n, if we let dle patamC-
' 

...... · 
nodes tv. -r; and the move- of the weigbts a., a;. Given n: pioperty (a) ~Cea-se to hold at· 

the ':eey ~a~~· c:qllides (for ihc ~time) wi.h ~ ~ -r;. ~.event is~ · 

with~ vanishing of the resultant of Ka·(·; d#'i) ~ X:+a<·; d<P~ .l. has moved bey~ . 

this aitical vahie, ~ nodes ~ and -r; involved 'in the collisi.qn hav~ likely crossed each other, so 
. . . . . . . . . 

that two Kronrod nodes now Ue between ~e ~ no<ks •. Omy·now·is it~ that .. 

~-Kroorod 11Qdes may ~ and split into a pair of comp.e~ ~ an event ~is signaled 

by the vanishing of the discrioili.ant of n;+l(· ;dcP>}. By using·~; ~8eJ,raic methods~· it is 

. thus posst1>1cHo delineate parameter~ iQ which propeltie$ ·(a) and (d) are· vatid.· .Tbe . . . . 
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. . . . 

subintervals of tbe first of these.. in Which properties (b) ·and (c) hold. Cil1l be determined rather . 

more ea$ly, in an obvious manner. 

This Mas been canied out computationally in Gautschi and Notaris (submitted] for values of 

il up to 40. Based·on these results it is conjectl~Rd (~proved for"· s 4)that property (p )·bolds 

foil.l < l. <A,{', wheretbeboundsllandA.fforp =a, b, c, d areasshOwninTable~.l. 

" l;. A;, A: A! A: A! :'A: ~ 
' 

1 -~ - -~ - -~ - ·-~ -2 -~ - 0 - -~ - -~ 00 

3 ....;~ 16 0· 16 -~ · 6.SS2. •• -~ 16 
4 -~ 00 0 - -~· 51.78 ••• -~ -~s -~ A! 0 A! -~ A! -~ M 

Table 3. t. Property (p)for Gegenbauer measui-es 

Here.. A:. A!. ;A1 are Certain constants satisfying 1 <A:<-. 1 <A:< A: arid~~ A; With 

equality precisely when n = 4t - I, r = 1, 2. 3 , . • . . Numerical values of these constants.. to 

10 decimal places. are provided in the cited reference for n = S(l)20( 4)40. 

The fact that Kronrod extension (satisfying properties (c) and (d)) caooot ~ for alln· ~ l 

when l. is sufficiently large. f!Ot even if the degree of exacmess is lowered to [2m + I], r > 1, {an 

integer, is claimed by Monegato {1979]. (The ~f given is enoneoJJS, but can be repaiRd;. 

Monegato (1987).) 

3.2 Jacobi ·meizsures ·da<cx.ll>(r) = (1-t)«<l+t)l'di on [-t.n Since intercbanging dJe 

. parameters a and p bas dJe effect of~ the signs of the nodes. 'tv and -r;. ~if the oroer 

(3.2) is ~~ of renumbering them in reverse order, aiJd ChC same~ aWii~ to 

the weigbls (,. and <J;, tbe validity of property (p ). p =·a~ b, ~·. d, is unaffeded by sueh ·an 

. wercbange. We will assume. tberefore, that -1 < a S p .. 
Excei?t for the cases Ia I =.I P J = ~(considered in Subsection 3.3) ·and the ~rmaiioos 

to. Gege:obauer measures noted below, the Only known proven result is. that property (b) is false 
• 

fora=-~-~< ll < ~when 11 is even. and fora=-~~ ·<·P S 312 wben 11 is odd (Rabi­

noWitz {1983, p.7si t). 

( f ) TJ&I is a misprint oti p.7S of ibis referiu:e:· TJfe superscript J1 + ~ should be teplaoed by p.··- ~ 
twice ia Eq. (68), and twice in dlediscussioa impwfi~ ronowma Eq. (69). · . 
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. Moacgato· (1982) nOtes that ~$f-4i) (2t2 - 1) = 2•+1 t ~<:t«>(t)- d,.. where 4,. is. an 

explicidy given coostmt, and similarly, .:Jt~) (212 -1) = 2~~+1 a:;.~u>c,t). In the lor case, 

· chere ·are also simple relalionsbips between the weights Gy. a;. of the respective Gauss-Kronrod 

formulae(3.1); cf. GaUISCbi and Notaris [submitted," nun. S.l). The c~ a> -1, fl =±~can 

tbus be reduCed to the Oegenbauer case. and appeal can be made to the. empirical reSUlts of Sub­

section 3.1. at least when p =.~.A similar reduction is possible in me case a> -:-l. P =ex+ I 

(Montgato {1982, Eq •. (36))), which is of interest. in ~on with Kronrod extension of 
I 

Gauss-Radau fonnuJae for Geg'enbauer measures (cf. Example 2.2). 

. 'lbe algebraic mcdlods described in Subsection 3.1 baye also been applied to general Jacobi 

measures (Gautscbi aod Notaris {submluedD and the results for 2 s n S lO cfrsplayed by means 

·of graphs •. There ·are marked qualitative differences for n even and n odd, as.is shown in Figure 

3.1 for d1e cases n=6 aod-n=7. The region of validity for property (p) is consistently below die 

curve labeled .. , ".except for p=b and n evert; when it is above and to the right of the curve. . . 

J 

' 1 ,_ 
6 

• 3 

0 

~ ' t 11 

/ ~ l ., 

-1 . ~ -4J' -4.2$ 

-~ ..... ,, 

.. 
. ... =·. 

l 

0 

• 
alpha 

· Figure 3.l.PropeTtJ(p),p = ll, b, c jOI' the J~ 
~e dff.a.f>) when n1::(; and n=1 
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3.3 ·cliebyshev.measures oflst. 2nd and 3rd kind~ 'rhese are the c:aseS·IaJ·= 'tPr =~of 

the Jacobi measure do<a..P>. They are the only kOown cases· in: ~cb both the Gauss·tormube 

and their Kronrod extensions can be written down exj>licitly (m tenns of trigonometric fulictions). · 

. H a = ~ = - ~ the (optimal) extension of the n -poitit Gauss-Olebysltev formula of the first 

ldnd. when n ;:: 2, is simply the (2n + I )-point Lobatto formula for the same w~ght function. 
,· 

· (For n =l, it is the 3-point Gauss-O!.ebyshev rule.) To get the Kronrod e~ion of the n -pomt 
Gauss-Chebyshev formula of the second kind (a = fl = ~). it suffi¢es to replace n by 2n + 1 in 

. . . 
the same formula. Finally, for a =- ~ ~ = ~ the Kronrod exteitsion is the Radau formula 

(with fixed node it 1) for the same weight _function. All these extended formulae bave eleVated 

degrees of exactness. namely 4n - I, 4n ·+ l and 4n, respectively, and enjoy property (p) for all 

p =a. b, c (hence also d). These elegant ~onsbips have been noted as early as 1964 by 

· Mysovsk:ih [1964); see also M~ [1982. p.I47). For the firSt two. cases, Monegato {1976) 

~ints out that ~ fonnulae can be extended infinitely often in an explicit lll8l10Cf. 

. 3.4 Lq.gll!!"e and Hermite itu!asures. Here is another instance in which a. nonexisteru:e 
. . 

resqlt is known (Kahaner and Monegato [1978D: For the generalized Laguerre measure 

dcl-«>(t) = t«e..,dt on [0.-]. -1 <·a~ t. the . .Kronrod extension of the n-po~ Gauss-Laguetre . . . 

f~rmuta. with real nodes and pdSilive weights, does nOt exist when n ;:: 23, ~ if a=O not even 

for~> 1. As a camUary. n-point Gauss-~ennite formulae cannot be so extended.~~ n_.= t, ~ 

or 4, ooiwming ~ ~pirical results of R.amslcil [1974]. These negative results bl ~. . . . . .• .. 

Waldvogel and Fullerton [1982]. [1984) to explore the feas~ of Kmnrod-beavy extensions 

· for the Laguerre m~re. Computational experience is reported for n = 1(1)10 and q=8 (ll ~~ 

n=l and 9 for n:2). 'Where q is d~ as in Example 2.4. 

3.5 Other measures. At the heart of GeroiJimus' lheory (Geronimus (1930J).is tbe apeas~ 

dOvf..t.J = (l-t2)~dt/(l - IJ.I~ oo (-1.11. ~ <_ Jl S 1:. The-co~ing polynom~t.; tl,<Jp) 

and x;+1(·;d<Jp) tum out to be linear. coinbinations of Qebyshev polynomials u •. U.r-2 and 

T.~,~ T,._1, respCctivdy. This _allows explicit construed~ of the associated Gauss-Kromod ext.en-
. . 

sion aild veri(ication of an properties (a) -(c); d. Gautschi and Rivlin (submitted). In ailditi.on.; · . . : . 
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the degree of exactness is exceptionally high (Monegato (1982, p.l46J). Similar expressions for 

1t,. and X: .. 1 ~if the denominaror of da,. is replaced by a positive, not necessaply evtn, poly­

nom~ of degree 2 (Monegato arid Palamara Orsi [1985)). 

Gautschi and Notaris ~submitted, Thm. 5.21 :lbser.le that the problem of Kronrod extension 

for the meaSure Yda<~(t).;,. It IY (1;2)4dt on(-1,1}, ex:> -1, y > -1. can be_ reduced, wbenn is 

odd. to rhe ~problem for the J~bi measure da(ar.(f+-t)l2)_ 

Very little is known for measures unrelated tO (:lassical measures. One that is· likely to 

· admit satisfactory KroruOcl extension for eveay n ~ 1 Oudging from numerical results of Calio, 

Gautsc:bi and MarcheUi {l986D is the logaridmic measure d<J(t) = ln(llt)dt on (0,1) for which 

properties (a). (b) and. (c) appear 10 be. all crue. 1bc same is conjeaured for measures 

da(t):;: t 4 ln(ll~)dt, a=±~ eXClep( forcx=.Jh ancf 11 odd, in which case property (b), though • 

not (d), fails. lhe polynomial ~.1(· ; do) having exactly one negative zero. 

. . . . . 
~.6 Rernaindt!r tum. The ~uss-Kroorod fonnula (3.1) can bC cbar.lcterized in the manner 

' ' 

of Marknv (1885) ~ ~ uni.~ quadr.UUre fommla (at it exists) obtained by integrmlig the inter-

. pobtiOn polynomial P31t+l(f :'tv. ,;. -r;; ·) ('Nith simPle blOtS 1;, and double knotS ~j of degree 

s 34 + t8nd by requiiiog (if possible) that the~ of aD derivative tenDs in the resultiiig 

~~be zero.- Tile demeotary ffeaniie mteq;obiion polynomials tv. kJt, k11 associated 

t ' .. '. •, . ' 
with dis infcrpolation plOOC&'I can be "easily expressed in terms of dte fundamental ~ 

. ' . . ' . ' . . ' . . 
.. e.g .. CaliO, Gautscbi a Man::beUi (1986. Eq. (3.13)i). 1bc coefficients o; RCJ.uired to be zero 

aredleit 

(3.3) 

where' 
' . 'Jt,.(l} . ' • 
k.~(t) = ~ rz;.<r)f(t -Tp_). 1t,(·) =x,.(·;da). 

,.. 1fw("'L' ' . . 
(3.4) ' 

''llwS We·~ have 

. ~ •• ·c~ J • ._(r)[l;(r)}'-(t ..:.-r;_w<J{t) = J~ ~.1(r)l;(t)~(r}d~T{t) = o. 
p.= I, 2 •...• n+l, (3.5) 
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which, by the Unear independence of the 1;. is equivalent to the orthogonality condition (2.9). 

From interpolation theory there follows that 

(3.6} 

provided f e C3' .. 2 . on an interval ~ining .supp(da). For Oegenbauer measures 

do(t) = (1-t2)1 - *dt on (-1,1), widt 0 < ~ < 1, M:onegato (l978b), relying heavily on Szego's 

theory, sho~ tbat 1~+1(t ;da)l < r• on (-1,1], wbich in combination with known bounds for 

lx,.(· ;do) I yields an explicit upper bound for IR,.(f)l in terms of ll/(3a+2)11- Rabinowitz 

(1980) improves this bound sli$hdy and extends it to the case 1 < A. < 2, as well as to Kronrod 

extensions of Gauss-Lobatto rules for - ~ < A. s; 1, A. 7" 0. He: also proves tbat for 0 < A. s; 2, 

A¢ I ~de~ d = 3n+l andd.,; 3n+2 Corn even and odd, teSpeetively, are indeed the exact 

degrees of precision. (When ·A. = l, one bas. exact degree 4n + l, and when A. = 0 exa(;t degree 
I ~! 

4n - 1.) AnaJogous statements are proved for the Kronrod extension of the Gauss-Lobiuto rule. 

Sugo's: ~otic, again, proves invaluable for this analysiS. as it does. in combination widt a result 

(Jf Akrivis and Forster {1984, Proposition 1). to show that the remainder tenn R,. (j) is itldetinite 

if 0:.: l. < 1 and n ~ 2 (RabinOwitz (19~6bD. For A.> l, the question of definiteness is still 

e>pen; it is also open for. Kronrod extensions of Gauss-Lobatto rules for any l. ( widt the obvious 

exceptions). 

··Error const.ants in Davis-Rabinowitz type eStimates of~ reatainder (Davis and Rabinowitz . . . . 
. :·.; ~ . . . 

[1954)) for funCtions analytic on elliptic domains a~ given by Patterson {1968a) for his repeated 
:.1!' 

exrensions of the 3-point Gauss formula. They are compared _with the co~nding constants 

for~ Gauss and Oenshaw~~ fonn~ having the same number of points •. 
! . 

· 4. Computational metl1ocb, numerical tableS. computer programs and applk:ati~ns. 

4.1 CornputQiionat f~!.i!thods. Ktonrod originally computed the Stieltjes pol~ial 

-~.,(·: dt~ ~n power fonn, requiring it to be ol1hogonal (in the sense of (1.14)) to all monomials 
• • • . • it' . . . 

of dCJ"C ~·a •. The zeros of 1tc+t are then obtained· by a rootfmding proceclure, and the weights 
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a.;. a; from a system ot'liilear equations eXpressing~ of (1.10} lor the firSt 2n+l mono-. . 
_mials. (Symmeny, of course, was used throughout) As be himself obsetves. the procedure is 

subject to considerable· loss of accuracy and· dlen:fore requires elevated precision. P_atterson · 

(1968a] acliieves better stability by expanding 1t;+l in Legendre polynomialS and computing the 

coefficients recursively. He does so not only for the Kronrod extension of the Gauss fonnula. but 

likewise for the extension of the Lobatto formula. Further improvements and· simplifications 

result from expansion in Chebyshev polynomials; cf. Piessens and Branders· [1974]. Their pl_l)­
cedure, even somewhat simpllfied and generalized to Ge~ measures, actualiy = be 

extracied from the wolk of Szego (1935], as iS po~ out by Monegato (1978b]; see ~ Mone­

P.O (1979], {1982). For Gegenbauer measures, then. this seems to be the method of choice. 

Once lhe nodes bave been compoted; the ~ghts can be obtained, e.g., by the tOnnulae in (2.11). 

Expansion of x;.1(-; do) in onhogopal polynomials Jt~:(·; do), k = 0, 1 , ... , n+t. how­

ever, is possible for arbitrary measures dCJ.· Replacing pO in (2.9) successively by Jt;(·;do), 

i = 0, 1 • . . . • n, indeed Yields a triangulanystem of equations which can be readily solved. Its 

coefficleitts can be computed. e.g., by ~-Ouistoffel quadmture relative to the measure d a, 

using {(3n + 3)12] poiius; cf. Calio, Gautschi and Marchetti [1986, Sec. 4]. (For another method, 

see Calio, Marchetti and Pizii {1984] and Cafio and Mardletti (1987].) . 

Aoratber d_ifferent approach, resemblipg (in fuel. geoeraliting) lbe well..Jmown.()Olub­

We~ procedure (Golub and Welsch {1969D fot computing:Gauss-Ouisto~el quadrature for-
. . 

mulae is developed by Kautsky and Elhay (1984) and Elh4y and KauiSky {19841 and relies ·on 

eigenvalues of suitably constructed matrices. For the weights, these authors use their own 
. . 

methods and software for generating interpolatory quadrature rules (Kautsky and Elhay (1982]. 

Elhay and Kautsky {198SJ). 

·Instead of computing, as above. tbe Gauss-Kronrod fomtula piec:emW - first the ~eltjes 

poiynoniiai, ~ its zeroS. and finaU.y the weights- it might be preferable to compute these com-. . . -.; 
,· ; . 

ponents all at once. for example by applying Newton's method~ the system of 3n +2 {~-
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. . 
. liDear) equations expressing eQCbleSs.·of dJe.quaclrafule..nde. (2.10) f« socae set of basis. tunc-

dons in P34+t· The feasibility of dlis idea is demonstrated in ~iO. Gautscbi aDd Maitbeui 
(1986), where die lllimeri~ condition of·dle undedying problem. hence ~ stabUity of d1e ~ 

cedure. is also analyzed. it ~ ~ thai this inedlod ~ into seveae ill-coDdiliOnin 
~ one attempts to use it for repeated ~ extenSion (Gautscbi and Notaris (in pepara-

tion)). 

4.2. NUmerical tabla. 1'here are a llUIIlbec of places~ Kronrod ~of n-pbiat · 

Gauss fonnulae ·can ·be found tabulated· ·.Kronrod ~ (ICronrod (1~)). bas· diem 

(tnnsf'oaned ro dte inteaval (O,lD foe" ~ 1(1)40 to 16 ~mats (also in~ fonD!). Jn addi­

tion. he tabulates errors in<:Ul're4 When die formulae are applied to ~ials. PattersOn (t968a) 

(On Jllicroftdle) gives 20 S values for" = 65, and PieSsc:ns (l973J 16 S values for~ = 10. 1bc 

most accurate are dte 33-decimal ra61es. for" = 7." 10(5)30 in Piessens et al. (1983. pp." 19-23). 

Exlettsions of (n+2)-poim LObatto foilll~" = 1(1)7 and 8 = 63. can~ found r0 ~decimals 
. . . 

in P~ {1968a) (on microficbe). and "extensions of.~ (n~~}point ~ f~ 
,. = 2(2) 16 (but incomplete), to ts cb:itttals ia Baratella [1979). 

~ Gauss-Kronrod .extensioos of die 3-poiot Gauss formula, as far up ~ 1be · 127-. ~ . : . . . . . 
point fonnula. are ~ to 20 Signi~ digits in Patterson (1968aJ (on microfiche). and 1be 

255-point fotmula to the same ac:cut3CY itt PaUeaon (1973] (in a Fortran data statement). The . . . .· ..... 
. . tepeatediy-extellded tO-point formula. tbrougb lbc one widt 87 poiots._.is~pen to 33 dcc:inWs in . . . . ~ . . . . 

Piessel_ls et aL (1983, pp. 19~ 26-27). Bxiensions iii d1e seuic of Example 2.6 are ~~~.to 20 

dCcuuals m Pattason [~968bJ (on micro&c:be).·usiog die 33-poiotaod 6S-poiol Gauss foimula. as 

wdl as the 65--poim Lobatto formula as ••base fonnulaeit. 

For meisures otber tban lbe ~-weight measure. chere are 2S S cables of ca.+t)-point 

Gat.lss·Kroorod form~ for d(J(t) = t« Jri(llt)dt on (0.1]. ex= 0. ±!A wb= ;, =.~Sj2S for 

«-o. ~ and a = 4(4)24 for ex= 44 (CaliO, Gautscbi and Man:heai (1986. suppL SS7.:.s63)). 

is stables for abe same weigbt ftmclions. ht ~,. = ~ IPd 12 rm ex= ci ~ aad ~ = Ci ~ 12 . 

tor«=~ are given in CaliO aad Matd1eui·.(1981). · ~. WaJ4vosd aad ~(1984). 

·. 
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proVide . 15-18 S tables of Kronrod-beavy · extensions· of the Gaus$-Laguerre fonnula 

(do(l) = cf"'dt on(O.-)) withn = l,q = 3(1)6 andn = 10, q = 18 (in the notation of Example 

24) •. 
.......... 

. We· ~Y mendon the 16 S tables ~f Pi.essens [1969) of the comptex Gauss-:-Kronrod fur­

mulae, with n ="2(1)12, fur the Bromwkh infegral. ~ the 15 S table of the interpolatory 

(n+l)-point fonnula based ~lcly on the Kronrod nodes. given by Monegato (1982) for 

da(t) = dt aDd.n = 2(1~. . . 

4.3. Computer programs •. Fortran program$ for Kronrod extension of the n -point Gauss 
1 • . • . 

fonnuta are ~Vided in ~re (1970, p. 279] for n =~~and in IJjessens and Brand~ (1974) fur 

aroitl1iJ 11. Dagnino and ·HQrelllino (1984) describe a, Fortran pro~ (listed in _DagninO and 

F~~no · H983D g~ Gau5s-Kronrod fODDulae foe Geg~ measures 

dO'(t) = (1.:;2)~- "dt on (-1.1), 0 s ~ s 2.. ~"' 1. using the amusiVe algoritJuD of Szego as 

resunecfed by Monegato (cf. Subsection 4.1). Programs fur more gener.ll measures are described 

and listed. in cauo and MarcbeUi (1987]~ [1985], tesptctively. . . . 

A IIUlllber of routines employing.~~~ QW.d~ iii_~ ~xt of a~atic 

· iofcgration are discuSsed and listed in PiessenSet at. {1983). 
. . 

· 4.4. Applications. The. original motivation came from a desire .0 estimate the enor of . . 
. . 

Gauaian, Qr adler~ fonn~ (taking die liiOie ~te Kroruud exteiiSion as a substi-. · 

'~ tot die exact. answer) .. ·The need fur~ ~r estUDates has recerdty been bigbljgbted .ht 
~ wiih·ibe devdopmeot ofmr0manc ~pnon sctlemes; see. e.g .. Crailley and Patter·. . . . . . '. 
son [t91tJ.. Patti:rson ·(1973). ~ · [19731 ·and PieSsens et -~ [l983]. For an b.teresting · . . . . . . . . . ·. . . 

~on of ifie. Krorirod ~e ~fenor esdmatioo.. see I..aurie ·[198:5). 'ft •. radler different 

· estiniatiOil ~re is proPosed in Berittsen and Espe1icf[l984). -

• . Pattersoa's repeated .extensions of the 3-poiiu 0Ws-Legeftdre nile (ct ~pie .2.5) has 

been :U. widl some suc:ceSs in certain mettiods tO ComP.Ufe im~ integrals ~in wealdy 

-~ ~ ~ ~ inedtod ~PtOYs _ihe £- atgo~ to acceteme_ ~~of : 
~-~- uysiop aaid"Mo~ (i983n •• _~itable ~fo~tions ~f-~ . . . . . . 

' . 
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Kronrod's idea bas beell applied to otber tjpes of inregnds, tOt exaailple. as already men­

dolled. to tbc Bromwich integral for die mvmion of Laplace cranstorlus (Piesseos (1969D, and to 

61 

• Caudly type siniuJar integra1s ~ Gegenbauer measUres (RabiJiowi!z tl983)). Tbesc 

~IJS..~..,f ,.,_._.., ~ DQt.c;otirel.Y st@i~••*-~ of~ .... 

~a. Q! derivative values, my present diftieulties. niey can be ~ to some 

exteDt. .bY DlOle stable im~· ~wilz (19868]), using. ill ~ ICroarod..IJeavy 

eYfei!Sions (with q. = 2; see ~ample 2.4). For an app1icalion of Kronmcl's idea to-~ tOr- · 

mutae. see Malik (1980). ~and Malik (198Q), (1983). Laurie {1982), Neumaon (1982]. Cools 

and l&egeiunS {19861. £1981) and s~ and EspeliCi [~9rn 

An~ application. S. noted .bJ Batrucand {1976). is tbc use ofGauss-icromoci t'Or­

mwae for compding ~c:oetlicleOts io ~ribogoOat expaoiions. . 

c .. (f)= ll_a;.l t;lJ~ i,.(t)/~)da(t}, 11 = o: 1, 2.:... (4.1} 

~ x,.H= ~ta(·;da) is ·tbc n.th c~egree· o~P;d polynOmial associated with~ ri.easure 
· da.-1be (211+1)-poiot"GausS-KlOarocl fonnula (fOrb~ c.). in diiS caseireduces t.un-. . . . . . . . . . 

(11 +I)-point tonnula, 

c.-~)=·H ... II-~ [~ a;~(;j/(-r;>.+R11 ~,t_f)J.. (4.2) 

· ~ Sf:U1 bas ~-of exacineSs (at bst) 2n + 1.· ·~ oew -~a;. a;.(~ •. bo~~-~ it . 
· .. a; am positiVe.~~. w.bich~detraas ftoin.1be uSeculaeu_ofb tb~-. 

. . .. . . . . .. 
.._ For·Gegeobauer ~ d~ =(t-rY..-"· ·1 "¢ 0,1, RabinowitZ U980j shows ~ ~ · . . . . . . .. 
degree of exactnes'$ 2ia + I (2n + 2 if 11 is odd) is best possible. (4.2) is exaq for polynomialS of . . . . . . . 

degree.311 - 1, When 1 = 0, and of degtee 3n + t, ~ 1 = I, ~lh of whiCh is~ best possi­

ble. Tile ~ precision is lbus ~ for foutier~ coeflidents of abc. seConc,t 
-tiud. ... 

-F"ulitc element aJ?.d projection m~ (requeody rely on IIUIDCd~ iDJegt3tioa but so. far. . . . . 
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NEWTON'S METHOD AND GAUSS-KRONROD QUADRATURE* 

Walter Gautschi and Sotirios E. Notaris 

Departments of Computer Sciences and Mathematics 
Purdue University, West Lafayette, Ind., U.SA. 

1. Introduction 

' One of us, jointly with CALIO and MARCHElTI (1986), considered the application of 

Newton's method (for large nonlinear systems of equations) in the context of computing 

Gauss-Kronrod quadrature rules. With the equations set up in an appropriate manner, it was 

found that, by careful choice of initial approximations and continued monitoring of the itera-

tion process, the method could be made to work for rules with up to 81 nodes ( 40 Gauss and 

41 Kronrod nodes). This was documented for the Legendre weight on [-1,1] (where in fact 

formulae with up to 161 nodes were computed) and for weight functions on [0,1] involving 

logarithmic and algebraic singularities. Further evidence of the feasibility of Newton's 

method, also for Kronrod extension of Gauss-Radau and Gauss-Lobatto formulae, is contained 

in NOTARIS's thesis (1988). If one attempts, however, to repeat Kronrod extension in the 

manner of PATTERSON (1968), one discovers that Newton's method quickly deteriorates and 

* Work supported, in part, by the National Science Foundation under grant CCR-8704404. 
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eventually fails to converge. The purpose of this note is to shed some light on the reasons for 

this failure of Newton's method. One of these is the excessive magnitude of the inverse Jaco-

bian of the nonlinear system (evaluated at the solution) which comes about because of a pecu-

liar behavior of a certain polynomial responsible for the magnitude of this inverse. Graphical 

evidence is provided to underscore the phenomenon. 

For simplicity we consider only integrals over a finite interval (standardized by (-1,1]) 

with constant weight function. 

2. Extension of quadrature rules 

Given anN-point quadrature rule QN(j) of the form 

N 
QN(j) = L OOv /('Cv)' -1 < tN < 'CN-l < . . . < 'Ct < 1' (2.1) 

v=l 

approximating the integral! (j), 

QNif) = l(j) = L: f(t)dt ' (2.2) 

we call Kronrod extension of QN, in notation 

(2.3) 

the quadrature rule QN'if) with N' = N + (N + 1) = 2N + l nodes, N of which being the given 
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nodes tv in (2.1) and the additional N+1 (the "Kronrod nodes") and all2N + 1 weights being 

determined to achieve maximum algebraic degree of exactness for QN'if). Hopefully, the 

N + 1 Kronrod nodes are all real and fit nicely into the N + 1 spaces between the nodes tv and 

between the extreme nodes t 1, tN and the corresponding endpoints 1, -1 of the interval of 

integration. Unfortunately, however, this is not guaranteed in general. Letting 

N 
1tN(t) = IT (t -tv) 

V=l 
(2.4) 

denote the (given) node polynomial, it is known that the Kronrod nodes must be the zeros of 

the (monic) polynomial1t~+1 of degree N +1 (if it exists) satisfying the orthogonality property 

/ 1 * 
_1 1tN+l (t)p(t)1tN(t)dt = 0, all p E PN . (2.5) 

Since this is orthogonality with respect to a sign-changing "weight function", 1tN, the usual 

properties of classical orthogonal polynomials can no longer be expected to hold. Even the 

existence of 1t~+1 is in doubt, unless the Hankel matrix HN+1(1tNdt) = [L: ti+k1tN(t)dt J;k=O 
is known to be nonsingular. 

By repeated Kronrod extension we mean a sequence of Kronrod extensions (all assumed 

to exist), 

(2.6) 

where 

No = n , Nk = 2N1-1 + 1 , k = 1, 2, 3, . . . . (2.7) 
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Example 2.1: Gauss-Kronrod formula [KRONROD (1964)]. 

This is the Kronrod extension 

(2.8) 

of then-point Gauss formula Qn(j) . It has all the desirable properties- interlacing of nodes 

.. 
[SZEGO (1935)] and positivity of weights (MONEGATO (1978)]- for each n = 1, 2, 3, 

Example 2.2: Gauss-Kronrod-Patterson formulae. 

These are the repeated Kronrod extensions (2.6), (2. 7) for n = 3 and Q 3 (j) the 3-point 

Gauss formula, 

(2.9) 

The chain of quadrature rules has been computed numerically by PATTERSON (1968), (1973) 

through Q255(j). Remarkably, both the interlacing and positivity properties appear to hold for 

each extension, although no proof of this has ever been given. 

3. Extension by Newton's method 

Traditionally, the Kronrod extension (2.3) is computed by first obtaining rr~+1 in (2.5), 

for example by expansion in Legendre or Chebyshev polynomials, then applying a rootfinding 

procedure to compute the zeros of rr~+ 1 and finally (if the zeros are all real) computing the 

weights of the Kronrod extension as those of an interpolatory quadrature rule. The first two 
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steps can be combined into one by using eigenvalue techniques [see, e.g., ELHA Y and KAUT-

SKY (1984), FREY, and WALDVOGEL and FREY]. 

Here we try to obtain all quantities of interest at once, by applying Newton's method to 

an appropriate system of nonlinear equations. If we write (2.3) as 

N N+l ,. ,. 
QN(j) C Q2N+l (j) = L CJv/('tv) + L CJ~('t~) • (3.1) 

v=l ~=1 

where the 'tv are prescribed and av. a;, 't: are unknowns, the system of equations is taken to 

be 

(3.2) 

where Pk is the normalized Legendre polynomial of degree k and m~c = L: P~c(t)dt = "'2 O~c,o 

with Bo.o = 1, o~c, 0 = 0 for k > 0. 

't; , ... , 't~+d e R 3N+2 denote the vector of unknowns, we write (3.2) in the form 

g(x) = 0, g: 1R.3N+2---+ R3N+2 , (3.3) 

where g has as kth component Q2N+l (p~c)- m"' k = 0, 1 , ... , 3N + l. We assume here that 

the extension (3.1) exists and has real nodes 't~. 

Newton's method for (3.3) can then be written in the form 

(3.4) 

where x 0 e R 3N+2 is a suitable initial approximation and g' denotes the Jacobian matrix of g. 
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If symmetry is present, as in Examples 2.1 and 2.2, the system (3.3) can be reduced to 

essentially half its size, and in practice Newton's method need only be applied to this reduced 

system. For our qualitative study we shall ignore this simplification since Newton's method 

applied to the full system produces the same approximations as Newton's method applied to 

the reduced system, if the initial approximation of the former is the symmetric extension of 

that of the latter. Neither shall we concern ourselves here with other practical matters, such as 

' the choice of initial approximations, for which we refer to CALIO et al. (1986). 
,t, 

As. to convergence of Newton's method (3.4), suppose that 

llg"(x0)11F S.Mo on U0 = {x e R3N+2: llx -xo II S. 211~ II}, (3.5) 

where I 1 g" I I '}; is the sum of the squares of all second partial derivatives of all components of 

g, and vector norms are Euclidean norms. A sufficient condition for convergence then is 

[OSTROWSKI (1966, p. 187)] 

9o < 1 , 9o: = 2M o I I~ I I · II [g'(xo)r1 I IF , (3.6) 

where now I I· I IF denotes the Frobenius matrix norm. 

If we denote by ~ e R3N+Z the exact solution of (3.3) and assume that tt; #: 0, 

1.1. = 1, 2, ... , N + 1, then a straightforward adaptation of an argument in GAUTSCHI (1982, 

Thm. 3.1) yields 

{ }
'/2 

1 1 [g'<~>r1 1 1 F = L: 4>N<t>dt • (3.7) 

where 
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N 2 N+l [ 2 1 l 
«<>N == L av + L 13~ + 6. •2 yJ 

v=l ~=1 u~ 

(3.8) 

is a polynomial of degree 6N + 2 expressed in terms of elementary Hermite interpolation poly-

nomials ely, !3~, 'Y~ defined by 

Clv (~A.) == OvA. , 

13~ (~A.) == 0' 

'Y~~A.) == 0' 

Clv~;) == 0' 

J31i <~;) == oliK • 

'Y!i(~=) == 0' 

From the definition (3.8) of «<>N, and (3.9), it readily follows that 

c!>N(l) > 0 ' all t E R ' 

«<>N(~) == l, V == l, 2, ... , N , 
A* ' A* 

«<>N(t~) == 1 ' c!>N('t~) == 0' l.1. = 1, 2' ... ' N + 1 . 

(3.9) 

(3.10) 

We emphasize that (3.7) is an equality. not an inequality, and that it holds for any Kron-

rod extension with real distinct nodes and a; :F. 0, including those that may arise as links in a 

chain of repeated Kronrod extensions. 

4. Numerical behavior of Newton's method 

Since notable differences were observed in the performance of Newton's method for one-

time and repeated application of the Kronrod extension process, we carried out controlled 

experiments for the Gauss-Kronrod extension (2.8) and the Gauss-Kronrod-Patterson exten-

sions (2.9) in order to (i) observe to what extent the sufficient condition of convergence (3.6) 

was satisfied (approximately) for various initial approximations at preassigned accuracy levels; 
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(ii) see how satisfaction or violation of (3.6) correlates with actual convergence or divergence 

of Newton's method; (iii) understand the principal factors responsible for convergence or 

divergence. All computations were carried out in double precision on the DEC VAX 11fi80 

computer (machine precision=:: 2.78x1o-17 ). 

Since accurate answers for the solutions ~ are available in the literature, it was easy to 

select initial approximations xo having preassigned accuracy, say I I xo -~I I =::e. In reporting 

A 
our results, we approximate M0 in (3.5) by M = llg"(~) I lp and r0 = II (g'(xo)r1 I IF by 

f- = I I (g'(~)r1 I IF as given in (3.7). The resulting approximation for 00 in (3.6) is denoted 

1\ 1\ 1\ 1\ 
by 0; thus, 0 = 2Mf'l I~ I I. 

In our first experiment we applied Newton's method to compute the Gauss-Kronrod 

extension (2.8) for n = 3, 7, 15, 31, starting with initial approximations x 0 at accuracy levels 

1\ A A 
e = 10-14, e = 10-10, and e = 10-6• In each case we computed the quantities I I~ I I, M, r, e. 

Table I. Convergence study of Newton's method applied to (2.8) with n :;::; 3, 7, 15, 31 

1\ 1\ 1\ 
n € 11~11 M r e 

3 10-'14 9.7(-15) 2.8(2) 1.6(0) 8.7(-12) 
10-10 1.3(-10) 1.2(-7) 
10-6 1.1(~) 9.9(-4) 

7 10-14 2.1(-14) 2.4(3) 1.4(0) 1.4(-10) 
10-10 1.7(-10) 1.1(~) 
10-6 1.8(~) 1.2(-2) 

15 to-14 2.2(-14) 2.0(4) 1.4(0) 1.2(-9) 
10-10 1.8(-10) 1.0(-5) 
10-6 1.6(~) 9.0(-2) 

31 10-14 2.1(-14) 1.6(5) 1.3(0) 8.7(-9) 
10-w 1.9(-10) 7.9(-5) 
10-6 2.4(~) 1.0( 0) 
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The results are displayed in Table I. (Integers in parentheses denote decimal exponents.) It 

can be seen that the sufficient condition (3.6) is amply satisfied at all accuracy levels shown, 

except for 6-digit initial approximation when n = 31, in which case it is just barely satisfied. 

Actually, Newton's method did in fact converge in all cases. 

Our second experiment is an analogous study of the first four Gauss-Kronrod-Patterson 

extensions in (2.9), i.e., (3.1) with N = 3, 7, 15 and 31, and the nodes tv on the right of (3.1) 

being those of theN-point Gauss-Kronrod-Patterson formula (the Gauss formula, when N = 3). 

The results obtained are shown in Table II. (The case N = 3 in Table II is identical with the 

case n = 3 in Table I.) 

Tabel II. Convergence study of Newton's method applied to (2.9) 

1\ 1\ 1\ 
N e IIAqll M r e 

3 10-t4 9.7(-15) 2.8(2) 1.6(0) 8.7(-12) 
10-10 1.3(-10) 1.2(-7) 
10-6 1.1(-6) 9.9(-4) 

7 10-14 1.9(-14) 2.3(3) 1.5(0) 1.3(-10) 
to-Io 1.6(-10) l.l(-6) 
10-6 2.1(-6) 1.4(-2) 

15 10-14 2.2(-14) 1.7(4) 7.9(0) 5.9(-9) 
10-10 2.0(-10) 5.4(-5) 
10-6 2.3(-6) 6.2(-1) 

31 10-14 1.4(-10) 1.3(5) 9.6(5) 3.5(+1) 
10-10 2.6(-10) 6.5(+1) 
10-6 9.5(-5) 2.4(+7) 

1\ 
What is most notable in Table II is the large jump of r going from N = 15 to N = 31. 

1\ 
The value of r for N = 31 is about 106 times as large as the corresponding value in Table I. 

1\ 
This leads to values of the convergence index e considerably larger than 1. (Fore= 10-14-, the 

. 1\ . 
relatively large value of I I Ao I I, and hence the large value of e. is in part due to double-
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precision rounding effects.) It was observed that Newton's method with initial approximations 

at the accuracy levels £ shown converges only when N = 3, 7 and 15, but not for N = 31. 

1\ 
In order to appreciate and to understand the well-behaved and ill-behaved nature of r in 

.the contexts of (2.8) and (2.9), respectively, we display in Figures 1 and 2 the polynomial c!IN 

1\ 
of (3.8) [which determines r according to (3.7)] in the case (2.8) for n = 3, 7, 15, 31 and in 

the respective cases of (2.9). [For n = 3, the graphs are identical.] Only half of the graphs are 

shown, since they are symmettic with respect to the origin. 

1.4 u 

n = 3 n = 7 l.l u 

t.O 1.0 

0.8 G.l 

o.6 OA 

0.4 G.4 

O.l u 

0.0 0.0 
0.0 1.0 0.0 G.2 0.4 G.d 0.1 t.o 

1.4 

n = lS 
u 

1.0 

G.l 

OA 

G.4 

11.1 

0.0 
0.0 O.l 0.4 o.6 0.1 1.0 

1.0 

Fig. 1. The behavior of •N in the case of (2.8), n = 3, 7, 15, 31 
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u 
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N =3 N=1 
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1.l 

u 
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O.l 
O.l 

0.0 
Q.O 0.0 O.l 0.4 Q,6 1.0 
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·- N = 15 
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1.00.00 l.Oe<Cl 

1.0..00 

lJle.Ol !Jle.Ol 
0.0 G.l 0.4 G..6 G..6 Ul 0.0 O.l u LD 

Fig. 2. The behavior of $N in the first four extensions of (2.9) 

It can be seen that for one-time Kronrod extension, $N is less than 1 over most of the interval 

[-1,1], the exceptions occurring very close to the endpoints± 1. For repeated Kronrod exten-

sion, the story is quite different! 
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An Algebraic Study of Gauss-Kronrod Quadrature 
Formulae for Jacobi Weight Functions* 

By Walter Gautschi and Sotirios E. Notaris 

Abstract. We study Gauss-Kronrod quadrature formulae for the Jacobi weight function 
wC,.,Ill(t) = (1-t)"(1 +t)ll and its special case a= {J = .\-! ofthe Gegenbauer weight 
function. We are interested in delineating regions in the (a, {J)-plane, resp. intervals in 
.\, for which the quadrature rule has (a) the interlacing property, i.e., the Gauss nodes 
and the Kronrod nodes interlace; (b) all nodes contained in ( -1, 1); (c) all weights 
positive; (d) only real nodes (not necessarily satisfying (a) and/or (b)). We determine 
the respective regions numerically for n = 1(1)20(4)40 in the Gegenbauer case, and for 
n = 1(1)10 in the Jacobi case, where n is the number of Gauss nodes. Algebraic criteria, 
in particular the vanishing of appropriate resultants and discriminants, are used to 

. determine the boundaries·of the regions identifying properties (a) and (d). The regions 
for properties (b) and (c) are found mO!"e directly. A number of conjectures are suggested 
by the numerical results. Finally, the Gauss-Kronrod formula for the weight wC<>,I/2) is 
obtained from the one for the weight wC<>,o), and similarly, the Gauss-Kronrod formula 
with an odd number of Gauss nodes for the weight function w(t) = ltl"'(l - t2)" is 
derived from the Gauss-Kronrod formula for the weight w<<>,(l+-,)/2). 

1. Introduction. A Gauss-Kronrod quadrature formula for the (nonnegative) 
weight function w on [a, bJ is a quadrature formula of the form 

{b n n+l 

(1.1) Ja f(t)w(t) dt = E u.,f(r.,) + E u;J(r;) + R..(J), 
a v=l IJ=l 

where Tv= T~n) are the Gaussian nodes (i.e., the zeros of1rn(·;wdt), the nth degree 
(monic) orthogonal polynomial relative to the measure du(t) = w(t) dt on [a, bJ) and 
the nodes r; = T~n)• {the "Kronrod nodes") and weights u., = utnl, u; = u~n)• are 
determined such that (1.1) has maximum degree of exactness 3n + 1, i.e., 

(1.2) R..(J) = 0, all J E Pan+l· 

It is well known that r; must be the zeros of the (monic) polynomial1r:+1 of degree 
n+ 1 orthogonal to all polynomials of degree n with respect to the "weight function" 

(1.3) w* (t) = 11'n(t; w dt)w(t) on [a, bj. 

Even though 11'n, and hence w•, changes sign on [a, bJ, it is known that 1r:+l exists 
uniquely (see, e.g., Gautschi [3, Section 3.1.21). There is no guarantee, however, 
that the zeros r; of 1r:+1 are inside the interval [a,bJ, or real, for that matter. 

Received June 18, 1987. 
1980 Mathematic8 Subject ClaBBification (1986 Revision). Primary 65032; Secondary 33A65. 
Key words and phTaBes. Gauss-Kronrod quadrature formulae, orthogonal polynomials. 
•This work was supported, in part, by the National Science Foundation under grant DCR-

8320561. . 
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232 WALTER GAUTSCHI AND SOTIRIOS E. NOTARIS 

Our interest here is indeed in obtaining precise information about the reality and 
location of these zeros, as well as the positivity of all weights. We are studying 
these questions in the case where w is the Jacobi weight function, 

(1.4) -1 < t < 1,a > -1,{3 > -1, 

or its special case, the Gegenbauer weight 

(1.5) WA(t) = W(A-1/2,A-1/2)(t), -1 < t < 1, >. > -!· 
We say that the nodes of (1.1) interlace if they are all real and, When ordered 

decreasingly, satisfy 

(1.6) -oo < T~+I < Tn < T~ < · · · < r; < T1 < r: < oo. 

Our objective is, for each fixed n = 1, 2, 3, ... , to determine domains of the param­
eters a, (J and >., respectiVely, in which either of the following properties holds: 

(a) The nodes r.,, r; interlace. 
(b) All nodes r.,, r;, in addition to satisfying (1.6), are contained in (-1,1), 

i.e., -1 < r;+I and ri < 1. 
(c) The nodes interlace and each weight u., is positive. (The positivity of u; 

is equivalent to the interlacing property; see Monegato [5, Theorem 1).) 
(d) All nodes, without necessarily satisfying (a) and/or (b), are real. 

To answer these questions, we start from the known fact (see, e.g., Gautschi 
[3, Section 2.1.2)) that all properties (a)-( d) hold for the Gegenbauer weight (1.5}, 
or the Jacobi weight (1.4) with a = (J = >.- !, when 0 < >. < 1. Moving the 
parameters a, (J, or>., continuously away from this segment induces a continuous 
motion of the nodes r.,, r;, which, initially, are constrained to move on the real 
line. The interlacing property breaks down the first time a node r; collides with 
a node r.,. The polynomials ?rn and "":+l then have a common zero, a fact that 
can be detected.by determining when the resultant R(?rn,?r:+I) of ?rn and "":+1 
vanishes (for the first time). When a collision occurs, the nodes r.,, r; involved most 
likely cross each other, so that there are now two Kronrod nodes captured between 
two Gauss nodes. Only now is it possible that two Kronrod nodes may collide, 
giving rise to a pair of complex Kronrod nodes. The occurrence of this event can 
be detected by determining the appropriate zero of the resultant R(1r~+1> ""~~d· 
This allows us to settle property (d). Properties (b) and (c) are easily dealt with 
by examining when (for the first time) (r~+I + 1)(r: -1) = 0, and u., = 0 for some 
11, respectively. 

In Section 2 we carry out this program for the Gegenbauer weight (1.5). The 
success of the calculations, particularly when n is large, depends crucially on the 
resultants involved being computed in a stable manner. This is discussed in Section 
3. In Section 4 we report on limited explorations for the case of the Jacobi weight 
(1.4). Section 5 presents analytic treatments of Gauss-Kronrod formulae for Jacobi 
weights with parameter (J = ! and for the weight function w(t) = ltl7 (1 - t2)'\ 

a> -1, 'Y > -1, on (-1,1). 

2. Gegenbauer Weights. We consider here the weight function (1.5), that is, 

(2.1) WA(t) = (1- t2)A-l/2 , -1 < t < 1,). > -!· 
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Using 

t t2m(l- t2)>.-1/2 dt = {1 xm-1/2(1- x)>.-1/2 dx 
l-1 lo 

=B( !~ !)·=r(m+!)r(~+i) 
m + 2' + 2 f(m + ~ + 1) ' 

m =0,1,2, ... , 

it is straightforward (though tedious, at times) to compute 1rn 1 1r:+1 explicitly for 
the first few values of n. One obtains, for n = 1, 2, 3 and 4, 

(2.21) ( ) *( ) 2 3 11"1 t = t, 11"2 t = t - 2(~ + 2), 

2 1 *( 3 3 1r2(t)=t - 2(~+l)' 1r3 t)=t- ~+ 3 t, 

(2.23) 
- 3 3 • - 4 5 2 5 16 - ~ 

1r3(t)-t -2(~+2)t, 1r4(t)-t- ~+4t +4(~+4)2(~+5)' 

() - 4 3 2 3 
11"4 t - t - ~ + 3 t + 4(~ + 2)(~ + 3)' 

• ( ) - 5 15 3 15 ~ + 20 
1rs t -t -2(~+5)t +4(~+5)2(~+6{ 

Likewise, using the formula (Monegato [5, Eq. (2.5)]) 

(2.3) 17(n) _ ~(n) + ll1rnll! 
v - v • ( (n)) 1 ( (n))' 11"n+1 Tv 1rn Tv 

where ~~> are the Christoffel numbers (i.e., the weights in the Gaussian quadrature 
rule) and II· llw the L2-norm for the weight function (2.1), one obtains 

(2.41) (1} 2Ji f(~ + 3/2) 
171 = T r(~+2) ' 

c2> c2> 3Ji f(~ + !H~ + 1)2 
(2.42) <11 =o-2 =-2-f(A+1)(~+2)(5~+3)' 

(3} (3) 5y'i f(~ + !HA + 2)4(2~ + 3) 
(2.4a) 171 = 173 = -3-r(~ + 2)(~ + 3)(26~3 + 153A2 + 336~ + 160)' 

(3) _ sy'ir(~ + 5/2)(40 + 1~- 2A2) 
172 - 15 r(~ + 4)(16- ~) , 

(2.44) . '-
1714) = 17~4) =~X 

2 
r(A + 3/2}(A + 2)(A + 3}4[(A + 5}(A + 6}(2A + 3} + w(A + 2}(A2 -15}) 

r(A + 5}w(w + 3}(2A- w + 3}[5A4 + llA3 - 109A2 - 465A- 450 + w(A + 2}(A + 5)(A + 6}(3A + 5})' 

17~4) = 17~4) =same expression with w replaced by - w, 

where w = [3(2~ + 3)/(~ + 2)]112 in (2.44 ). 

For n = 1, the Gauss-Kronrod rule is the 3-point Gauss rule and therefore 
satisfies properties (a)-(d) for all ~ > -!· If n = 2, Eq. (2.22) shows that (a) 
[hence also (d)J holds .for all~ > -! and (b) for all ~ > 0, while Eq. (2.42) shows 
that (c) holds for all A > - j. We now discuss in detail the two cases n = 3 and 
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n = 4 for which we have analytic expressions for all the quantities of interest. They 
are representative for the cases n odd and n even, respectively, to be discussed 
subsequently. 

If n = 3, the polynomials 1r3 and 1r4 have common zeros if and only if either 
1r4(0) = 0 (in which case 0 is a common zero) or the polynomials 

have a common zero. The former, by (2.23), is true exactly for..\= 16, whereas the 
latter is true precisely if the resultant of P3 and P4 vanishes, 

1 
3 

0 
2(..\ + 2) 

(2.5) R(p3,p4) = 0 1 
3 =0. 

2(..\ + 2) 

1 
5 5 16- ..\ 

..\+4 4 (..\ + 4) 2 (..\ + 5) 

An easy calculation shows that 

The cubic polynomial on the right has one real zero at -.6447375 ... and a pair of 
conjugate complex zeros, hence is positive for all..\>-~. Therefore, R(p3 ,p4) < 0 
for all ..\ > -~. It follows that (a) is true precisely for -! < ..\ < 16, there 
occurring a collision of nodes at the origin when ..\ = 16, but no other collisions. 
Since the zeros of 1r4 are symmetric with respect to the origin, 1r4 has a double zero 
at the origin when ..\ = 16, which splits into a pair of conjugate complex zeros as 
..\ increases beyond 16. Indeed, the constant term of p4, hence at least one of the 

_ zeros of p4, becomes (and remains) negative, giving rise to a pair of complex zeros 
of 1r4. Therefore, (d) is true exactly for -~ < ..\ :5 16. Property (b) is discussed 
most easily by noting that it is equivalent to 1r4 ( 1) > 0. Indeed, ri < 1 clearly 
implies 1r4(1) > 0, while, conversely, 1r4(1) > 0 implies ri < 1 since otherwise, by 
the interlacing property, Tt < 1 :5 rj, meaning that 1r4(1) :50. Since, by (2.23 ), 

(2.7a) 

we have property (b) precisely if..\> 0. The cubic polynomial in the denominator 
of o-13' [cf. (2.4a)) being the same as the one in (2.63), hence positive for all..\> -t, 
it follows that o-~3 ) > 0 for all ..\ > -!- Assuming -~ < ..\ < 16, we have, on the 

other hand, o-~3 ) > 0 if and only if 40+ 7 ..\- 2..\2 > 0, i.e., -t < ..\ < !(7 + 3v'4f) = 
6.552343 .... This settles property (c). 

Now consider n = 4. Since 1r4(0) "I 0, the origin is never a common zero of 
11"4 and 1r5, and 1r4, 7rs have a common zero if and only if the same is true for 
the polynomials 7r4(Vx) =: p4(x) and (y'x)-17r5(y'x) =: P5(x). Using (2.24), a 
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somewhat lengthy computation gives 

R(p,,p~) = - 196 (A+ 2)-2 (A + 3)-2 (A + 5)-4 (>, + 6)-2 

(2.6,) X [29A6 + 1273A5 + 11904A4 + 48385A3 

+ 91925A2 + 78000A + 22500]. 

The polynomial in brackets has two real zeros at -.580667 ... and -32.863977 ... 
and two pairs of conjugate complex zeros. Consequently, R(p4 ,p5) < 0 for all 
A > -!, and property (a) [hence also (d)J holds for all A > -l· From (2.2,) we 
find 

(2.7,) 1r5(1) = l(A + 5)-2(A + 6)-1 A(4A2 + 34A + 25), 

where the quadratic has the two negative zeros -.813068 ... and ~7.686931. .. , 
hence remains positive for A > -l· Property (b), i.e., 1r5(1) > 0, therefore holds 
precisely for A > 0. Another lengthy (but elementary) computation, based on 
(2.4,), shows that u14l is positive for all A > -!, but u~4) > 0 only if A < 
51.7868606883 ... , the unique positive root of A3 - 47A2 - 245A -150 = 0. Thus, 
property (c) holds precisely if this last condition is satisfied. 

The results for 1 :5 n :54 are summarized in Table 2.1, which shows the interval 
A~ < A < A~ in which property (p) holds, p = a, b, c, d. An extended table for 
n = 5(1)20(4)40 is given as Table A.1 in the appendix ... The reasonings used to 
compute Table A.1 were similar to the ones explained in the cases n = 3 and n = 4, 
and are now briefly described. 

TABLE 2.1 

Property (p) (p = a, b, c, d) for 1 :5 n :5 4. 

n All 
n 

All 
n Ab 

n 
Ab 

n 
Ac 

n 
Ac 

n 
Ad 

n 
Ad 

n 

1 1 
00 

1 
00 

1 
00 1 00 -2 -2 -2 -2 

2 1 
00 0 00 

1 
00 

1 
00 -2 -2 -2 

3 1 16 0 16 -t (7 + 3v'4I}/4 1 16 -2 -2 

4 1 00 0 00 1 51.786 ... 1 
00 -2 -2 -2 

It is convenient to distinguish between n = 2m even, in which case we write 

11'2m(Vz) = Xm + a2m,1Xm-1 + ''' + a2m,m =: P2m(X), 

(2.8eve~} 1 r.; 1 
.;z11'2m+l(vx) = Xm + b2m+1,1Xm- + · · · + b2m+1,m =: P2m+l(x), 

and n = 2m - 1 odd, in which case we write 

1 ( '-) m-1 m-2 . r.;11'2m-1 V X =X + a2m-1 1X + ·' · + a2m-1 m-1 vx . , , 

=: P2m-1 (x}, (2.8odd) 

11'2m(Vx) = Xm +~m,1Xm- 1 + · ·· +~m,m =: P2m(x). 

**Professor I. P. Mysovskih informed the first-named author by letter of October 28, 1987, that 
L. N. Puolokalnen [7], in a 1964 diploma paper prepared under his guidance, obtained ~~ = -! 
for n = 1(1)7 and the same values of A~, n = 1(1)4, as shown in Table 2.1. She furthermore 
calculated 6D values of A~, n = 5(1)7, which agree with ours in Table A.1 to 4-5 significant 
digits. 
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(Computational details for generating the coefficients in (2.8) and for the procedures 
to be described will be discussed in Section 3.) 

To examine property (a), note that in the case n = 2m, since a2m,m =F 0, the 
. polynomials '11'2m and '11'2m+l have a common zero if and only if P2m and P2m+l do, 
i.e., precisely if the resultant R(P2m.P2m+l) vanishes. This resultant, of course, 
has a constant sign on the interval 0 < A < 1; in all cases computed, it was found 
that the sign on-! < A ~ 0 remained the same. Consequently, A: = -!· The 
quantity A: is the first value of A for which the resultant vanishes. This value 
was determined by a preliminary search, followed by the bisection method. The 
case n = 2m - 1 is handled similarly, except for the additional possibility that the 
origin is a common zero of '11'2m-1 and '~~'2m· This was detected (if the case indeed 
occurs) by the coefficient b2m,m changing its sign. Our numerical work suggests 
the following 

CONJECTURE 2.1. The Kronrod nodes r~n)• and Gauss nodes r~n) for the weight 
function W>. in (2.1) interlace if-! <A< A:, where A: are certain constants> 1. 
(For numerical values of A:, n = 1(1)20(4)40, see Tables 2.1 and A.l.) 

Property (b), as in the cases n = 3, 4, is settled by determining the subinterval of 
(-!,A:) in which '11'~+1 (1) > 0, and property (c) by determining the subinterval of 

(-!,A:) in which utnl > 0 for allv = 1, 2, ... , n. The results can be summarized 
as 

CONJECTURE 2.2. The Kronrod nodes r~n)• and Gauss nodes r~n) for the weight 
function W>. in (2.1), in addition to interlacing, are all contained in (-1,1) ifO < 
A < A:, where A: are the constants in Conjecture 2.1; some Kronrod nodes are 
outside of [-1, 1] if A< 0. 

CONJECTURE 2.3. The Kronrod nodes and Gauss nodes for the weight function 
W>. in (2.1) interlace, and all weights utnl are positive, if-! < A <A;, where A; 
are certain constants 1 <A~ <A:· (For numerical values of A~, n = 1(1)20(4)40, 
see Tables 2.1 and A.l.) 

Property (d), finally, needs to be considered only for A ;;:: A: and requires the 
examination of discriminants. Complex zeros (of '11'~+ 1 ) indeed can only arise from 
multiple zeros, i.e., after R('ll'~+l• 'll'~i. 1 ) has vanished. The discussion of this again 
depends, in part, on the parity of n. If n = 2m, we write 

Jx'11'2m+1(Vx) = Xm +b2m+1,1Xm-1 + · .. +b2m+t,m =: P2m+l(x), 

(2.9even) 'll';:n+l ( JX) = (2m+ 1 )xm + (2m - 1)b2m+1,1xm-l + · · · + b2m+1,m 

=: q2m+l(x), 

and if n = 2m - 1, 

'~~'2m( vx) = xm + ~m,1Xm- 1 + ... + b:~m,m =: P2m(x), 

(2.9odd) 
1 

.ji'll';:n( JX) = 2mxm-t +(2m- 2)b2m,tXm-2 + .. · + 2b2m,m-1 

=: q2m(x). 

There are two possibilities: Either the common zero of '11'~+1 and '11'~+ 1 is also 
a zero of 'll'n, or it is not. The first case can only occur if two Kronrod nodes 
collide with one another and simultaneously with a Gauss node. If n is even, this 
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is unlikely to occur and, in fact, was never observed. It is also unlikely, and was 
not observed, when n is odd, unless the collision takes place at the origin, · 

(2.10) (n =2m- 1 odd), 

in which case, since A~ A~, we must have A=~- The event (2.10) indeed seems to 
occur whenever min (2.10) is even; then, moreover, b2m,m in (2.9odd) was observed 
to change sign from positive to negative (cf. the discussion of property (a) above). 
This means that for A immediately beyond A~, the polynomial P2m has at least 
one negative zero (since m is even!), hence 1r;m a pair of conjugate complex zeros. 
Consequently, A~ = A~ in this case. 

If the common zero of 1r:+1 and 1r:+1 is not a zero of 11"n, then necessarily 
A~ >A~. It was found, then, that b2m+1,m and b2m,m in (2.9) do not vanish, so 
that the zero in question cannot be the origin. It then follows that 1r:+1 and 1r:+1 

have a common zero if and only if P:+t and q:+l do, i.e., if R(p:+l, q:+1) = 0. This 
event again can be determined by a search and bisection procedure. It transpired 
that the resultant R(p:+ 1 , q:+ 1) not only vanishes for some A = A • > A~, but also 
changes sign there. Since 

R(p:+l, q:+l) = II p:+l (~I'), 
I' 

where~,. are the zeros of q:+l (cf. [10, Section 5.9]), a pair of positive zeros of P:+t 
(and hence a pair of real zeros of 1r:+d coalesce and then disappear as A passes 
through A*, i.e., P:+t (and hence 1r:+1) has a pair of conjugate complex zeros for 
A immediately beyond A •. There follows A • = A~. Thus we form the 

CONJECTURE 2.4. All Kronrod nodes T~n)• for the weight function w~ in (2.1) 
are real if -! < A $ A~, where A~ ( n f:. 1, 2, 4) are certain constants either slightly 
larger than A~, or equal to A~, the latter precisely if n = 4r- 1, r = 1, 2, 3, .... 
(For numerical values of A~, n = 1(1)20(4)40, see Tables 2.1 and A.l.) 

3. Computational Considerations. All computations were performed on the 
CDC 6500 computer in single or double precision (machine precision 3.55 x 10-15 

and 1.26 x 10-29 , respectively). 
Two different methods were used to compute the various resultants involved. One 

is an obvious extension of the method exemplified in Section 2. The coefficients 
an,k of the polynomial Pn (cf. (2.8)) are first computed by a recurrence relation 
that results from the linear relation connecting three consecutive 1rr. of the same 
parity. The coefficients bn,k of P:+t (cf. (2.8)) then satisfy a system of linear 
algebraic equations expressing orthogonality of 1r:+1 (with respect to the weight 
function w• = w~1rn) to the first [(n + 1}/21 odd powers. This system has been 
solved using the LINPACK [21 routines SGECO, SGESL (and their double-precision 
companions), whereupon the resultants of Pn and P:+t and of p:+I and q:+l can 
be computed in determinant form (cf. [10, Section 5.8, Eq. (5.20)1), using again the 
factoring routine SGECO and its double-precision version. The major weakness 
of this approach is the severe ill-conditioning of the determinants involved. Their 
condition numbers (as estimated by SGECO) range from about 105 for n = 6 to 
about 1016 for n = 20, precluding the safe use of our procedure in single precision, 
and also its use in double precision much beyond n = 20. 
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To avoid (or at least alleviate) this problem of ill-conditioning, we express the 
polynomial 1r~+ 1 in terms of Gegenbauer polynomials and compute the expansion 
coefficients from a triangular system of equations as described in [1, Section 4], 
using Gauss-Jacobi quadrature to generate the matrix elements. If n = 2m is even, 
we then have [10, Section 5.9] 

R(P2m,P2m+I) = ft P2m+l(r~) = fi [: 1F2m+1(r,.)] 
jJ=1 jJ=1 ,. 

(3.1even) 

and, if n = 2m- 1, 

m-1 m-1 
(3.1odd) R(P2m-1,P2m) = II P2m(r~) = II 1F2m(r,.), 

jJ=1 jJ=1 

where Tv = r~n) are the zeros of 1Fn in decreasing order, r1 > r2 > · · · > Tn. Each 
factor in (3.1) is evaluated by Clenshaw's algorithm. 

Similarly, the resultant of p~+l and q~+l• required to analyze property (d), is 
computed for even n = 2m by 

(3.2even) R(P2m+1•q2m+l) = fi P2m+Jtr~2 ) = fi [:, 1F2m+l(r;)] 
jJ=1 jJ=1 ,. 

and for odd n = 2m - 1 by 

m-1 m-1 
(3.2odd) R(P2m,q2m) = II P2m(T~2 ) = II 1F2m(r~), 

jJ=1 jJ=1 

where r~ > r2 > · · · > T~ are the zeros of 11"~~ 1 . To compute these zeros, we 
used, for the initial value A ~ A~ of A, a simple search procedure followed by 
Newton's method. Then, as A was incremented by small amounts, and during the 
bisection procedure for determining A~, the zeros found for one A were used as 
initial approximations for computing the zeros for the next A by Newton's method. 
The factors in (3.2) again were evaluated by Clenshaw's algorithm. 

The computations based on (3.1), (3.2) appear to produce rather accurate re­
sults, even for relatively large values of n. For example, when n = 40, we still 
obtained 10 correct decimal digits in single precision, as was confirmed by recom­
putation in double precision. 

4. Jacobi Weights. We now consider property (p), p =a, b, c, for the general 
Jacobi weight w<or,IJ) in (1.4). (Property (d) was not investigated, except for n = 1, 
since the effort involved seemed to us excessive, given the chance that the curve d 
could be indistinguishable from the curve a; cf. Table A.1 and Figure 4.1.) Noting 
that w<or,/Jl(-t) = w<fl,orl(t) and recalling the well-known fact that 1r~·"'>(t) = 
(-1)n1F~or,/l)(-t), it is easy to show that 

(4.1) 

and 

(4.2) 
v = 1, 2, ... , n, 

p, = 1, 2, ... , n + 1. 
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Interchanging a and {3, therefore, has no effect on the validity of property (p), 
p =a, b, c. It thus suffices to consider {3 ;:: a. 

The case n = 1 can be handled analytically. One finds 

(4.3) R(1r 7r*)=- 4 {(a+1)(/3+1)+2(a+2)(/3+2)(a+/3+2)}<o 
1t 2 a+/3+3 (a+/3+2)2 (a+/3+4)2(a+/3+5) ' 

so that property (a), hence also property (d), holds for all a > -1, {3 > -1. The 
same is true for property (c), since 

2<>+P+lf(a + 2)f(/3 + 2) 
111 = ---=r:-:-( a...:..+-:::/3-'+-:27-) _..:... 

·{ 1 - . 1 }>0 (a+ 1)(/3 + 1) (a+ 1)(a + 1) + 2(a+2WH2)(a+P+2)3 · 
/J (a+iJ+4)'(a+iJ+5) 

(4.4) 

For property (b) we must show 7r2(1) > 0 and 7r2(-1) > 0. A simple calculation 
gives 

(4.5) 1r*(1) = 4(a + 2)(a2 + a/3 + 7a- {3 + 4) 
2 (a+/3+4)2(a+/3+5) ' 

which is positive (for a> -1, {3 > -1) precisely if 

{3(a -1) > -(a2 + 7a + 4). 

For a > 1, this inequality is true (since {3 > -1), while for -1 < a < 1 it is true 
when 

{4.6) -1 <a< 1. 

This defines a curve in the (a, /3)-plane that starts at the point ( -1, -1) and in­
creases monotonically until it reaches a vertical asymptote at a = 1. By (4.1), 
one has the same expression as in (4.5) for 7r2(-1), except that a and {3 are inter­
changed. 

We summarize as follows: For n = 1, the Gauss-Kronrod formula (1.1) for the 
Jacobi weight w<<>,Pl satisfies properties (a), (c) and (d) for all a> -1, {3 > -1, 
and property (b) precisely in the region 

(4.7) <a a 2 +7a+4 
a_/J< 1 ' -a 

-1 <a< 1, 

and in its symmetric image with respect to the diagonal a = {3. (In particular, 
property (b) holds for all a> 1, {3 > 1.) 

In order to delineate the regions of validity of property (p) for values of n larger 
than 1, we used procedures similar to those described in Section 2. Letting a move 
through the interval ( -1, A~ - ! ) , for each a we started with {3 = a and increased 
{3 in fixed (sufficiently small!) steps to determine the first change in the truth 
value of property (p). Thereupon, the bisection method was used to narrow down 
the changeover point more accurately. The procedure had to be slightly modified 
for property (b), when n is even, since there are two critical values of {3 to be 
determined for a near and ;:: -!. The smaller of the two was determined as before, 
the other by starting with {3 = 0 (instead of {3 = a). 
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The validity of property (a) depends on the sign of the resultant R(1rn,'~~":+I), 
which was computed as in (3.1), except that symmetry could no longer be assumed; 
thus, 

n 

(4.8) R(1rn,1r~+d =IT 'lr~+l(r,..). 
v=I 

Property (b) holds exactly if both of the inequalities 

(4.9) 11"~+1(1) > 0, (-1)n+l'lr~+l(-1) > 0 

hold, while property (c) amounts to the positivity of all u~n) in (2.3). 
The results of our calculations are depicted graphically in Figure 4.1 for n = 

2(1)10. The region of validity for property (p) is always located below the curve 
labeled p, except for the case p = b, n even, -1 <a< 0, where property (b) holds 
above (or to the right) of curve b. 

Figure 4.1 suggests the validity of the following conjectures. 
CONJECTURE 4.1. lfn is even, property (a) implies property (b) whenever a> 

O!n, where -l < O!n < -.470, O!n --> -l as n-+ oo. 
CONJECTURE 4.2. 1/n is odd, property (b) is false for -1 <a<-!. 
The fact that property (b) is false for n even, a=-!, -l < (3 < !, and for n 

odd, a= -!, ! < (3 < J, is proved by Rabinowitz in [8, p. 75].*** 
Verification of properties (a) and (c), when a > 0, was found to be delicate at 

times, because of the resultant (for fixed a and varying (3) exhibiting near double 
zeros, i.e., changing sign for two (3-values very close together. For example, when 
n = 5 and 0! = 3.75, a first change of sign of the resultant ( 4.8) from negative to 
positive was observed between (3 = 7.520 and (3 = 7.521, which was followed by a 
change from positive to negative between (3 = 7.540 and (3 = 7.541. The increment 
in (3, therefore, had to be chosen sufficiently small to detect this change of sign. 
Such difficulties were observed typically near points where the slope of the curve a 
or c undergoes a rapid change (the "kinks" in the graphs for a and c of Figure 4.1). 

5. Special Weights. Simple transformations allow us to reduce special Jacobi 
weights with (3 = ! to Gegenbauer weights and Gegenbauer weights multiplied by 
a power of ltl to Jacobi weights. Some consequences of this for Gauss-Kronrod 
formulae will now be explored. 

5.1. The Jacobi weight w<a,l/2). It is well known (see, e.g., [9, Eq. (4.1.5)]), and 
easily verified, that 

(5.1} t'lr(a,l/2) (2t2 - 1} - 2n1r(a,a} (t} 0! > -1. · n - 2n+l • 

We depart from the Gauss-Kronrod formula (assumed to exist) 

{1 ~· h~ 
(5.2) J_ f(t)w<a.a>(t) dt = L u,..f(r,..) + L U:.J<r;.), 

-1 v=l 1'=1 

all/ E Psn+4 

with 2n + 1 Gauss nodes 'f,.. = r~a,a) and 2n + 2 Kronrod nodes r;., ordered 
decreasingly as in (1.6); in particular, 

(5.3) 

... The superscript p. + ~ in Eq. (68) of [8) should read p.- ~ (twice). The same change is 
required in the discussion immediately following Eq. (69). 
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FIGURE 4.1 
Property (p), p =a, b, c, for the Jacobi weight w<a,/1). 
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By (5.1), the Gauss nodes Tv = T~0 ' 112l for 71"~0 ' 1 /2 ) are given by 

(5.4) Tv= 2f~ -1, v= 1,2, ... ,n. 

Now (5.2) implies (but is not necessarily implied by) 

1 2n+1 2n+2 · !. t2g(t2)w(o,ol(t) dt = L 11v'f~g(f~) + L u;.r;2g(r;2), all g E P3n+1l 
-1 v=1 1£=1 

from which, by symmetry, 

1 n n+1 
(5.5) { t2g(t2 )w(o,o) (t) dt = L 11v'f~g(f~) + L u;.r;2g(r;2J, all g E P3n+l· 

lo v=1 j£=1 

Changing variables, t :.: [(r + 1)/2]112, so that dt = t[(T + l)/2J-112dT and 
w(o,ttl(t) = 2-0:(1- T)tt, yields 

/_11 g(T)W(o,1/2)(T) dT 

(5.6) 

all g E P3n+1· 

Since, by (5.4), 2f~ - 1 =Tv are the Gauss nodes of w(tt, 1/ 2), Eq. (5.6) is precisely 
the (unique) Gauss-Kronrod formula for w(o,l/2) with n Gauss and n + 1 Kronrod 
nodes. We have shown: 

THEOREM 5.1. The Gauss-Kronrod formula (1.1) for the weight function 
w(o,l/2) is given by 

(5.7) 

(5.8) 

Tv= 2f~ -1, 

• 2-·2 1 TJJ = T JJ - , 

v = 1,2, .. . ,n; 

J.L = 1, 2, ... , n + 1, 

where 'fv, r; are the positive nodes in the Gauss-Kronrod formula (5.2) for the 
weight function w(o,o) and 11v, u; the corresponding weights. 

Clearly, if the formula (5.2) has property (p), p = a,b,c,d, so does formula (5.6). 
(For property (a), this has previously been observed by Monegato [6, p. 147].) From 
the discussion in Section 2, we expect this to be true for 

(5.9) ,p 1 AP 1 
112n+1 - 2 < 0! < 2n+1 - 2• 

so that the Gauss-Kronrod formula (5.6) for the weight w(tt,l/2), and hence, by 
the remark at the beginning of Section 4, also the one for the weight w< 1f 2,o), has 
property (p) if (5.9) holds. This means, in particular, that the point 

{5.10) Q~ = (!,A~n+l- !) 

must lie on or below the curve labeled p in Figure 4.1(n). More precisely, it was 
observed that for p = a the point Q~ lies strictly below the curve if n is odd, and 
on the curve if n is even. The reason for this is the phenomenon (2.10) (where m is 
to be replaced by m + 1) which was observed to hold precisely if m + 1 (our current 

513



GAUSS-KRONROD QUADRATURE FORMULAE FOR JACOBI WEIGHT FUNCTIONS 245 

n) is odd. Property (a) for (5.2) then ceases to hold because of the collision of a 
Kronrod node with the Gauss node f n+l = 0 at the origin. Since the latter node has 
no equivalent in the formula (5.6}, property (a) continues to hold for (5.6) beyond 
the critical value a= A~n+l - !· If n is even, on the other hand, the collision in 
(5.2) is between a Kronrod node and a nonzero Gauss node, which gives rise to a 
collision also in (5.6). For the same reason, the point Q~ in (5.10) for property (b) 
is on the curve labeled bin Figure 4.1(n), when n is odd, because of the Kronrod 
node r~+l becoming equal to -1, and on the curve labeled a,b, when n is even, by 
virtue of property (a) ceasing to hold. For property (c), Q~ was observed to lie on 
the curve labeled c in Figure 4.1(n) when n is even, and below the curve otherwise. 

5.2. The weight lti"'(l- t2)0 • We now construct the Gauss-Kronrod formula 
with 2n + 1 Gauss nodes and 2n + 2 Kronrod nodes for the weight function 

(5.11} "~w(al(t) = jtj"~(l- t2}0 on -1 < t < l,n > -1, 1 > -1. 

It is known that the associated (monic) orthogonal polynomials are expressible in 
terms of Jacobi polynomials [4, p. 173]. In particular, 

2" · "t 1T(a) (t) - t11'(a,{"t+l)/2) (2t2 - 1} 2n+1 - n • 

Therefore, iffv, v = 1,2, ... ,n, are the zeros of the Jacobi polynomial11'ia,("t+l)/2l, 
the nodes in the (2n+ I)-point Gauss formula for the weight (5.11} are 

(5.12} 
Tv= J'i'v: 1, v = 1,2, ... ,n; Tn+1 = 0; 

v = n + 2, ... , 2n + 1. 

We now start from the Gauss-Kronrod formula (assumed to exist) for the Jacobi 
weight w(a,("t+l)/2), 

1 n n+1 
(5.13) 1 /(t)w(a,{"t+l)/2l(t) dt = L Uv/('i'v) + L U:,J(r;), all f E Pan+I· 

-1 v=l ~=1 

Substituting t = 2r2 - 1 in the integral on the left yields 
1 . 

Ia f(2r2 - l)r2 • r"~(l- r 2 )0 dr 

= 2-a-{"t+S)/2 [~ Uvf('i'v) + ~ u;f(r;)], 

Letting f(u) = [(u+ 1)/2]k, k = 0,1, ... ,3n+ 1, gives 

11 r2k+2 • r"~(l- r 2 )0 dr 

all f E PanH· 

(5.14) 
[ n - ({4i+ 1)2k+2 = 2-a-{"1+5)/2 L Uv ~ 

v=l ('i'v + 1)/2 2 

n+l u; (V:r; + 1) 2k+2] 
+ E (:r· + 1)/2 · 2 • 

~=1 ~ 

k = 0, 1, ... , 3n + 1. 
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Defining, in analogy to (5.12), 

• J'r;+I 
(5.12*) r,.. = -2-, p. = 1, 2, ... , n + 1; r; = -r;n+a-p.• 

p. = n + 2, ... , 2n + 2; 

and letting 

(5.15) 
u = 2-a-b+S)/2 Uv 

v (1'11 +1)/2' v = 1, 2, ... , n; Un+1 = A; 

v = n + 2, ... , 2n + 1; 

(5.15*) 
u• = 2-a-("!+5)/2 u; 

,.. (r; + 1)/2' 
J.1 = 1, 2, ... , n + 1; 

J.l = n + 2, ... , 2n + 2, 

where A will be determined shortly, we can write (5.14) equivalently in the form 

1 2n+1 2n+2 

(5.16) 1 t1 • w<">(t)dt = E UvT~ + E u;r;1, 

-1 v=l p.=l 

l = 1, 2, ... , 6n + 4, 

where both sides are zero if l is odd. If we require (5.16) to hold also for l = 0 
(with r~+t = 0° = 1), i.e., if A is chosen so that 

(5.17) 

then 

1 2n+1 2n+2 

(5.18) 1 f(t)"'w<">(t)dt = E Uv/(rv) + E u;/(r;J, all f E P6n+4 
-1 11=1 p.=1 

is the desired Gauss-Kronrod formula for the weight "~w<"). We have shown: 

THEOREM 5.2. The Gauss-Kronrod formula for the weight "'w<">(t) = 
it1"~(1 - t2)" on ( -1, 1), with 2n + 1 Gauss nodes and 2n + 2 Kronrod nodes, is 
given by (5.18), where the nodea Tv, r; are expressible in terms of the nodes 1'11 , f; 
in the Gauss-Kronrod formula (5.13) for the Jacobi weight w<a.b+tl/2) by means 
of (5.12), (5.12*), and similarly, the weights f1v 1 u; are expressible in terms of the 
weights 7111 , u; in (5.13) by means of (5.15), (5.15*), Un+t = A being determined 
by (5.17). 

Clearly, if property (p), p = a, b, d, holds for the Gauss-Jacobi-Kronrod formula 
(5.13), it also holds for formula (5.18). Property (c) for (5.13), on the other hand, 
does not necessarily imply property (c) for (5.18), since the positivity of uv, u;, 
while implying the positivity of all u11 , u; other than Un+t• may or may not imply 
Un+l > 0, depending on whether A, as obtained from (5.17), is positive or not. 

515



GAUSS-KRONROD QUADRATURE FORMULAE FOR JACOBI WEIGHT FUNCTIONS 247 

Appendix. Property (p) (p = a,b,c,d) for n = 5(1)20(4)40. 

TABLE A.1 

Property (p) for the Gegenbauer weight w<~- 1/2.~-I/2) (>. > -f) 
holds if>.~ < >. < A~. This table shows A~, A~ and A~, as 
computed by the methods of Section 2. By Conjectures 2.1-2.4, 
).4 = ).C = ).d = -1 ).b = 0 Ab = A4 'or a/In> 5 and Ad= A4 

n n n 2' n ' n n I' - ' n n 
whenever n = 4r - 1, r = 1, 2, 3, .... 

n A a 
ft 

AC 
ft 

Ad 
ft 

5 8.1494082801 5.2388459015 8.1830000561 
6 13.1085950564 7.6571453588 13.1107896727 
7 5.8401376887 4.4759114573 A~ 
8 8. 7386889750 5.9524378395 8.7555343902 
9 5.2935342610 4.2497937619 5.2945466651 

10 7.3992715320 5.3753659922 7.4237962746 
11 4.8531386151 4.0481558230 A~~ 
12 6.1920646523 5.0379559112 6.1934889120 
13 4.6542480033 3.9519324055 4.6543912620 
14 5.6700664070 4.6801034243 5.6700700822 
15 4.4686100363 3.8582584626 A~s 
16 5.3822674428 4.4807122988 5.3826940246 
17 4.3630476637 3.8036436813 4.3630833901 
18 5.1865732169 4.3552498234 5.1873227488 
19 4.2595630405 3.7488473165 A~g 
20 4.9631599397 4.2700177278 4.9632.639191 
24 4. 7114083943 4.1057723823 4.7114508725 
28 4.5422887809 4.0009291994 4.5423182352 
32 4.4137444535 3.9286038916 4.4137495863 
36 4.3224901583 3.8624938923 4.3225046157 
40 4.2417789470 3.8175327957 4.2417792595 
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A Family of Gauss-Kronrod Quadrature Formulae* 

By Walter Gautschi and Theodore J. Rivlin 

Dedicated with affection to Dick Varga on his 60th birthday 

Abstract. We show, for each n ~ 1, that the (2n + 1)-point Kronrod extension of the 
n-point Gaussian quadrature formula for the measure 

-1<-y:S1, 

has the properties that its n + 1 Kronrod nodes interlace with the n Gauss nodes and 
all its 2n + 1 weights are positive. We also produce explicit formulae for the weights. 

1. Introduction. Given a positive measure da on the real line, whose moments 
all exist, a quadrature rule 

(1.1) 
n n+1 1 f(t) da(t) = L avf(rv) + L a;f(r;) + Rn(f) 

R · v=1 ~=1 

is called a Gauss-Kronrod formula if Tv = r~n) are the Gaussian nodes for the mea­
sure da, i.e., the zeros of the nth degree orthogonal polynomial1rn(-} = 1rn(·:da), 

d th d * - •(n) d · ht - (n) * - •(n) h t an eno esr~-T~ an we1g sav-av ,a~-a~ arec osensoas omax-
imize the degree of exactness of (1.1); thus, Rn(f) = 0 for all f E PJn+I at least. It 
is well known (see, e.g., the survey in [1]) that the "Kronrod nodes" r; must be the 
zeros of the polynomial 1r~+ 1 ( ·; da) of degree n + 1 orthogonal to all lower-degree 
polynomials relative to the (sign-variable) measure da*(t) = 1rn(t)da(t): 

(1.2) L 1r~+l(t;da)p(t)7rn(t:da)da(t) = 0, all p E Pn. 

While 1r~+1 (assumed monic) is known to exist uniquely, there is no assuran<'e, in 
general, that its zeros r; are all real and simple, and distinct from the Gaussian 
nodes Tv. 

In practice, it is particularly desirable to have the following two propertiPs sat­
isfied: 

(i) the interlacing property, 

(1.3) -00 < r*(n) < T(n) < r*(n) < · · · < r•(n) < T(n) < T•(n) < 00 
n+1 n n 2 1 1 • 

Received October 6, 1987; revised December 9, 1987. 
1980 Mtttlummtir.~ Sul1jed (,'la.•sijinttion ( 1985 &vision). Primary 65032; H<•condary 33A65. 
Key word.~ anti 71hrt1se.•. Gauss-Kronrod quadrature, Gcronimus mcasurc, indf'finitc imH'r prod-

uct, orthogonal polynomials. 
•The work of thc first author was support<•d, in part, by thf' National Scif'ncf' Foundation 

under grant CCR-8704404. 
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750 WALTER GAUTSCHI AND THEODORE J. RIVLIN 

with all nodes contained in the support interval of d11, and 
(ii) the positivity of all weights, 

{1.4) 11(n) > 0 
v ' 

v = 1,2, ... ,n; q*(n) > 0 
"' ' 

f.L = 1, 2, ... , n + 1. 

(The inequalities 11; > 0 are actually equivalent to (1.3); see Monegato [4].) Only 
one family of measures d11 is presently known for which both properties (i) and (ii) 
hold for all n ~ 1, namely the Gegenbauer measure d11>.(t) = (1- t2)>.-tf2 dt on 
( -1, 1). For this measure, (1.3) (with -1 5 r~+l and ri 5 1) has been established 
by Szego [7] for 0 5 A 5 2, and (1.4) by Monegato [5] for 0 5 A 5 1. In this note 
we show that the family of measures 

(1.5) 
2 (1- t2)1/2 

d11"1(t) = (1 + 1) (I+ 1)2 _ 41t2 dt on ( -1, 1), -1 < 15 1, 

already considered by Geronimus [3] and Monegato [6], also has these same prop­
erties, i.e., (1.3) (with -1 5 r~+t and ri 5 1) and (1.4) both hold for all n ~ 1. 
In addition, as is known (Monegato [6, p. 146]), the degree of precision of (1.1) for 
d11 = d11"1 is exceptionally high, namely, if n > 1, exactly 4n- 1 and 4n + 1 when 
1 f::. 0 and 1 = 0, respectively, and 5 if n = 1. 

Note that the restriction -1 < 15 1 in (1.5) is a natural one, since the measure 
is (1-t2)1/2 dt/(1- j.tt2), p = 41/(1 +1)2 , and f.L runs through all admissible values 
-oo < J.l 5 1 as 1 varies from -1 to 1. 

In a sense, the results obtained here for the Geronimus measure (1.5) are more 
pleasing than those presently known for the Gegenbauer measure. Not only do 
we have higher degree of accuracy and explicit formulae, but our results cover an 
entire class of measures, in contrast to those for the Gegenbauer measure, which 
are partial at best. See, in this connection, the numerical work in [2]. 

The proofs of (i) and (ii) for the measure (1.5) are facilitated by the fact that 
both (monic) polynomials 7rn(·;d11"Y) and 1r~+ 1 (·;d11"Y) are known explicitly, 

(1.6) 

(1.6*) 

1rn(t;d11"Y) = Tn[Un(t) -1Un-2(t)], 

1r2(t;d11"Y) =! [T2(t)- !f), 
1r~+1 (t; d11"Y) = Tn[Tn+t (t) -1Tn-t (t)J, n ~ 2. 

(Cf. Monegato [6, p. 146]; the first relation in (1.6*) is not given in this reference 
but follows from an elementary computation.) Here, Tm and Um denote the mth 
degree Chebyshev polynomials of the first and second kind. 

2. Interlacing. If 1 = 1, then d11"Y(t) = (1-t2 )-112 dt is the Chebyshev measure 
of the first kind, that is, a Gegenbauer measure with A= 0, so that {1.3) and {1.4) 
hold. If 1 < 1, it follows from {1.6*) that the zeros of 7r~+l are all in the interior 
of [ -1, 1] and are separated by the extreme points of Tn+l· As 1 is continuously 
decreased from 1 = 1 to 1 = -1, the only way (1.3) can cease to hold is that for 
some 1 = /o, -1 <"Yo< 1, the two polynomials 7rn, 7r~+l have a common zero To. 
We now show that this is impossible. 

The case n = 1 being trivial, we may assume n ~ 2. Suppose, then, that To is a 
common zero of 7rn and 7r~+l, 

(2.1) (Un -1Un-2Hro) = (Tn+l -ITn-t)(ro) = 0 for I= "YO· 
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It is clear, first of all, that To "# 0, since otherwise, one of the two expressions on 
the left of (2.1) is zero and the other ±(1 + 1) "# 0. Furthermore, Un-2(To) "# 0, 
Tn-1(To) "# 0. We show only the first inequality; the other is proved similarly. 
If we had Un_ 2(To) = 0, then, by (2.1), Un(To) = 0, and the recurrence formula 
Un(To) = 2ToUn-1(To)- Un-2(To) would imply, since To"# 0, that Un-1(To) = 0. 
This contradicts the well-known fact that two consecutive orthogonal polynomials 
cannot vanish at the same point. 

It now follows from (2.1) that 

hence 

(2.2) 

Since U m ( t) and T m ( t) both satisfy 

Ym+l = (4t2 - 2)Ym-1- Ym-3• 

where m? 3 forT, and m ? 2 for U, there follows, for n = 3, 4, 5, ... , that 

~n = [(4t2 - 2)Un-2- Un-4]Tn-1 - Un-2[(4t2 - 2)Tn-l- Tn-3] 

= Un-2Tn-3- Un-4Tn-1 

= ~n-2, 
hence ~n = ~2 for n even, and ~n = ~ 1 for n odd. But, for t = To "# 0, 
~2 = ~1 = 2To "# 0, so that ~n "# 0, contrary to (2.2). This proves the interlacing 
property for -1 < 1 ~ 1 and all n ? 1. 

3. Positivity. W<' actually derive explicit formulae for uv and u;, from which 
positivity can b<' read off: see Eqs. (3.9). (3.11). 

Let Tv = cos Ov, 0 < Ov < 1r, and assume first n ? 2 and Tv "# 0, that is, 
Ov "# 7r /2. Since Un-2(Tv) "# 0 ( cf. Section 2), we have by (1.6), using Um-1 (cos 0) = 
sin mO /sin 0, that 

(3.1) 

for each v. 

sin(n + l)Ov 
')'= 

sin(n- l)Ov 

It is W<'ll known (d. Monegato [4]) that 

(3.2) _ ~ ll7rn ll~u, 
Uv - v + * ( ) I ( ) , 7rn+l Tv 1rn Tv 

v = 1,2, ... ,n, 

wherr 7r n ( ·) = 7r n ( ·; du"') and Av = ~Lnl ar<' thr Christoffel numhl'rs for du1 ; for thr 
latter, wr havr (sre, <'.g., [8. Eq. (3.4.7)]) 

(3.3) ~ = _ 117rnll~u, 
v 1rn+dTv)7r~(Tv)' 

v = L2, ... ,n. 

Putting t = cosOv in (1.6*), and using Tm{<'osO) = <'osmO and (3.1), one finds 

{3.4) • ( ) __ 2-n sin 20v 
7r +1 Tv -

n sin (n- l)Ov 
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Similarly, from (1.6), replacing n by n + 1, one gets after a little computation 

-n-1 sin20v 
(3.5} 1rn+t(Tv) = -2 . { 1)0 

Slll n- 11 

Interestingly, 7rn+l (Tv) has precisely half the value of 7r~+l (Tv), which, by {3.2) and 
{3.3), implies that the second term on the right of (3.2) is half as big (in modulus) 
as the first and of opposite sign. Since >. 11 > 0, this already proves a11 > 0. But we 
want an explicit formula for a11 and therefore proceed with our computation. 

We first incorporate the preceding remark in (3.2) and write 

(3.6) 
ll7rn ll~u-y 

Differentiating (1.6) gives 

cosO· 7rn(cos0)- sin20 · 1r~(cosO) 

= n1r~+1 (cosO)+ Tn[cos(n + 1)0 + 1cos(n- 1)0]. 

Now substitute from (3.1) for/, put 0 = 011 and use {3.4) to get 

(3.7) * ( ) ' ( ) - -2n+ 1 COS Ov [ . 0 . 0 ] -7rn+l T11 7rn T11 -2 . 0 . 2 ( 1)0 nsm2 "- sm2n 11 • 
sm 11 sm n - v 

It remains to calculate the norm of 7rn· For this, we use the fact that 

117rnll~u~ = fJof:Jtfl2 · · · fJn, 

where flo = J~ 1 da'"l(t) and flk are the recursion coefficients in 

7rk+t{t) = t7rk(t)- fJk7rk-1(t), k = 0, 1, 2, ... ' 

7ro(t) = 1, 7r_l(t) = 0. 

An elementary calculation shows that 

7r 1 
f:Jo = 2(1 + 1), flt = 4(1 + 1), 

Therefore, 

(3.8) 

1 
fJ2 = fJ3 = ... = -. 

4 

n ~ 1, 

or, alternatively, using (3.1) once again, 

• 2 0 20 
II 11 2 = . 2_2n+ 1 Slll n 11 COS 11 

7rn du 7r . 2( 1)0 ' ~ smn- v 
(3.8') 

With (3.7), (3.8') inserted in (3.6), one obtains 

• 2 0 
(n) _ 7r Slll n v 2 

av -2 n-sin2n011 /sin2011 ' v= 1' , ... ,n; 

n+l 
n ~ 2, v :f; - 2- ifn is odd. 

(3.9) 

From this, the positivity a11 > 0 follows once again, since Un-1 (cos 20) = 
sin 2n0 /sin 20 < n for 0 < 0 < 11", 0 :f; 1r /2. 
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It remains to consider the case Tv = 0, i.e., in the ordering (1.3), v = (n + 1)/2, 
where n ~ 1 is odd. By (3.8), and calculating 11'~+1(0) and 11'~(0) directly, from 
(3.6) one readily finds 

{3.9') 
(1) _ 11' 1 +I. (n) 11' 1 +I 

0'1 - 2 2 + 1 , O'(n+ 1)/2- 2 1 _ 1 + n(1 + 1)' n(odd) ~ 3. 

The positivity u; > 0 is a consequence of the interlacing property proved in 
Section 2. It is of interest, however, to produce formulae similar to (3.9), (3.9') for 
u;. To do so, write T; =coso; and use [cf. (1.6*)] 

cos(n + 1)0; 
1 = cos(n _ 1)o;, n ~ 2, o; ::j:. 11'/2 if n is even. 

Then a computation very similar to the one above for uv, using the known formula 
(Monegato [4)) 

(3 O) • 1111' n ll~u., 
.1 u,_,= ( *) ., ( •)' 

11'n T,_, 11'n+1 T,_, 
J..t = 1, 2, ... , n + 1, 

in- place of (3.2), yields 

2 o· u•(n.) = ~ cos n ,_, 
J..t = 1, 2, ... , n + 1; 

(3.11) "' 2 n +sin 2nO;/sin 20;' 

> 2 4 n+2 'f . n _ , J..t 1 -- 1 n 1s even, 
2 

and 

•(1) - •(1} - 11' {1 + 1)2 • 
0'1 -0'2 -4 2+1' 

•(n) 11' 1 +I 
u(n+2)/2 - 2 1 -~ + n(1 +I)' n(even) ~ 2. 

(3.11') 

If the points Tv in {1.1) are augmented by ±1, they become the Lobatto points 
with respect to the measure da...,(t) = (1- t2 )-1du...,(t), -1 < 1 < 1, and together 
with the nodes T;, one obtains in 

1 n n+1 

(3.12) J f(t)d1T...,(t) = 11n+lf(-1)+ L:avf(Tv)+ao/(1)+ L:a;f(T;)+Rn(f) 
-1 v=1 J.'=1 

the Kronrod extension of the (n + 2)-point Gauss-Lobatto formula for the measure 
da..., (cf. [1, Example 2.3]). Here, 

(3.13) 11v = 1 O'v 2 , 
-Tv 

v= 1,2, ... ,n; J..t= 1,2, ... ,n+l; 

and by a formula analogous to (3.2), 

-(1) -(1) 11' (1+1)2 

Uo = u 2 = 4 (1 -1)(2 -1)' 

(T(n) _ (T(n) _ ~ (1 + 1)2 

0 - n+l - 4 (1 -1)(1 + 1 + n(1 -1))' 

{3.14) 

Hence, all weights in (3.12) are positive for -1 < 1 < 1 and all n ~ 1. 
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We conclude by noting that the Gauss nodes T~n) for the measure (1.5) can 
be computed most conveniently as eigenvalues of the symmetric tridiagonal n x n•

matrix having zeros on the diagonal and the quantities .J!fi = !v"f+1, 
.f!f2 = · · · = ~ = ! on the two side diagonals, if n ~ 2. (If n = 1 then 

r?) = 0.) Likewise, r;(n), n ~ 1, are computable as eigenvalues of the symmetric 

tridiagonal (n + 1) X (n +!)-matrix with zero diagonal and J1if = v!(l + ')'), 

y7Jf = hlf4, v7Jf = · · · = ~ = ! on the side diagonals, if n ~ 2, and 
J1if = ! J2+1 on the side diagonals, if n = 1. 
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Abstract:. We study the Kronrod extensions of Gaussian qUadrature roles whose weight functions on [- 1, l} consist of 
any one of the four Chebyshev weights divided by an arbitrary quadratic polynomial that remains positive on ( -1. 1). 
We show that in almost aU cases these extended "Gauss-Kronrod" quadrature rules have all the desirable properties: 
Kronrod nodes interlacing with Gauss nodes, all nodes contained in ( -1. 1], and aU weights positive and representable 
by $elll.iexplicit formulas. ~ptions to these prOperties oC:eur only for small values of n (the number of Gauss nodes). 
namely n < 3, and are C4£Cfully identified. The precise degree of exactness of each of these Gauss-Kronrod fonnulae 
is detennined and shown to grow like 4n, rather than 3n, as is nonnally the ease. Our findings are the result of a 
detailed analysis of the underlying orthogonal polynomials and "Stieltjes polynomials". The paper concludes with a 
study of the limit case of a linear divisor polynomial in the weight function. 

Keywords: Gauss-Kronrod quadrature formulae, weight functions of Bernstein-Szego type, orthogonal polynomials., 
Stieltjes polynomials. 

1. Introduction 

The idea of embedding Gaussian quadrature formulae in higher-order quadrature rules to 
improve upon their aecuracy, or estimating their errors, was advanced in 1964 by Kronrod [8]. 
Kronrod proposed to insert n + 1 nodes into an n-point Gauss-Legendre formula and to 
determine them, and the weights of the resulting (2n +I)-point formula, in such a way as to 

· achieve maximum degree of exactness. He showed that the nodes to be inserted are the zeros of a 
polynomial of degree n + 1-now called the Stieltjes polynomial-that is orthogonal to all 

· lower-degree polynomials with respect to a sign--changing weight function, the Legendre poly­
nomial of degree n. He computed these zeros, and all weights involved, to 16 decimal digits for 
n = 1(1)40. Mysovskih [13} noted that the same kind of orthogonality has previously been studied 
by Szeg3 [14], independently of its application to quadrature. Szego indeed followed up on an 

• Work supported in part by the National Science Foundation under grant CCR-8704404. 
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idea already expressed in 1894 by Stieltjes in his last letter to Hermite {1, Vol. II, pp. 439-441}. 
Szego proved that the zeros in question are all real, are contained in the interval ( -1, 1), and 
interlace with the zeros of the Legendre polynomial. He showed this to be true not only for the 
Legendre weight (constant weight function), but also for a subclass of Gegenbauer weights. For a 
further subclass of these, including, however, Legendre's weight function, Monegato [10] in 1978 
established positivity of all quadrature weights, a result that was suggested by Kronrod's 
numerical tables. The interlacing and inclusion properties of the nodes, and positivity of all 
weights, for Gegenbauer and Jacobi weights are further studied in {3]. 

During the last ten years, interest in such quadrature rules has intensified, in part because of 
their potential use in automatic quadrature routines, but also, undoubtedly, because of the 
intriguing mathematical problems they pose. Recent surveys on the subject can be found in [11) 
and (2). Nevertheless, relatively little has been rigorously proved in this area. Apart from the 
early examples of Gauss-Kronrod quadratures for Chebyshev weights {13] arid Gegenbauer 
weights (14,9, 10], only one additional family of weight functions is presently known for which the 
existence of Gauss-Kronrod quadrature rules with the properties mentioned, and indeed 
semi-explicit formulae for them, have been established; these are the symmetric weight functions 
considered in [4} consisting of the Chebyshev weight of the second kind divided by an even 
quadratic polynomial. 

In the following, we substantially enlarge this class of weight functions by considering 
Chebyshev weight functions of any of the four kinds and dividing them by an arbitrary quadratic 
polynomial that remains positive on the interval ( -1, 1). Such weight functions, even for divisor 
polynomials of arbitrary degree, have been studied by Bernstein and Szego (see, e.g., [15, §2.6)). 
We develop the Gauss-Kronrod formulae in these cases and provide semiexplicit formulae for 
them analogous to those obtained in [4). We also prove that the desirable properties of the 
interlacing of nodes, their containment in the interval [ -1, 1), and positivity of all quadrature 
weights, hold true in almost all cases, exceptions occurring only for small values of n. We begin 
in Section 2 with identifying explicitly the class of quadratic polynomials that are positive on the 
interval [ -1, 1). We also compute the integrals of the weight functions they generate. In Section 
3 we develop the relevant orthogonal polynomials and establish some of their properties. The 
corresponding Stieltjes polynomials are derived in Section 4. The core of the paper is Section 5 
and 6. In Section 5 we study the respective Gauss-Kronrod formulae and establish the 
interlacing and inclusion properties of the nodes. We also determine the precise polynomial 
degree of exactness for each one of these quadrature formulae. Section 6 is devoted to explicit 
formulae for the quadrature weights and their positivity. Finally, in Section 7, we specialize the 
results to weight functions in which the divisor polynomial is linear, rather than quadratic. 

2. The weight functions 

We shaU be interested in weight functions on ( -1, 1) of the form 

w<±llll(t) = (1 -12 )±1/2 /p( t) 

and 

(2.1) 

(2.2) 
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where p(t) is a polynomial of exact degree 2 which remains positive on ( -1, 1). Our first concern 
is to find the explicit form of the quadratic polynomial p having the stated positivity property. 

Proposition 2.1. A real polynomial p of exact degree 2 satisfies p( t) > 0 for - 1 <; t <; 1 if and only 
if it has the form 

p(t) = p(t; a, p, 8) = p(p- 2cx)t 2 + 28(P- a}t + a2 + 82 (2.3) 
with 

O<a<P, P:P2a, 181 <fJ-a. (2.4) 

Remark. Proposition 2.1 has previously been stated without proof in [12, p. 497]. 

Proof. Letting 

p(t)=at 2 +bt+c, a, b, cER, a :PO, (2.5) 
we have that p(cos IJ) is a cosine polynomial of degree 2 with real coefficients which is positive 
for all real values of IJ. By (15, Theorem 1.2.2) there then exists a unique polynomial h of exact 
degree 2, with real coefficients, satisfying 

h(z):PO injzf<;l, h(O)>O, (2.6) 
and sucH that 

p(cos 0) = I h(ei8 ) 12• 

Writing 

h(z)=pz 2 ,+qz+r, p, q, rER, p:J:O. 

one finds by an elementary computation that 

lh(ei') 12 = 4pr cos20 + 2q(p + r) cos 0 + q 2 + (p- r}2, 

hence, by (2.7) and (2.5), 

(2.1) 

(2.8) 

a=4pr, b=2q(p+r), c""'q 2 +(p-r}2• (2.9) 
On the other hand, all zeros of h are outside the closed unit disc 1 z 1 <; 1 (the first condition in 
(2.6)) if and only if 

(Th)(O) > 0, (T2h)(O) > 0, (2.10) 
where (Th)(·) is the Schur transform of hand (T2h)(·) its first iterate (see, e.g., [7, Theorem 
6.8b}). One easily calculates (Th)(z)=q(r-p)z+r 2 -p2, (T2h)(z)=(r-p)2[(r+p)2 -q2 ~ 
Therefore, (2.10), together with the last conditions in (2.6) and (2.8), is equivalent to 

r> Jpl. r+p> JqJ, p:PO. (2.11) 
Letting a= r- p, fJ = 2r, 8 = q, or equivalently, 

p=!fJ-a, q=8, r=!fJ, (2.12} 
we obtain from (2.9) and (2.11) 

a=fJ(fJ-2a}, b=28(P-a), c=a2 +82 

with 

P> IP-2aJ, P-a> 181, fJ:J:2a. (2.13) 
It remains to observe that (2.13) is equivalent to (2.4). 0 
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We will call the parameters a, fJ, 8 admissible, if they satisfy (2.4). 
The discriminant of the polynomial (2.3) computes to 4a2(82 - fJ 2 + 2afJ), so that p has a 

pair of conjugate complex zeros if 82 < fJ(fJ- 2a) (which implies fJ > 2a), and two real zeros if 
8 2 ~ fJ(fJ- 2a). If fJ- 2a > 0, the real zeros are both negative (hence less than -1) if 8 > 0 and 
both positive (hence larger than 1) if 8 < 0 ( 8 .... 0 is not possible in this case); if fJ - 2a < O, they 

are on opposite sides of ( -1, 1). 
We note from (2.7) that 

p(t(u+u- 1))=0, uEC, JuJ>l impliesh(u)=O. (2.14) 

Indeed, if u1, u 2 denote the zeros of h (both larger than 1 in modules by (2.6)), then (2.7) can be 
written as 

p(t(e;o + e-io)) = p2(eio _ u1)(e-•o _ u,)(e;o _ u2 )(e-il1_ u2 ), 

an identity valid for all real 8. By the Identity Theorem for holomorphic functions, the same 
relation holds for complex 0 as well, which, letting u = ei 11 ( IJ compiex), yields (2.14). 

The polynomial p and the weight functions (2.1), (2.2) become particularly simple when 8-0. 
In this case we write 

ajfJ=t(y+l), -l<y<1, 

and obtain by a simple computation 

p(t; a, fJ,O) =a2 [t-{4yj(y+ t/)t2 ). 

Thus, apart from a constant factor, we are led to the weight functions 

w~±l/ll(t) = (1- 12)±1/2/(1- pt2), 

( ) ±1/2( )+1/2 
w<±l/2.+1/2l(t)= 1-/ l+t ' 

0 1- J.Ll2 

4y ' 
-oo<p= <1. 

( y + 1)2 

The Gauss-K.ronrod quadrature rules for w~1f2l have been studied in (4]. 

(2.15) 

(2.16) 

It is of interest to compute the integrals of the weight functions (2.1), (2.2). We begin with 
w<-llll. Letting a= fJ(fJ- 2a) and denoting the zeros of the polynomial p in (2.3) by z1, z2 , we 

have 

pJ-lf2>=j'w(-t;2>(t)dt= 1 jt 1-t dt-jt 1-t dt. { 
( 2)-1/2 ( 2)-lfl } 

-t a(z1 -z2 ) _ 1 t-z1 _ 1 t-z2 

It is lmown (see, e.g., Gradshteyn and Ryzhik [6, Eq. 3.613.2]) that 

/
1 T,.(t)(l-t2)-l/2dt= 2'11' • 

-1 z-t (u-u- 1)un 

where T, is the Chebyshev polynomial of degree n and 

z=Hu+1/u), lui >1. 

(2.17) 

(2.18) 

(2.19) 

The relationship between u and z represents a well-known conformal map which transforms the 
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exterior of the unit circle, 1 u 1 > 1, into the whole z-plane cut along (- 1, 1 J, concentric circles 
going into confocal ellipses. Letting 

z;=Hu;+l/u;), ju;l>l, i==1,2, (2.20) 

one finds from (2.17), (2.18) (with n = 0) by a simple computation that 

a=fJ(fJ-2a). (2.21) 

Since, by (2.20) and (2.14), u1, u2 are zeros of h, the symmetric functions of u,, u2 in (2.21) can 
· be expressed rationally in terms of the coefficients of h, hence by (2.12) in terms of a, P and 8. 

One finds 

fJ 2(/J-a) 2a 
u,u2 = p- 2a' "•"2 + 1 = p- 2a ' utu2- 1 = p- 2a' 

( 2 )( 2 ) 2 2 4[(P-a)2 -82} u1 -1 u2 -,1 =(u1u2 +1) -(u1 +u2 ) = 2 • 
(P- 2a) 

Substituted. in (2.21), this yields 

p,<-t/2) · P-a 
· 0 . ='IT a{(P-a)2 -82]. 

We proceed to the weight function w<ll2> and the integral 
1 • 

PJIIl> = /_ 
1 
w<ll2>( t) dt. 

A decomposition analogous to the one in (2.17), and using (cf. [6, Eq. 3.613.31) 

11 U,.(t) (1-t2)t;2 dt = _!_ 
-I z- t u"+l 

in place of (2.18), yields 

Q(l/2) - 2 'IT 1 
1'0 1 • a u1u2 -

with u; defined as in (2.20), het:tce. by the third relation in (2.22}, 

fJJl/2) = '11'/afJ. 
Interestingly, the integral in (2.24) does not depend on the parameter 8. 

Finally, for the integral · 

fJJl/2.-t/2) = J1 w<l/2,-1/ll( 1) dt, 
-1 

(2.22) 

(2.23) 

(2.24) 

(2.25) 

0 (2.26) 

(2.27) 

(2.28) 

we use (cf. (5, §5.2], where the case (1 -1)- 112(1 + t)ll2 is treated, which is easily transformed to 
the present case) 

f l (1-t)112(l+t)-112 d 2'11' , __ _ 
-l z-1 u+l (2.29) 
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and find 

~(1/2,-1/2)- 4'lT u,ul 
0 -a {u1u2 -1)(u1 +l)(u2 +1)' 

which by (2.22} and 

(u1 + 1)(u2 + 1) = 2(P- a- 8)/(P- 2a) 

becomes 

flJI/2.-t/2> = 'lTja(p- a- 8). (2.30) 

For the remaining weight function, w<- l/2.!12>, see (3.24) below. 
In the following, for ease of readability, we shall often drop the superscripts ± 1/2 in the 

notation for weight functions and related quantities, when there is no danger of ambiguity. 

3. Thfo' ordlogonal polynomials 

In the limiting case p(t) e 1 (corresponding to a= 1, P-+ 2, 8 = 0 in (2.3)), the orthogonal 
polynomials associated with (2.1) are the Chebyshev polynomials T,(t), U,.(t) of the first and 
second kind (corresponding, respectively, to the minus and plus sign in (2.1)), whereas those 
associated with (2.2) are similarly the Chebyshev polynomials V,(t), W,(t) of the "third and 
fourth kind" (corresponding, again, to the minus and plus sign, respectively). These are 
characterized by the well-known formulae 

T ( n) (J U ( n) = sin(n + 1)8 
n COSu =COSn, n COSu • n 

sm u 

and 

u( O)=cos(n+!)O 
Yn COS lQ ' cos 2 

11, ( 0· ) = sin( n + t) 8 
""" cos . lQ • 

Stn2 

They all satisfy the same recurrence relation, 

Yk+t = 2tyk-Yk-t• k .... 1, 2, 3, ... , 

where 

Yo = 1, y1 = t for T, ( t), 

Yo= 1, y1 = 2t for U11 (J), 

Yo= 1, y1 = 21-1 for V,(t), 

Yo= 1, y1 = 2t + 1 for W,(t). 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

It is natural to expect that the orthogonal polynomials for the more general weight functions 
(2.1), (2.2), with p as given in {2.3), can be expressed in a simple manner in terms ofthese same 
Chebyshev polynomials. This is indeed the case, and the respective expressions will be derived in 

this section. 
We will denote the (monic) orthogonal polynomials relative to the weight functions (2.1), (2.2} 

by . 

11~ ± l/2l( t) = 11,. ( t; w< ±112> ), w! ± 1/l.+I!l>(t) = 11,( t; w< ± 112.H!2) ), 

n=O,l,2, ... , (3.5) 
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and shall drop superscripts when their values are clear from the context. With h(z) the unique 
polynomial in (2.7), let h(e") = c(6) + is(6) where c(6), s(6) are real. Then, by (15, lqeorem 
2.6], we have, up to constant factors, 

'IT;-JI2>(cos O) =const· [c(6} cos n6+s(6} sin nO), 

(Ill>( 8 ) = . [ (a) sin(n + 1)0 _ (IJ) cos(n + 1)0] 'IT" cos u const c u . 8 s . 0 • 
SID SID 

(3.6) 

'IT!lfl,-l/2)(cos 6)- const · [c( IJ) sin(~+ !)6 - s(6) cos(~+ t)IJ l· 
smfiJ smfiJ 

From (2.8) and (2.12) we find that 

c(IJ) = (fJ- 2a) cos21J + 8 cos 6 +a, s(IJ) =sin IJ[(fJ- 2a) oos 6 + 8]. (3.7) 

Writing cos IJ = t in (3.7), we get in view of (3.1), 

'11~-1/l)(t)- const · {[ (P- 2a)t2 + 8t +a) T,.(t) + (1- t 2 )[(p- 2a)t + 8] U,_ 1(t)} 

= const · {[t(P- 2a) + 81( tT,.(t) + (1 - t 2 )lJ,_ 1(t)} + aT,(t)}. 

Since tT, +•(1- t 2)U,_ 1 = T,_ 1, as follows easily from (3.1), this yields, if n;;:.. 2, 

'11~-t/2)(1) = const · [(P- 2a)tT,_ 1(t) + 8T,_ 1(t) + aT,(t)) 

- const · { (P- 2a) · H T,(t) + T,_2(t )) + 8T,_ 1(t) + aT,(t)} 

= const · {tPT,(t) + 8T,_1(t) + H.B- 2a)T,_1(t)}. 

As the leading coefficient of the expression in brackets is 2"- 1 • t p, we obtain 

w~-tll>(t)- 2}_1 [r,(r) + ~ T,_ 1(t) + (1- ~ )r,_2 (t)J. n;;:.. 2. (3.8) 

When n ""' 1, one finds 

wt-t/2>( t) == t + 8/(fJ- a). 

In a similar way one computes 

,p12>(t)- ; .. [u,(t) + ~ U..-t(t) + ( 1- ~ )u..-2(1)], n ;;:..1, (3.9) 

where u_l(t) ... 0 when n = 1. 
To obtain '11!1!2.-tl2>, we use (3.2) and (3.7) in the last equation of (3.6) and find 

11!112--lll>(t)- const · {((P- 2a)t + 8] [ tW,.(t)- (1 + t )V,(t)] + aW,(t)}. 

Noting that tW,- (1 + t)V,. = W,._ 1 and, for n;;:.. 2, by (3.3), tW,._ 1 ·= t(W, + w,_ 2 ), we obtain 

11;112.-t!2>(t)- const · [ !.BW,(t) + 8W,._1(t) + HP- 2a)W,._1(t )] . 
Since W, has leading coefficient 2" (cf. (3.3), (3.4)). this yields. 

(1/2-1/2)( ) 1 [ ( ) 28 ( ) ( 2a) . ( >] 11,. ' t - 2, W, I + 7f J¥,._ 1 I + 1- 7f J¥,._ 2 t , '-;;:.. 2. (3.10) 
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For n == 1 one finds, by virtue of (3.4), 

111<•!2.-lll>(t) =t + (a+ 8)//J. 

Denoting the polynomials (3.5) more precisely by '17,~ ± 112>( t; a, p, 8), and ,;~ ± 1/:z.:F ll2>( t; a, p, 
8), if we want to stress their dependence on the parameters a, /J. 8, then a simple argument will 
show that 

.,<-1/l;l/l>(t· a p 8) = {-l)"w<lll.-t/2>(-t· a P -8) 
n ' ' ., n ' ' t • 

(3.11) 

There is an alternative derivation of (3.8), (3.9) and (3.10), which ex.plains why the coefficients 
on the right are the same in all three formulae, and in fact equal to -(u1 + u2)/(u1u2 ) and 
1/(u1u2 ), respectively (cf. (2.20)). We explain the method for the case of (3.8). Expand 11~ - 1/ll in 
Chebyshev polynomials of the first kind, 2"- 1;r~- 1121(t) == r:k•OcA:Tk(t), c;, = 1. It is easily seen 
that ck = 0 for k < n - 2. To obtain the desired orthogonality 

/
1 wJ- 112>(t)p(t) (l-t 2 )- 112 dt=O, all peP, .. p 

-1 p(t) 

write 

p(t)=p(t)q(t)+r(t}, qEP,_ 3 , rEP1 

to see that it suffices to make wJ- 1.ti> orthogonal (with respect to w<-•12>) to linear functions. 
Choosing in P1 the basis functions z1 - 1 and z2 - t (where z; are the zeros of p, assumed 
distinct), one arrives at the system of equations 

c,.-•/1 r,_~(t) (1-12)-1/2 dt + c .. -2/1 T:_~{t) (1 -12)-1/2 dt 
-I Z; I . -1 "'; I 

= -/1 T,~) (1 -t 2 ) -l/2 dt, ; = 1, 2, 
-1 Z; t 

which, by virtue of (2.18), reduces to 

and has the solution C11 _ 1 = -(u1 + u2 )/(u1u2 ), C11 _ 2 = l/(u1u2 ), as claimed. If p has a double 
root, the result follows by continuity. The same argument goes through for the other weight 
functions. 

Proposition 3.1. We have, for n :;.. 1, 

11~112,(t)11~;:12)(t) = 11l!~l(t) + (8/fJ)'11'1!12,(t) + Ht- 2a/P)114!1_2l(t). (3.12) 

Proof. We first note from (3.1) that 

{
t(Um+,(t)+U,_m(t)], m~n. 

Tm(t)U,(t) == !U2,. 1(t), m = n + 1, 

Hvm+,(t)- um- .. -2(t)J, in>n+ t. 

(3.13) 
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From (3.9) and (3.8) we thus obtain for the product in (3.12), if n ~ 1, 

1 [ 28 ( 2a ) ][ 28 ( 2a } ] 21" u,. + pu,.-1 + 1- 7f u,._2 T,. ... 1 +7fT,.+ 1- 7f r,._l 

Proposition 3.1. w~ have, for n ~ 2, 

.,.~1/1,-l/2)( t )w~-1/l,l/2>(1) == wJ!12>( t) + ( 8jp).,4!1_2l( t) + Hl - 2a/P).,1!~H t). 
(3.14) 

Proof. Frem (3.2) and elementary trigonometric identities one gets 

. . {Umu(t) + fl,._m_ 1(1), m <n, 
Vm(t)W,(t) = U2,.(t), m ==n, 

, Um+n(t)-U,_,_ 1(t), m>n. 

Furthermore, replacing D by D + 1f in (3.2) gives 

W,( -I)= ( -1)"V,(t). 

(3.15) 

(3.16) 

Using (3.10) and (3.11), the product in (3.14) is then computed similarly as in the proof of 
Proposition 3.1 to be equal to the right-hand side of(3.14). 0 

The formulae (3.8), (3.9) and (3.10), in conjunction with (3.3), (3.4), immediately yield the 
recurrence relation · 

wk+ 1(t)- (1- a1.)w"( t) - pk.,k-l(l ), k== 0, 1, 2, ... , (3.17) 

for the respective orthogonal polynomials. One ftnds for w< -1121: 

( t "'> 8 <- t "'> = a8 < 1 "'> «o- ,. =- p-a' «t ,. P(P-a)' a.k- ,~ =0 fork~2; 

2 ~~ 
p<-tl2>•a(P-a.) -82 m_-1/11= P-a. pf-1/l)=i fork~3; 

• P(P- a.)l ' 2 2/1 • " 

for w<1f2>: 

a~l/1) = - .~ , a.1112> = 0 for k ~ 1; 

p~tfl> = lP , PP12' == ! for k ~ 2; 
(3.19) 
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and for w(l/2.-1/l>: 

..,(1/2.-1!2> = _ a + 8 a<t;2.- t/ll = 2a - fJ a<kl ;2.-1/2) = 0 
... 0 p ' 1 2/1 ' 

Pfl/2.-t/2> = a( p ~~ - 8) ' Pll/2.-t/2> = ~ for k ~ 2, 

Accordingly, for the norms 

11'7T,II 2 =f1 '1T!(t)w(t)dt=/10 /1, ... P ... 
-1 

with /10 given in (2.23), (2.27), and (2.30), one obtains 

II '7T<-t12> 112 = 'IT . II '7T<-tl2> 112 = 'IT for n ~ 2; 
I fJ(fJ _a) ' n • 2ln-3p2 

'7T 
II 'll(t/2> 11· 2 = for n ~ 1; 

n 2ln-1p2 

II '7T<t;2.- t;2> Ill = '7T for n ~ 1. 
n 22n-2p2 

None of these norms, remarkably enough, depends on 8. 

fork~ 2; 

(3.20) 

(3.21) 

(3.22) 

(3.23) 

The analogous results for the remaining weight function, 
those for w(l/2.-112> by means of (3.11), giving 

w<- 112•112>, can be obtained from 

a1-t/l,l/21(a, p, 8) = -a1112.-112>(a, p,- 8), 

Pl-l/2.1/l>(a, p, 8) = Pt'/2.-l/2l(a, p,- 8), 

II '7Tx! -1/2.1/2) 112 = II 'IT~l/2.-t/2> 112' n ~ 1. 
k=O, 1, 2, ... ; 

(3.24) 

(3.25) 

The recursion coefficients in (3.18)-(3.20) allow us to compute the zeros of the orthogonal 
polynomials (3.5), as well as the zeros of the corresponding Stieltjes polynomials (except for the 
first few, cf. (4.2), (4.5) and (4.8)) efficiently as eigenvalues of symmetric tridiagonal matrices. 

4. The Stieltjes polynomials 

Given an orthogonal poly~omial 'IT,(·) ='IT,(·; w) of degree n with respect to a weight 
function w on ( -1, 1}, there is associated with it a unique (monic) polynomial 'IT,* ... k) = 
1r,* ... k ; w) of degree n + 1, called Stielljes polynomial, which satisfies the orthogonality relation 
(see, e.g., (2, §1]) 

j 1 '7Tn*+ 1(t)'7T,.(t}p(t)w(t) dt = 0, all pEP,.. 
-1 

(4.1) 

In this section we express the Stieltjes polynomials .,.HF2>*( ·) = '17',~ 1( ·; w< ± 1121 ), 

'17'(±1/2.'+ 112>·(·)='/l* (·· w<±li2.H12>) for the weight functions (21) (22) in terms of the n +I n+ I • · .• ' • 
orthogonal polynomials of Section 3 and determine the respective products '17',.*+ 1( • )'17',.( ·)appear-
ing in the integrand of (4.1). 
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Proposition 4.1. We haue 

,.~;V21"(t) = (1 2- l)11~~12>(t), n ;;t: 4, (4.2) 

and 
11~:; :IW( 1 ) 11~-1121( I) 

= (t 2 -t)[n<112>(t) + !,.,<112l(t) + .!.(1- 2a)w:<1121(t)] n ;;t: 4 (4.3) ln-1 p ln-2 4 p ln-l ' · 

Furthermore, for n = 1, 2, and 3, 

w:<-lf2)"(t) = t 2 + !, - !(1 + ~) 
2 p 2 p ' 

'IT~-llll.(t)'1Tttf2l(l) = '1Tj-112>(t) + p ~a 'IT4-t/2l(t}; 

'IT<-112>.(t)-t'+ !r2- !(3+ 2a)r- !! 
3 p 4 p 4 P' 

~-t/W(t)'IT~-112>(t) • 'ITJ-112>(t) + ~11J-If2>(t) + ~( 1- "; ) 11J-ll2>(t}; 

'IT<-llll (t) ""'14 + -t3 - 1 +- I - -t +- 1 +-• 8 { a ) 2 8 1 ( 6a ) • p 2p p 16 · p ' 

'ITJ-VW(l)'IT{-IIll(t) =g~-l/2>(t) + ~'ITJ-112>(t} _ 2~'1TJ-112l(t) _ ~'ITJ-II2>(t). 
. ~~3 

Proof. Define q,+ 1(t) = (t2 -1)'1TJ!,11(t). Clearly, qn+l is monic of degree n + 1, and using 
Proposition 3.1 (with n replaced by n- 1), we fmd (for n > 2)-

q,+,(t)'ITJ-112>(t) = (12 -1)'1TJ~2>(t)'ITJ-112)(t) 

== (t 2 -1)['111!-c:zl(t) + ;'IT4!-c:zl(t) + i(t- ~a )'IT1!~2Ht)]. (4.4) 

Consequently, if n ;;t: 4, using (1 2 -l)w<-I/21(1) = -w<ll2>(t), we get 

/
1 q,+l(t)11~-112>(t}p(t)w<-tl2>(t) dl 
-I 

=- J~J'IT1!-c:zl(t)+ ;'IT1!-c:zl{t) 

+ *{ 1- ~ ),.j!-c:z1{t)Jp(t)w<112>(t) dt = 0, all pEP,, 

by the orthogonality of the '11!112>, since 2n- 3 > n for n ~ 4. Thus, q,+ 1 has the orthogonality 
·property (4.1) required for 'IT~:;f12>", and by uniqueness, q,.+ 1 = 'IT~:;I12>*. This proves (4.2), and 
(4.3) follows from (4.4). 
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To prove the special cases n == 1, 2 and 3, first write the polynomials 'IT~:;Vw in (4.2)" in 
terms of the U 's and then verify ( 4.3y by expressing the product 'IT~.; f12>* 'IT~ -t/2> in terms of the 
U 's, using (3.8) and (3.13), and finally simplify by making use of the relations obtained by 
multiplying (3.8) by ~ (thereby expressing 'IT~- 1121 in terms of the U's). The computations are 
elementary, but tedious, and will not be reproduced here. 0 

Proposition 4.1. We have 

'IT~yt>'"(t) =='11J:;l12>(t), n ~ 2, (4.5) 

and 

• 8 1 ( 2a) · 'IT(l/2) (t)'ITC1Jl)(t) = .,:C1!2>(t) + -. .,:<112>(r) + _ 1- _ .,:(112l(t) 
n+l If ln+l fJ 2ft 4 fJ 21f-l ' n~2. (4.6) 

Furthermore, for n = 1, 

'11Jll2>*(t) = t 2 + (8/P)t- H1 + 2aJfJ), (4.5) 1 

'11J112>*(t)·nP12>(t) ='11jv2>(t) + (8//J)'IIPI'->(t). (4.6}1 

Proof. Let q,+ 1(t) == '11!.;:12>(t). Then by Proposition 3.1, for n ~ 1, 

qn+ 1 ( 1 )'11~1 12>( t) = '11~:; V'->( t) w!'l2>( t) 

='lli!~l{t) + (8/P)'~~i!12>(t} + Hl- 2a//1)'114!/..2l{t), (4.7) 

from which there foUows, if n ~ 2, 

J~ 1q,.+ 1 (t)'11!1121(t)p(t)w<112>(t) dr = 0, aU peP,, 

by virtue of 2n -1 > n. Hence, q,+ 1 a w!Yf>*, which together with (4.7) proves (4.5) and (4.6). 
The case n = 1 can be verified directly. 0 

Proposition 4.3. We have 

w!!(f·-lll>*(r) = (t + 1)'11;-t/2,tl2>(t), n ~ 3, 

and 

w~Y/:·-•12>*( i) '11'~1/2.-1/2)( t) 

= (t + 1)[ '11i!12>(t) + ; 'lli!~Ht) + ~ {t - ';} wJ!/..'-Ht) J. n ~ 3. 

Furthermore,. for n == 1 and 2, 

(1/2-1/ll*( ) 2 1 {t 28) 1 {t 28- 2a} '112 • t = I + 2 + 7f I - 4 - {J ' 

wJ1f2,-1f2>*( t )'11{'/l.-112>( t) = w~1/2.-;-t12>( t) + "; 8 wlt/l.-112>( t); 

{1/2-l!l>*() 3 1(1 28) 2 1(1 8-a) 1{1 2a+48) 
"'3 • t .., I + 2 + 7f t - 2 - p t- S + fJ ' 

(4.8) 

(4.9) 

(4.8)1 

(4.9)1 
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11p/2.-11~>·( t) '1741/2.-1/2>( I) ..,. 11p;2.-l/21( t) + -i ( 1 + ~ ) 11Jl!2,-l/2)( I) 

+ i( 1 + 28 p 2a )11}1/2.-112>(t). (4.9)2 

Proof. Let q,.. 1(t) ... (t + 1)11~- 1 12• 1121(t). Then, by PropoSition 3.2, for n ~ 2, 

q,..,. 1 ( t )11jl/2.-ll2>( I) .,. (I+ 1)'11'~- 1/2.1/l>( t )11!1/2.-l/2)(1) 

= (t + 1)[ w4!12'(t) + ~w4!.-:Ht) + ~ (1 - 2;) 114!~Ht)]. 

Using (I+ 1)wn/2.-lll>(t)"" w<ll2>(t), one thus gets, if n ~ 3, 

J' q,.,. 1(t)wj112·- 1121(t)p(t)w<1!2.-lll>(t) dt 
-1 

• = J~.[ w4!12'(t) + ~111!-'!l(t) + i{ 1- 2; )114!~Ht)]p(t)w<112'(t) dt = 0, 

all pEP,., 

since 2n- 2 > n. This proves (4.8), and (4.9) follows from (4.10). 

(4.10) 

To verify the special cases n = 1 and 2, it is convenient to first express 11jyt-t12>• in (4.8)" in 
terms of the r•s, then compute the products in (4.9)" as linear combinations of the W's, using 

{
Hwm ... ,.(t)+W..-m(t}], m<n, 

Tm(t)W,(t) = t(W2,(t) + WO(t)]. m = n, 

t(w ........ (t)- wm-n-l(t)}. m>n, 

(4.11) 

and finally simplify the results by using (3~10). The details .of the computations are left to the 
reader. 0 

Proposition 4.4. We have 

g~::;Y2· 1 12>*(t; a, /1, 8) = ( -1)"+ 1w~!.1.-112>•( -t; a, /1, .-8), n ~ 1. (4.12) 

Proof. We verify that the polynomial on the right bas the required orthogonality property (4.1). 
Using p( -I; a, /1, 8) == p(t; a, /1, -8), we find by the subStitution of variables t ..... -t, 

( -1)"+1 J1 w~yt.-l!W( -t; a, fJ, -8)11!-1/2.tl2>(t; a, /1, 8)p(t) 
-1 

X wC-IJ2,II2>(1; ex, /1, 8) dt 

== ( -1)"+ 1j1 11~yt·-•12>*(1; a, /1, ~8}w!-l/2.l/l)( -1; a, /1, 8)p( -t) 
-1 

X w<l/2.-t/2>(t; a, p, -8) dt, 
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since w<-tJl,l/2l( -t; a, {J, 8) = w<li:Z.-112>(t; a, {J, -8), which by (3.11) is equal to 

- -J1 w:!.fi·- 11W(t; a, {J, -8)w~l/l.-l/ll(t; a, {J, -8)p( -t) 
-I 

X w<112.-lf2>(t; a, {J, -8) dt. 

This is zero for each p e P, by definition of w~W'-112>*. 0 

Proposition 4.5. Let 'T., be the zeros of w, ( · ; w ). Then 

7Tn+l( T,.; W)"" t'IT,.*+l( T,.; W ), J' = 1, 2, ... , n, (4.13} 

for all n ~ 2 ifw .. wUI2>, for all n ~ 4 if w = w<- 112', and for all n ~ 3 ifw = w< ±1/l,+l/2> 

Proof. Consider first w = w<•ll>. By (3.9) we have 

11~1/ll(t)"" ; .. (u,.(t) + ~ u,._l(t) + (t- ~ )u,.-2(1)]. (4.14) 

Here, U,_ 1( .,.,.) ,. 0. In fact, if we had l.f,._ 1( T,.) = 0, then, by (4.14), since 1'., is a zero of w~112>, we 
would obtain · 

U,.( 1',.) + ( 1- 2; )U,.-2 ( .,.,.) = 0, 

and by the recurrence relation (3.3), (2a//J)l.f,._ 2( 1",.) == 0, i.e., l.f,._ 2( 1".,) = 0, since a> 0. This is 
impossible, since two consecutive orthogonal polynomials cannot vanish at the same point. We 
therefore obtain 

8 a U..-2( T.,) .. 1 U,.( 1'.,) + lJ,._2( T,.} 
fJ = fJ u,._,( .,.,) - 2 u,_1( .,.,) 

Letting .,.,. ==cos 0,, 0 < 0, <'IT, this yields, in view of (3.1), 

! _.! sin(n -1)0,. _ .a 
n- a . .a cos u,.. 
tJ tJ stn nu,. 

(4.15} 

Setting 1-= cos 0,. in (4.14), after replacing n by n + 1, and then substituting for 8/P from (4.15), 
one obtains, after some elementary computation, 

(t/2>( ) __ ~ sin 0,. 
11"+ 1 7',. - 2"/J sin nO,.· · (4.16) 

A similar substitution in (4.5), if n ~ 2, using (3.8) (with n replaced by n + 1), gives 

(1J2>"'( ) a sin 0., 
'IT I T -=---

n+ .. 2"-tp sin nO,.. (4.17) 

Comparing (4.16) with (4.17) immediately yields (4.13). 
For w = w<- t/2) and n ~ 4, one obtains in the same manner 

. 20 
"'(-t/2)(1:) == __ a_ stn , = .l"'(-tJ2l•(.,) 
•+l .. 2"-:"/J cos(n- 1)6,. l n+l , (4.18) 

( W:(-lf2)('T.) == 0 T =COS 0) 
n • ' " " ' 
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and for w = w<ll2.-lll>, n ~ 3, 

a sin28. • wi!.lt·-1/2)( T,.) = - 2"0 • to. • ( r 1 )8. = t'IT~~.-1/2) ( T,.) 
· psm ,smn-:r, (4.19) 

( 'IT(l/2.-l/l)('r.) =;: 0 1: =cos 8.) If . , t , , • 

The analogous result for w<-112.1/2() follows easily from (3.11) and (4.12). 0 

S. Interlacing, inclusion, and exactness properties 

If .,,. "",.,.<"> denote the zeros of the orthogonal polynomial 11,( ·) = 11,( ·; w), and ,.,.. = ,.;n>· 
those of the polynomial 11,*+ k) = w,.*. 1( ·; w) satisfying ( 4.1), then, if they are distinct among 
themselves and between one another, one calls the (interpolatory) quadrature rule 

1 11 n+ 1 J /(t}w(t) dt = E aJ( .,.,.) + E a,.* I(,.,.*)+ R,(/) (5.1) 
-1 r•1 ,.-1 

the (2n + 1)-point Gauss-Kronrod quadrature rule, or the .Kronrod extension of then-point Gauss 
rule. relative to the weight function w. The formula (5.1) is known to have precise degree of 
exactness d = 2n + k, where k is the unique integer satisfying 

for all p e Pk_ 1, 

for some p e Po~: 
(5.2) 

(see. e.g., [2, §2)). By (4.1) clearly k ~ n + 1, hence d~ 3n+ 1. 
We say that (5.1) has the interlacing property if all nodes .,.,, ,.,.• are real and satisfy, when 

ordered decreasingly, 

(5.3) 

We say that (5.1) has the inclusion property if all nodes .,.,., 'tj.* are contained in the closed 
interval{-!, It i.e., 

(5.4) 
if (5.3) holds. 

In this section we show that, with a few exceptions for small n, the Gauss-Kronrcid formula 
(5.1) enjoys the interlacing property when w( t) = w< ± l/2)( t; a, p, 8) and w( t) ,.,. 
w<±t/2,'Ft/2)(t; a, p, 8) and the parameters a, p, 8 are admissible. In addition, we state condi­
tions un<ler which the inclusion property holds, and we determine the preciSe degree of exactness 
lor all Gauss-Kronrod quadrature formulae in this class. As mentioned at the end of Section 2, 

, superscripts ± ! will be deleted when there is no danger of confusion. 

Theorem 5.1. Consider the weight function w(t) = w<-tl2>(t; a, p, 8), with a, p, 8 admissible. 
(a) The Gauss-Kronrod rule (5.1) has the interlacing property for all n ~ 1, except when n = 3 

and P > 2«, in which case (5.3) holds if 

62 < 8J • 82 == ..!.. {3/J- 2a)2(p + 6a) (5.5) 
0 32 P+ 2a • 
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(b) The inclusion property holds for all n;;;:. 4. For n = 3 (assuming interlacing; cf. (a)), it holds 
precisely if {J > 2a; for n = 2 precisely if fJ > 2a and f8f ~ fJ - 2a; and for n = 1 precisely if 
181~HfJ-a). 

(c) The precise degree of exactness d of (5.1) is equal to 4n- 3 if n;;;:. 4. If n ... 3, then d = 10 
unless 8 = 0, in which case d = 11. If n = 2, then d = 7 if {J :F 4a, d = 8 if {J = 4a and 8 .;. 0, and 
d=9 if P= 4a and 8 =0. lfn = 1, then d=4 if 8 :F 0 and 5 otherwise. 

Proof. (a) If n = 1, we have by (3.8)1 that -r1 = -8/(fJ- a), hence by (4.2)1, 

'112*( -r1} = 1 
2 [2a82 - (a+ P)({J- a)2) 

2{J({J-a) · 

< j - a 2~{J = i ( ~ -1 )< 0, 

by virtue of (2.4). This proves (5.3) for n = 1. 
lf n = 2, we have by (3.8) and (4.2)2 

2 8 a 
w2(t)=t +PI-p· 

'11*(t)=t3 + !12 -.!. +(3+ 2«)1- ~! 
3 p 4 p 4{J' 

(5.6) 

The interll,lcing property holds when 8 = 0, since then -r1~2 = aj P and 113* has a zero at t == 0 and 
two other zeros -r1~3 with -r8 = t{3 + 2a//J) > aj{J. Upon varying J81 from 0 to {J- a, 
interlacing can only break down when w2 and w3* have a common zero, t 0 , for some 8 in that 
range. If that is the case, then by (5.6) 

t 2 +!t -2- t -~-.!(3+ 2a)t -~!=o o p o- {J' o {J 4 p o 4 {J • 

which, upon eliminating 10 , yields 

82 = H3P-2ar 
It is elementary to see that the right-hand side is larger than ({J- a)2 for admissible a, {J. 
Consequently, the interlacing property holds for all admissible a, {J, 8. 

We now discuss the case n = 3. One shows, similarly as in the case n = 2, that (5.3) is· true 
when 8 = 0. As in the previous case, we determine the first value of f&J for which the 
polynomials 

'11(t)=t3 + !12 - .!.(1+ a)t- .!.! 
3 p 2· {J 2{J' 

(5.7) 
w*{t}=t4 + !13 -{1+ ~}t 2 - !t+ ..!_{1+ 6a) • fJ 2P fJ 16 P . 

(cf. (3.8) and (4.2)3) have a common zero t 0 • Writing 

w4*(t)=t[t3 +jt2 -I(t+ j;)~]-tt 2 - ;~+ 1~('1+ ~) 
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and using 
. '11',(10 ) == 0, 

the fact that w/(10) = 0 yieldS 

2 8 1 ( 6a) 
10 + p 10 - 8 1 + 7f = 0, 

which, upon reusing (5.8), simplifies to 

that is, to 

!(t + 6a)t - !(t + !!.)r - !.! =0 8 p o. 2 p 0 2 p . 

10 = 48j(2a- 3/J). 

21S 

(5.8) 

Inserting this into (5.8) one finds, after a little computation, 82 -= &; with 8; as given in (5.5). 
Hence, for all values of 181 smaller than 18o 1 we are assured of the interlacing property. An 
.elementary computation shows that 

8; ~ (P- a)2 iff 40rl- 28r2 - 42r + 23 S 0, . r ... aj{J. (5.9) 

Since 0 =< r < 1 by (2.4), and the cubic in (5.9) has a zero at r = i and two other zeros outside,· 
and on either side, of [0, 1], we have 1 «\, 1 ~ fJ- a (for admissible a, /J) precisely if t ~ r < 1, i.e., 
p <; 2a, where equality is excluded by (2.4). Therefore, if fJ < 2a, the interlacing property holds; 
if p > 2a, it holds when 82 < 8~ as claimed. 

Finally, for n ~ 4,.the assertion follows immediately from w~- 112>(1) ='11'~112>•(1) (cf. (4.5)) and 
,.!:;V2>•(t),.., (1 2 -1)'11'~~>(1) (cf. (4.2)), and the fact that the interlacing property holds for the 
weight function w<lfl) (cf. Theorem 5.2(a) below). · 

(b) For n ~ 4, the inclusion property (5.4) follows immediately from (4.2). For n == 3, 
· assuming interlacing, {5.4) is equivalent to '~~'/{ ± 1) ~ 0, hence, by ( 4.2)3, to p ~ 2a. Since 
P :rF 2a, we have inclusion precisely for P > 2a. If n = 2, we have (5.4) if and only if '11'3*(1) ~ 0 
and '11'3"'( -1) ~ 0. By.(4.2)2, this is the same as 8 ~ 2a- {J and 8 ~ {J- 2a. These conditions are 
incompatible when P < 2a, and equivalent to 181 ~ fJ ,... 2a when {J > 2a. Finally, when n == 1, 
using (4.2)1, we have by a similar argument as before that (5.4) holds precisely when 8 ~ - HP 
-a) and 8 ~ f<{J- a),i.e., 181 ~ f({J- a). 

(c) We have d- 2n + k, with k determined as in (5.2). If n ~ 4, then ( 4.3), in view of 
(1- i2)w<-tl2>(1)- w(lf2>(1), yields k = 2n- 3, since {J :rF 2a, hence d = 4n- 3. The remaining 
assertions follow similarly from {4.3)", n = 3, 2, and 1. 0 

~m·S.:!. Consider the weight function w(t) = w<If2)(t; a, {J, 8), with a, {J, 8 admissible. 
(a) The Gauss-KronrOd rule· (5.1) has the interlacing property for all n ~ 1. 
(b) The inclusion property holds for all n ~ 1, except when n == 1 and fJ > 2«, in which case (5.4) 

holds precisely when 181 < ;l(3{J- 2a). 
(c) The precise tkgree of exactness d of (5.1) i$ equal to 4n- 1 if n ~ 2; if n = 1, then d == 4 if 

8 :rF 0 aruJ d- s if 8 = 0. 

ProOf. {a) We first note that interlacing holds when 8 = 0. Indeed, we are then in the case of the 
weight function w~112> of (2.1)0 for which the interlacing property (5.3), including (5.4), is known 
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from the work in (4]. Moving 8 away from 0, either to the left or to the right, within the 
allowable range J8f < {j - a, the interlacing property ceases to hold only if for some 8o in this 
range the pplynomials .,,. and .,,.*+ 1 have a common zero, t 0 • Pr~position 4.5, if n ;;l!: 2, would 
then imply .,,.+ 1(t0 ) = .,,.(t0 ) = 0, which is impossible, and (3.9), (4.5)1, if n = 1, would imply 
{j + 2a = 0, contradicting (2.4). Hence, interlacing prevails for all admissible, a, {j, 8. 

(b) The inclusion properly (5.4) follows immediately from (4.5) when n ;;l!: 2. If n = 1, we have 
(5.4) precisely when 'lf2*( ± 1);;l!: 0, which, on using (4.5)1 is equivalent to J8 1 "!(3/J- 2o:). Here, 
the bound is larger than {j - a if {j < 2a, so that the constraint is active only if fJ > 2o:. (The case 
{j- 2a is excluded by (2.4).) 

(c) If n ;;l!: 2, then (4.6) shows, since {j * 2a, that (5.2) holds With k = 2n- 1, so that 
d = 2n + k = 4n - .1. The assertion for n = 1 follows from ( 4.6) 1 by a similar argument. 0 

11teoreltl 5.3. Consider the weight function w(t) = w<112--lf2)(t; a, {J, 6), with a, {j, 8 admissible. 
(a) The Gauss-Kronrod rule (5.1) has the interlacing property for all n ;;l!: l, except when n- 2 

and {j > 2a, in which case (5.3) holds if 

· . {J 2 + 8a{J- 4a2 
~(/J-a)<8<8l, a.= 8a+4{j . (5.10) 

(b) The inclusion property holds/or all n ;;l!: 3. For n = 2 (assuming interlacing; cf. (a)), it holds 
preciself if · 

. 7/J- 6a 
fJ > 2a and ~ 8 <. 6 < {J- a, (5.11) 

and for n = 1 if both inequalities 

68 + 5/J.- 2a ~ 0 ·and 28 + 2o: ~ fJ <. 0 . (5.12) 

are satisfied. 
(c) The precise degtee of exactness d of (5.1) is equal to 4n- 2 if n ~ 3. If n ... 2, then d-1, 

unless 28- 2a + fJ = 0, in which cased== 8~ If n = 1, then d= 4 if a+ 8 rF 0 and d == 5 otherwise. 

Proof. (a) It is elementary to show, using (3.10}1 and (4.8)1, that .,l( T1) < 0, which implies (5.3) 
for n = 1. For n = ~ an argument similar to the one in the proof of Theorem 5.1(a) will show 
that the interlacing property holds if {j < 2a, and if {J > 2o: provided that (5.10) is satisfied. If 
n ~ 3, the assertion follows from Proposition 4.5, which, since the zeros of '11'11 interlace with those 
of 'lf"+t• implies that sign .,,.+1(T,; w) = C-1t =sign .,,..+1(.,..; w), ., = 1, 2, ... , n, which in tum 
implies (5.3). 

(b) For n :> 3, the inclusion property follows trivially from (4.8). For n- 2 and n = 1, the 
~nditions stated. in (5.11) and (5.12) express 'IT3*(1) ~ o. '11')*( -1) "0 and 'IT2*( ± 1) ~ 0, respec-
tively. · 

(c) The formulae for the precise degree of exactness follow in the usual way from (4.9), when 
n ~ 3, and from (4.9)2, (4.9)1 when n == 2 and 1, noting, in the caSe of (4.9)2, that the coefficients 

· of 'lt3 and 'lf4 in (4.9) 2 cannot vanish simultaneously because of a> 0. 0 

The discussion for the remaining weight function w~-t/l.l/2) can be reduced, with the help of 
(3.11) and (4.12), to the onejust completed for w0/2.:-tll>. 
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.6. Quadrature weights, positivity, and explicit formulae 

Jn terms of the polynomials 11,( ·) = ,,( ·; w) and ,,*+ 1( ·) = ,,*+ 1( ·; w), the weights <J,. = a,<n> 
and a,.• = a;n>• in the Gauss-Kronrod formula (5.1) admit the following representations 
(Monegato {9]), 

II,, 11 2 

a,.=>-.+ * ( ) '( )' P=1,2, ... ,n, (6.1) 
W', +I 1", 11',. 1", 

a1.*= ( •) .,.( •)' p=1,2, ... ,n+l, 
W',. .,,. "n+ I 7,. . 

(6.2) 

where>.,=>.<:' are the Christoffel numbers-the weights of the Gaussian quadrature rule-rela­
tive to the weight function w. These in tum can be represented in the form (see, e.g., [15, Eq. 
(3.4.7))) 

11= 1, 2, ... , n, (6.3) 

and are known to be positive. We show in this section that also the weights a~"> and a;">·, with a 
few exceptions for small n, are all positive when w(t) = w< ±112>(t; a, p, 8) and w(t) = 
w<±1/l.H12>(t; a, p, 8), for arbitrary admissible parameters a, p, 8. The positivity of a,.• actu­
ally follows from the interlacing property (Monegato [9)). Moreover, we give explicit formulae 
(or the a, and a,.*. 

If the interlacing property holds, the second term in (6.1) is always negative, whereas the first 
is positive. Thus, in view of (6.3), we have a,.> 0 if and only if I ,,*+1( .,.,.) I > I w,+1( 1',.) J, or, since 
the zeros of w,. interlace with those of w,+l• 

a .. > 0 iff w,.*+ 1( .,.,) ~ w,+ 1( .,..,) for"= { ~~ 
(assuming the interlacing property). 

(6.4) 

We begin with the case w = w<112>, which is simpler and appears to be more fundamental. 

Theorem 6.1. Consider the weight function w(t) = w<112>(t; a, p, 8), with a, p, 8 admissible. Then 
all weights a .. = a!n>, a,.• = aj">'" in (S.l) are positive for each n ~ 1. Speciftcally, when n = 1, 

(I) 11' (1)• 'II' (t)• 'II' (6 5) 
a1 == a(2a+P)' a1 = t.)(c-)+8)' 01 - l.,(t.)-8)' · 

where w = {81 + P(2a + p) . For n ~ 2, letting .,..,<">=cos fJ, and .,.: .. >· ==cos o,.•, one has for 
"= 1, 2, ••• , n, 

• 2 l) 

(nl == ...!._ stn nv,. 
a, 2 • .n . ( 1) l) , 2a . Sin nv, cos n - "• p . 2 n n- . .n + -stn nv, 

sm v, a 

(6.6) 

and for p = 1, 2, •.. , n + l, 
· cos2n8.* a<n>'" = ...!.... . ,. 

,. 2a2 sin(n- l)fJ,.* cos no,.• .p 2 
n + . 8"' +-cos no,.• sm ,. a 

(6.7) 
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llenulrk. Alternative forms of (6.6), (6.7), assuming 8~ ::~= !'II, o,.• ::~= !'IT, a:re 
• 2 0 

() 11' stnn~ 

o,. n - 2a2 n- {sin 2nll,. + ~sin nO, cos(n -1)8, };{shi 28, + ~sin 8~}' (6.6') 

cos2n8• 
(n)• = _!_ "' o,. 2 • 

la n +{sin 2n8,.* + ~ sin(n -1)8,."' cos no,.• };{sin 20,.• + ~sin 8,.*} 

(6.7') 

These. as 8-+ 0, reduce in view of (2.16) to the formulae (3.9), (3.11) obtained in [4]. We note, 
however, that (6.6) remains valid as 8-+ 0 also in the case n (odd)~ 3, "= Hn + 1), and reduces 

to [4, Eq. (3.9')}. Likewise, (6~7) in the iimit 8 == 0 reduces to [4, Eq. (3.11')] when n (even) ~ 2 
an:d p= Hn + 2). 

Proof. The formulae (6.5) for n -1, which clearly imply the positivity of all weights, are easily 
obtained from (6.1), (6.2), and (6.3), using the expressions (3.9) for 'ITt and 'ITz, (4.5)1 for 'IT2"'' and 
(3.22) for II 'IT1 11 2• · · 

Thus assume n ~ 2. Substituting '1Tn"'+ 1( .,.,) from (4.13) into (6.1), we get o, = !>• ... which proves 
positivity of o.,. Positivity of o11•, as already mentioned, follows from the interlacing property, 
which holds according to Theorem 5.2 (a). 

We proceed to derive the explicit expressions in (6.6) and (6.7). First note that, by what. has 
just been shown, 

a,.= !X,= -II 'ITn ll 2/11'n"'+t( ·rJ'IT: ( .,..,). (6.8) 

Putting t = ~ 8 in (3.9) and differentiating gives 

2" (cos 8 · 11'11 (cos 8) - sin28 · w: (cos 8 )] 

· 28 ( 2a) 
= (n + 1)cos(n + 1)8 + lfn cos n8 + 1- 7f (_n -1) eos(n -1)8 . 

. Now put 8 =II,. and substitute 8/P from (4.15).; then, after a short calculation, one finds 

11' -r. = -- n- · + -san nO '( ) a · 1 { sin n8,. cos(n- 1)8,. p . 2 } 

" • 2"-tp sin II,. sin n8,. sin 8,. a . " · 

Multiplying this by 11'11*+ 1( 1',.) from (4.17), inserting the result in (6.8)~ and recalling (3.22) 
immediately yields the desired formula (6.6). 

To derive (6.7), we let .,.,.• =cos 8,.* (which is possible by virtue.of (4.5)) and find from (4.5) 
and (3.8), similarly as in the proof of Proposition 4.5 (cf. (4.15)), that 

8 a cos(n -1)8,.* 
--- -cos 6.* (6_ .9) n n 8.* ,., 
11 11 cos n "· 

and from (3.9) that 

., (-r.*)- _a ___ l...,..,... 
n " 2"-tp COS n81.* ' 
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Furthermore., 

'II•' 1:• = -- n + +-cos ntJ• 
a 1 {· sin(n- l)IJ,.* cos ntJ,.• p 2 } 

"+ 1(" ) 2"-tp cos niJ,.• sin IJ,.• · · a· ,. ' 

from which as before., using (6.2) and (3.22). one obtains (6.7). 
The alternative formulae (6.6') and (6.7') follow from those just derived by expressing /l/i:r. 

(under the assumptions made on IJ,. and IJ,.*) in terms of 8j{J by means of (4.15) and (6.9), 
respectively, and using elementary trigonometric identities. 0 · 

Theorem 6.2. C.onsider the weighi function w(t) = w<-tll)(t; a, fJ, 8), with a, p, 8 admissible. 
Then all weights a .. = a!" I, a1.* = a~•J• ·in (5.1) are positive for each n ~ 1, except when n = 3 and 
fJ > 2a, in which case positivity_ holds if 82 < P<P + 2a)/8. 
· If ( i,.};::, { .;:,.• }:_1 denote the Gauss and Kronrod nodes, respectively, of the (2n -1)-point 
Gauss-Kronrod formula for the weight function w = w<•ll>, and o,., o,.• the respective weights, then 
for n ~ 4 one has -. 

... <">=~ ,,...1 2 n· .,, 2. • '.... • 
l-or. .. 

<,.>• = a,.- I -a,. 2 , p..-2,3, ... ,n, 
1- T.* ,. 

(6.10) 

while 

(n)• = 'If 

at 4(fJ-a+8)[(P~a+8)n+2a-,8:....8)' 
(n)•- ' 'If 

a,.+l- 4(P-a-8)[(,8-a-8)n+2a-P+8) · 

(6.11} 

Remark. Explicit formulae could easily be obtained for a;l), a!2l and a~w. but we refrain from 
writing them down here. 

Proof. We begin with the cases n = 1, 2, 3, which require special treatment. We verify: the 
conditions in (6.4). · 

For n = 1, the condition in (6.4) is immediate from (4.2)1 and (5.6), since a< p. For n == 2, the 
two inequalities in (6.4), by (4.2)2 and (5.7), amount to .,.1 > -8jfJ, .,.2 < -8/P. which are true 
since 112( -8/P)- -alP< 0 by (5.6). When n == 3, the three inequalities in (6.4), by (5.7) and 
(3.8), are equivalent to 

2 8 ~ 1 ( . 2o:) 'r,.+p.,.·"'41+7f, , ... {land 3, 
2, 

where .,,. as a zero of 113 satisfies (cf. (5.7)) 

(
. 2 8 ) 1 ( a) 1 8 .,,. .,.,. + p.,.· - 2 1 + p .,., - 2 p = 0. 

(6.12) 

(6.13) 

Consider first the case 8 = 0. Then, by symmetry, .,3 < .,.2 == 0 < 1"1, and (6.12) is trivially true for 
"= 2 and easily seen true for " == 1, 3 in "View of ( 6.13) (for 8 - 0). Now moving 18 ·I continuously 
away from zero, positivity ceases to hold the fmt time we have equality in (6.12) for some "· 
Combining this equality with (6.13) then yields .,,. = -28/P for some "• which, reinserted in 
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(6.13), yields 8 2 = {J({J + 2a)/8 =: 8f. Thus, positivity holds for all 8 with 82 <Sf. Since 
Sf~ ({J- a) 2 precisely for fJ ~ 2a (assuming a, fJ admissible), positivity holds for all admissible 
a, {J, 8 when fJ < 2a, since then the interlacing property holds by Theorem S.l(a). In the 
remaining case, {J > 2a, we have positivity if 82 < 8f, which can be verified to be a subregion of 
the region 8 2 < 8J .(cf. (5.5)) in which interlacing holds. 

Assume now n ~ 4. It follows from {4.2) and Theorem S.l(c) that the Gauss-Krom:od formula 
under study has the form 

1 , , J /(t)w<-tll>(t)dt= }:a,f(.,.r)+a .. /(1)+ }:a,..*/(T11*)+a,*+tf(-1), 
-1 r-1 ,.-2 

allfE P4,_ 3 • 

Putting here /(t) = (1 -t2)g(t}, and taking note of (4.2) and (4.5), this yields 
, . , 

{ g(t )w<ll2>(t) dt = E a,.(1- T,.2 )g( .,.,.) + E a,..*(l - -r,.* 2 )g( .,.,..•) 
-1 r-1 )l•2 

n-1 n 

= L ~,.*+1(1-.,.,:~?t)g(T,.) + E o,.(l-T,.2)g{1=,.*), 
f'-l v=l 

all g E P4,~5 , 

which is precisely the (2n- l).point Gauss-Kronrod formula for w = w<112l. By uniqueness, 
(6.10) follows immediately. 

Toprove(6.11), it suffices toapply(6.2) forp. = 1 and p. = n + 1, noting that T1* = 1, .,.,*.. 1 = -1. 
making use of (3.8} to evaluate '1T,(± 1), and of (4.2) to obtain '1T,*;1( ± 1) = ±2'1T~~2>(± 1). and 
finally using (3.9) to evaluate 'IT~~>(± 1) and recalling (3.21). The fact that both a.* and a,•. 1 are 
positive follows from 181 < fJ ... a and from 

n({J- a± 8) + 2a- {J:f.8~ 4(/J- a ±8) + 2a- {J:f.8 

= 3/J- 2a ± 38 > 3(/J- a± 8) > 0. 0 

Theorem 6.3. Consider the weight function w(t} = w<l!l.-lfl>(t; a, {J, 8), with a, {J, 8 admissible. 
Then all weights a,.= a~">, a"'*= a:nl* in (5.1} are positive for each n ~ 1, except when n = 2 and 
{J> 2a, in'which case they ate positive if -((J- a}< 8 <a. 

Specifically, for n ~ 3, letting .,..<n> == c0s IJ,. and .,.:n>• =cos 8,.•, one has for , ""' 1, 2, ... , n, 

<nl _ .:!!.__ sin2( n -J )0,. 
0

" 2a2( · o)[· 1. sin(n-t)IJ,.cos(n-i)O,. /J. 2( l).o].' 1 +cos ,. n- -2 - . 0. + -stn n- 2 ,. 
sm .. a 

(6.14) 

for p. = 1, 2, ... , n, 

* 'II' cos2(n- t)fJ,..• 
O:(n) -- . . . ' 

" 2a2 ( · )[ 1 . sin(n- f)IJ,.*. cos(n- t)O,..* p 2( . ) ·] 
1 +cos O,.* n- -2 + . 0 * . + -cos n - t 0,. 

. . sm,. . a . 

(6.15) 
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and for p.= n + 1, 

aC">• = 11' . 
"+ 1 (P-a-8)(2n(P-a-&)+3a-P+8)" 

(6.16) 

Remark. It is possible to obtain explicit formulae for ap>, op>, and o:w. but we will not bother 
writing them down here. 

Proof. For n = 1, 2, we verify the conditions in (6.4). When n ==1, the inequality in (6.4) follows 
readily from (4.8)1 and (3.10). When n = 2, we must discuss 

. •( .) ~ ( ) {1, ,..3 .,., ;::;;: ,.3 .,., • , = 2, 

where .,., satisfies 112 ( -r,) = 0 with (cf. (3.10)) 

112(r) =-t 2 + Ht + 28/P)t + H8- a);p. 
The top inequality in (6.17), by (4.8) 2 and (3.10), turns out to be equivalent to 

1't > -t(t + 28/P). 

which, oy virtue of 

112 (- !{1 + 28/P)) =- (&- a)/2/l, 

(6.17) 

(6.18) 

(6.19) 

(6.20) 

is certainly true if 8 = 0. Assume first P < 2a, in which case interlacing holds by Theorem 5.3(a). 
Since the value of ~ in (6.20) is negative when & <a, and a> P- a, we have (6.19), hence 
ol2' > 0, for all admissible a, f1, &. The discussion of the lower inequality in (6.17) (for "= 2) is 
analogous and leads to the same conclusion. If P > 2a, one needs to distinguish the cases 8 > a 
and 8 < a. In the former case, since 8 > 0, both zeros 1"1 and 1'2 of 112 are negative and sum up to 

· - f<l + 2&//l), by (6.18). Therefore, (6.19) holds for both -r1 and T1, hence oF>> 0, but o42' < 0. 
If 8 <a, then (6.20) implies as before that o/2> > 0, of>> 0. Thus we have positivity of both 
weights if -(P- a)< 8 <a, which is easily seen to be a subinterval of the interval in (5.10) in 
which the interlacing property holds. 

Positivity for n ;;i~r. 3 follows as in the proof of Theorem 6.1, and the explicit formulae (6.14), 
(6.15) are obtained by a procedure entirely analogous to the one used to derive (6.6), (6.7), using 
the appropriate polynomials w,~ •• 11', in (4.8) and (3.10). reSpectively, and such properties as 
(3.11), (3.2) and (3.16). The expression (6.16) for o,~ 1, and its positivity, foUow similarly as in the 
proof of (6.11). 0 

7. Linear divisors 

Up until now, we assumed that the divisor p in (2.1), (2.2) is a polynomial of exact degree 2. 
We now relax this condition and allow the case of linear divisors. Formally,. this case is obtained 
in the limit as p -+ 2a, which yields 

p(t) = p(t; a, 2a, 8.) ... a 2(2p.t+ p.2 + 1), 
p.-8fa, a >0, IP.I < 1. (7.1) 
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Apart from a constant factor, we are thus led to the weight functions 

' i . (1 i~):tl/2 
v<:Uil>(t) = v<±tll>(t; p.) = - , 

2p.t + p.2 + 1 

(1- t)±l12(1 + t) :U/2 
v<±l/l.H!2>(t) = v<±t/2.+l!2>(t; p.) = . . 

2p.t + p? + 1 

(7.2} 

The case p. = 0 corresponds to the classical Chebyshev weight functions. 
The results of the previous sections, and their proof~ are easily specialized to the case P - 2cr. 

The resulting orthogonal polynomials, Stieltjes polynomials, interlacing and inclusion properties, 
and (sharp) degrees of exactness are sununarized in Table 1, in this order. 

All weights <1:•>• are positive, without exceptions, b~use of the interlacing property holding 
for all n ~ 1. The same turns out to be true for the weights <1~•>. The explicit formulae given in 
Section 6 simplify somewhat (note that they are to be multiplie4 bya2 on account of (7.1)); for 
w = v<112> and n ~ 2 one obtains · 

• 2: ~ 

<•>-! sm nu,. 2 
<t,. 2 sinn8., ( 1 )~· "= 1• , ... ,n, 

n - . ~ cos n + u,. 
sm u, 

(7.3) 

<•>• '11' cos2n8,.* a == - p. == 1, 2, ... , n + 1, 
" 2 +. sin(n + 1)8,.• · 8 ,..' 

n . (J• cos n ,. 
SID ,. 

(7.4) 

whereas for. w = v<lll,-l!l> and n ~ 3, 

. 2( - .!)8 . · (•) _ '11' SID n 2 ,. 

a,. - 2 [ 1 sin( n - !}8, . · 1 ] ' 
(1 +cos 6,.) n- 2 - sin 8, cos(n + 2 )8,. 

P=1,2, ... ,n, (7.5) 

eos2(n- 1 )9* ( ,.,. '11' l ,. 
Cl. ==-
,. 2 I 1 sin(n + !)8,.* l' p. = 1, 2, ... , n, 

(1+cost1,.*) n-2 + sinO,.* cos(n-!)8,.* 

(n)•- '11' 
0"+ 1 - (1- p.){2(1- p.)n + 1 + p.)' (7.6) 

where 8,, 8,."' are as defined in Theorems 6.1 and 6.3, respectively. For w == v<-t/2) and n ~ 4, the 
weights are obtained as in Theorem 6.2 in terms of the weights a~"- 1>, a:"- 1>* in (7.3), (7.4). 
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Abstract. 

QUADRATURE FORMULAE ON 
HALF-INFINITE INTERVALS* 

WALTER GAUTSCHI 

Department of Computer Sciences, Purdwz University, 
West Lafayette, IN 47907, USA 

We develop two classes of quadrature rules for integrals extended over the positive real axis, assuming 
given algebraic behavior of the integrand at the origin and at infinity. Both rules are expressible in terms 
ofGauss~Jacobi quadratures. Numerical examples are given comparing these rules among themselves 
and with recently developed quadrature formulae based on Bernstein-type operators. 

1991 Mathematics Subject Classification: Primary 65D32; Secondary 33C45. 

1. Introduction. 

For integrals extended over the whole real line, whose integrands go to zero like 
lxl- P when lxl ~ oo, special (symmetric) quadrature rules have been developed by 
W. M. Harper [ 6] and S. Haber [ 5] some time ago that integrate exactly the product 
of (1 + x2 )-fJIZ with certain rational functions. Here we treat in a similar spirit 
integrals over the half-infinite interval [0, oo) and integrands that have an algebraic 
singularity at the origin of type x", a> -1, and behave like x-P, fJ > 1, as x ~ oo. 
We develop two types of quadrature formulae- one having maximum polynomial 
degree of exactness, the other maximum "rational" degree of exactness. The former, 
already considered by R. Kumar and M. K. Jain [7], are subject to a severe 
limitation on the number of quadrature points allowed, whereas the latter are free 
from any such limitation. We show that both types of formulae can be reduced to 
Gaussian quadratures relative to appropriate Jacobi weight functions, and hence 
can be generated by standard mathematical software. Numerical examples are 
given, comparing these quadrature rules among themselves, and also with alterna­
tive rules based on Bernstein-type operators, recently developed by B. DellaVecchia 
[3]. 

* Work supported, in part, by the National Science Foundation under grant CCR-8704404. 
Received November 1990. Revised Aprill991. 
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2. Formulae of maximum algebraic degree of exactness. 

The object in this section is to find a quadrature formula 

(2.1) 

of Gaussian type, that is, such that r .. (f) = 0 whenever f E P2n- h the class of 
polynomials of degree s 2n - 1. To assure integrability~ one has to assume that 

(2.2) r:J. > - 1, 2n < P - IX. 

Thus, the formula (2.1) will be applicable only if P > 0 is relatively large. 
The requirement that (2.1) be exact for f(x) x\ A = 0, 1, ... , 2n - 1, trans­

lates, via the transformation of variables 

(2.3) 
l-x 
--=t 
1 +X ' 

1- t 
x=--1 + t, 

into the condition that 

-- -- 2 = L akxk, fl [1-t]J.+e~[1+t]/J 2dt 
11 

J. 
-1 1+t 2 (1+t) k=1 

or, equivalently, that 

A = 0, 1, ... , 2n - 1, 

(2.4) f~l (1- t)"(l + t)2n-l-).·(1- t)a(l + t}P-a- 2n-ldt 

II 

= 2/J-l L [ak(1 + tk)1 - 211] ·(1- tk)"(1 + tk)211
-l-J., A= 0, 1, ... ,2n -1. 

k=l 

Here we have set, in conformity with (2.3), 

1 - xk 

1 
= tk, + xk 

1-(2.5) 

Since {(1- t)"(l + tfn-l-t.: A.= 0, 1, .. . ,2n- 1} forms a basis in P2 .. -t. it follows 
from (2.4) that 

(2.6) 

where 

(2. 7) 1:: = -tt>(a, P - a - 2n - 1), OJ: = OJk"l(a, P- o: 2n - 1) 

are the n-point Gaussian nodes and weights relative to the Jacobi weight function 
with parameters IX and p - a - 2n - 1. Note, by assumption (2.2), that both par­
ameters are larger than -1, as required by the theory of Gauss-Jacobi quadrature. 
(This is not the case with another relationship to Jacobi polynomials, noted in [7, 
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Eq. (12)], which involves parameters - fJ and a.) Thus, combining (2.5) and (2.6), we 

obtain 

(2.8) k = 1,2, ... ,n, 

for the desired abscissae and weights in the quadrature formula (2.1 ). 

3. Formulae of maximum "rational" degree of exactness. 

For a more viable alternative to (2.1), not subject to the second condition in (2.2), 

we now require the quadrature rule 

(3.1) LX) f(x)xrxdx = ktl Akf(Xk) + Rn(f) 

to be exact (i.e., Rn(f} 0) whenever 

(3.2) 
1 

f(x) = -(1-+-~, A.= 0, 1, ... ,2n- 1. 

Here the only assumptions needed for integrability are 

(3. 3) a > - 1, fJ a > 1. 

In the case a = 0, fJ = 2, such a quadrature rule has already been suggested in [8, p. 

52]; see also [2, pp. 225-226]. 
It is easy to see that exactness of{3.1) for the "rational" functions (3.2) is equivalent 

to 

(3.4) 

for 

(3.5) g(x) = x\ ). = 0, 1, ... ,2n- 1. 

Indeed, putting f(x) g(x)/(1 + xf+Zn-l in (3.1), our exactness requirement im­

plies (3.4) for g(x) = (1 + x)2n-;. 1
, A. = 0, 1, ... , 2n - 1, which is equivalent to 

(3.4), (3.5). Conversely, if (3.4), (3.5) holds, it suffices to put g(x) = (1 + x)2
n A 

1 in 

(3.4) to get exactness of (3.1) for (3.2). 
Now using again the transformation of variables (2. 3), and 

(3.6) 
1 - xk _ r. x _ 1 -
1 + xk - k• k - 1 + 7k 
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in place of(2.5), we get from (3.4), (3.5) 

f 1 [~]l +a [_!__±_!__]p + 2n 

-t.1+t 2 

1 2 
(1 + t)2 dt 

n Xt 
= k~t Ak (1 + Xk)P+ln-1 ' A.= 0, 1, .. . ,2n- 1, 

that is, 

n 

= L j;Ak(l + Jk)fl·(l-'Jk)l(1 + Jk)2
n-l '\ },=0,1, ... ,2n-1. 

k 1 

As before in §2, this implies 

(3.7) 

where 

(3.8) 

are the n-point Jacobi nodes and weights corresponding to parameters cc and 
fJ - cc - 2. Hence, in (3. n 

(3.9) 
1- 1kJ 2Df. 

Xk = 1 + T{ ' Ak = (1 + Tff. 

In contrast to the quadrature rule of §2, it is now meaningful to discuss conver­
gence of the rule (3.1) as n-+ oo. To do this, let R~ denote the remainder term in the 
Gauss-Jacobi formula with parameters cc and fJ- cc- 2, 

(3.10) f 1 

g(t)(1 - t)a(l + t)P-a- 2dt = ± D'f.g(T{) + R~(g). 
-1 k 1 

Then an easy calculation shows that the remainder Rn in (3.1) is given by 

(3.11) R11(/) = 2R~(h), h(t) = (1 + t)-P f[ ~ : ~ l 
Now typically, 

(3.12) f(x) = (1 + x)- 11F(x), 

where F is a "nice" function. In this case, 

(3.13) h(t) = 2-Pp[ ~ :: J -1 < t < 1. 

Therefore, convergence R;{h) -+ 0 in (3.10), hence Rn(f) -+ 0 in (3.1), is assured 
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if h in (3.13) is continuous in fact, bounded Riemann-integrable ~ on the 

interval [ -1, 1 ], i.e., F is continuous on the closed interval [0, Cl)]. Moreover, 

if h(t) is analytic in a disk ltl < r, where r > 1, hence F analytic outside 

h di k · h r2 + 1 2r 
t e s Wit center at - and radius , then convergence is 

- 1 - 1 
exponentially fast, the rate of convergence being larger the larger r > 1 (cf. 

[4, Eq. (A.l)]. 
It is also possible to combine the two approaches in §§2~3 and seek a quadrature 

formula 
11 

{3.14) dx = L: b1J(yk) + s,(f) 

for which, given an integer m with 0 :::;; m < 2n, one has s,(f) = 0 whenever 

(3.15) { 

x..t 
f(x) = 1, 

(1 + 

A= 0,1, .. . ,2n- m- l, 

A = 0, 1, ... , m - 1. 

Here one needs to assume rx > -1 and 2n < {J- tt + m. To construct such for­

mulae, however, seems to require different techniques (the solution of nonlinear 

equations), and we will not pursue this further. Note that the limit cases m = 0 and 

m = 2n- 1 correspond to the quadrature rules (2.1) and (3.1), respectively. 

4. Formulae based on Bernstein-type operators. 

The linear positive operator of Bernstein type, 

(4.1) (L,J)(x) = (1 + x)-" kfo (~)xkf[ n- ~ + ll 
was introduced by G. Bleimann, P. L. Butzer and L. Hahn [1] for approximating 

continuous functions on [0, Cl)), and was used by B. DellaVecchia [3] to construct 

a quadrature rule which is exact for the function (1 + x)- ~>, {3 > 1. Slightly generaliz­

ing her approach, we integrate (L11g)(x) · x:x(l + x)- P. from 0 to Cl), where 

g(x) = f(x)(l + x)il, to get a quadrature rule for Jef x(J. f(x)dx. This rule is again exact 

when f is the function (1 + xy~P, since it then takes the form 

J0 (Ln1)(x)·x,l + x)-lldx = J(f xoc{l + x)-Pdx. As before, we assume that 

(4.2) C( > -1, {3 C( > 1. 

To conform with the formulae obtained in the previous sections, we replace n in (4.1) 

by n- 1, and denote the quadrature nodes by 

{4.3) 
k 1 

~k = k , k = 1,2, ... ,n. 
n- +l 
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The quadrature rule then becomes 

(4.4) too xa f(x)dx = ktl rxkf(ek) + Pn(f), 

(
n- 1)[ n J{J r(n + fJ- (X- k 1) r(rx + k). 

rxk = k - 1 n - k + 1 r( n + fJ - 1) 

The weights rxk are easily generated recursively by 

{4.5) 
+ -(X- 2) 

rx1 = r(n + _ 1) r(rx + 1), 

(X 

1+--
k- 1 [n- k + 2JP 
- ex - 2 n - k + 1 rxk- h 

1 +-'-----
n-k+l 

k = 2,3, ... ,n, 

where, for large n, one first computes In rx1; and then rx 1 by exponentiation, to avoid 
machine overflow. 

The principal virtue of the quadrature rule (4.4) s~ems to be its simplicity and 
explicit form, its major drawback slow convergence. Known error estimates (for 
ex =· 0) due to B. DellaVecchia [3] indeed exhibit a convergence order of O(n -i) at 
best, and so do our examples in §5. 

5. Examples. 

In this section we illustrate the performance of the three quadrature schemes of 
§§2-4 on a number of examples. All computations were carried out in double 
precision (ca. 29 decimal digits) on the Cyber 205. 

["" x 112 tanhx 
EXAMPLE 1. Jo (l + x)12.5 dx = .00340388967504569561787042285. 

Here rx = i-, fJ = 12.5, so that by {2.2) the Gauss formula (2.1) exists only for 
n = 1 (1)5. The associated relative errors are shown in the second column of Table 
5.1. (Integers in parentheses denote decimal exponents.) 

TABLE 5.1. Relative errors of the quadrature rules (2.1), (3.1), (4.4) for Example 1. 

n (2.1) n (3.1} n (3.1) n (4.4) 

1 2.79( -2) 5 1.38(- 6) 30 1.06( -21) 200 2.12( -3) 
2 2.35( -3) 10 5.08( -11) 35 2.10(-23) 400 1.06( -3) 
3 1.64( -4) 15 2.63( -15) 40 3.32( -25) 800 5.26( -4) 
4 9.14( -5) 20 7.98( -18) 45 1.10( -26) 1600 2.62( -4) 
5 3.91(- 5) 25 1.94( -19) 3200 1.31( -4) 
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Since F(x) = tanh x (cf. (3.12)) is continuous on the closed interval [0, oo ], the 

quadrature formula (3.1) converges as n--* oo, and Table 5.1 shows a rather satisfac­

tory speed of convergence. The numerical value of the integral shown above indeed 

is the numerical limit observed as (3.1) is applied with increasing values of n. 

As expected, the quadrature rule (4.4} based on a Bernstein-type operator con­

verges rather slowly, with order O(n- 1), as is evident from the last column of Table 

5.1. Applying the a-algorithm to the first 200 approximations reduces the error by 

only one decimal order of accuracy. 

We have repeated Example 1 with oc = 0, P = L 1 and obtained similar results for 

(3.1) except that convergence is considerably slower. It now takes n = 120 in (3.1} to 

get a 16S value 9.539866086478899 for the integral; the smallest error in (4.4) is 

3.57(- 5) (for n = 3200). 

X X 2 I 2 j
"'oo -1/2 d 

EXAMPLE 2. l(r) = 
0 

(x _ c,)4 _a; (l + x)12. 5 , where c, = -(r + n(r - 1), 

d, = 2rj(r2 
- 1), r > 1. 

This example is chosen to illustrate how the rate of convergence of (3.1) depends 

on the analyticity properties of the function Fin (3.12), that is, in our case, of the 

function 

(5.1} F(x) = (x 
1 

This function has exactly four poles, respectively at c, ± d, and cr ± id, so that F is 

analytic outside the circle with center at cr and radius d, ( < lc,l). According to the 

discussion following Eq. (3.13), the rate of convergence of {3.1) should therefore 

increase with r. This is confirmed in Table 5.2, where comparison is made also with 

the other two quadrature schemes, (2.1) and (4.4). Table 5.3 gives the exact values of 

I(r) to 26 significant digits, as determined by the quadrature rule (3.1). 

TABLE 5.2. Relative errors of (2.1), (3.1), (4.4) for Example 2 with r = 1.1, 1.5, 2, 5. 

n (21) n (3.1) n (4.4) r n (2.1) n (3.1) n (4.4) 

1 2.38( -1) lO 1.49(-5) 100 2.89(-2) 2.0 1 3.31(-2) 6 1.53( -9) 100 3.49(-3) 

2 9.90(-2) 20 1.48( -9) 200 1.46( -2) 2 3.44( -3) 9 2.85( -13) 200 1.75( -3) 

3 5.54(-2) 30 1.80( -13) 400 7.31( -3) 3 7.49(-4) 12 6.85( -17) 400 8.79(-4) 

4 3.80(-2) 40 2.33(-17) 800 3.66(-3) 4 2.76(-4) 15 1.88(-20) 800 4.40(-4) 

5 3.06(-2) 50 3.10(-21) 1600 1.83( -3) 5 1.56( -4) 18 5.57(-24) 1600 2.20( -4) 

6 2.86(-2) 60 4.23( -25) 3200 9.17(-4) 6 1.30(-4) 21 2.89( -27) 3200 1.10( -4) 

1 5.45( -2) 5 1'.80( -6) 100 5.65( -3) 5.0 l 2.81(-2) 2 3.00(-5) 100 3.03(-3) 

2 9.05( -3) 10 4.76(-ll) 200 2.84(-3) 2 1.90(-3) 4 5.76(-10) 200 L52(-3) 

3 2.75(-3) 15 2.02(-15) 400 1.43(- 3) 3 2.67(-4) 6 2.83( -14) 400 7.60(-4) 

4 1.27(- 3) 20 1.03( 19) 800 7.14(-4) 4 7.02(-5) 8 1.33( -18) 800 3.81( -4) 

5 8.15(-4) 25 5.70( -24) 1600 3.57(-4) 5 3.22(-5) 10 7.22( -23) 1600 1.90( -4) 

6 7.06(-4) 30 1.28( -27) 3200 1.79( -4) 6 2.50(-5) 12 6.05( -27) 3200 9.52(-5) 
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TABLE 5.3. Exact values of the integral in Example 2. 

r 

1.1 
1.5 
2.0 
5.0 

I(r) 

.00156342765157602865464464288 

.0346073108917596779365812324 

.098427460167752436964227875 

.333873596349519021032797704 

roo x-1/2 
EXAMPLE 3. Jo (l + cosxdx = 1.1378118633993858829455828. 

The function F(x) = e-xcosx of this example is no longer analytic at oo, as was 
the case in Example 2, and the singularities at x = 0 and x = -1 are more severe 
than those in Example L These are probably the reasons why (3.1) now converges 
much more slowly than in the previous examples. The relative errors of(3.1), along 
with those of (4.4), are shown in Table 5.4. 

TABLE 5.4. Relative errors of (3.1), (4.4) for Example 3. 

n (3.1) ;t (4.4) 

40 8.34( -9) 100 7.40( -3) 
80 9.90( -14) 200 3.69(-3) 

120 8.94( -17) 400 1.85( -3) 
160 3.04( -20) 800 9.23( -4) 
200 6.99( -23) 1600 4.61(-4) 
240 8.60( -26) 3200 2.31( -4) 

Since ll = -!, f3 = ;j, the second inequality in (2.2) is violated for n 2 1, so that 
there are no Gaussian rules (2.1} for this example. 

1r: f.oo x-1/2 
EXAMPLE 4. l(m) =--;;; 

0 
(l + x)514 

The function 

n 1 

--;;; 1 + w2(x - 1)2 (5.2) F(x) 

in this example has poles at x = 1 ± ijm, which approach the point 1 on the real axis 
as m ~ oo. (The function is normalized to have unit integral over the whole real line; 
since it has a sharp peak at x = 1 when m is large, it may be thought of as an 
approximation to the Dirac delta function centered at 1.) Naturally, our quadrature 
rule (3.1) will have increasing difficulty converging, as w becomes large. This can be 
seen from the relative errors displayed in Table 5.5. Strangely enough, the conver­
gence of(4.4)-slow, to be sure-is relatively unaffected by the value of m and indeed 
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accelerates a little bit as ro increases! The true answers for ro = .5, 1, 2.5, 5, furnished 
by (3.1) for n sufficiently large, are shown in Table 5. 6. 

TABLE 5.5. Relative errors of (3.1), (4.4) for Example 4. 

n (3.1) n (4.4) OJ n (3.1) n (4.4) 

.5 10 4.97( -6) 100 4.22( -3) 2.5 30 1.02(-5) 100 2.07(-3) 
20 1.49(-10) 200 2J0(-3) 60 3.63( -11) 200 1.03(-3) 
30 9.75( -15) 400 1.05( -3) 90 1.58( -15) 400 5.16(-4) 
40 3.55( 19) 800 5.24( -4) 120 L 71( -20) 800 2.58( -4) 
50 1.03(-23) 1600 2.62( -4) 150 7.43( -26) 1600 1.29( -4) 

1.0 15 3.25(-6) 100 3.25(- 3) 5.0 60 2.63( -6} 100 1.72(- 3} 
30 2.19(-11) 200 1.62( -3) 120 7.16(-11) 200 8.58(-4) 
45 3.80( 16) 400 8.09(-4) 180 5.14( -16) 400 4.28( -4) 
60 2.96(-21) 800 4.04( -4) 240 8.14( -22) 800 2.14( -4) 
75 4.91(-27) 1600 2.02( -4} 300 2.45( -26) 1600 1.07( -4) 

TABLE 5.6. Exact values ofthe integral in Example 4. 

w I(w) 

.5 10.7185761829848814375380337 
1.0 3.9449597795274933486744356 
2.5 .74241157786627923083242852 
5.0 .182154799099070485116688565 
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Gauss-type quadrature formulae based on rational functions are proposed to evaluate generalized Fermi-Dirac and 
Bose-Einstein integrals to high accuracy. The method is compared with recent quadrature methods of B. Pichon and R.P. 
Sagar .. 

1. Introduction 

The computation of the generalized Fermi­
Dirac integrals 

ooxk,fJ ±tor 
F ( 8)- f r d 

k 7J, - lo e-'~+x ± 1 x, 

fJ ~ 0, 7J E IR, (1.1) 

where k = i, t. i, has been the subject of two 
recent communications [1,2]. The former pro­
poses Gauss-Laguerre quadrature (with weight 
function xk e-ax) after dividing and multiplying 
the integrand by e -ax with a > 0 suitably chosen, 
the latter a "Gauss-Fermi" quadrature (with 
Weight function Xk(eX ± n-l), after dividing and 
multiplying by (eX+ n-l. Both methods disre­
gard the major obstacle to rapid convergence 
(when fJ is relatively small), namely the poles at 

X=TJ±(2v-1)i1r, v=l,2,3, .... (1.2) 

Correspondence to: W. Gautschi, Department of Computer 
Sciences, Purdue University, West Lafayette, IN 47907, USA. 
* Work supported in part by the National Science Founda~ 

tion under grant DMS-9023403. 

In this note we write 

with 

,fJ ± 4-or 
f(x) = :-TJ ±e-x' 

(1.3) 

(1.4) 

and propose a quadrature rule of the form 

which is exact for the n pairs of rational functions 

v = 1, 2, ... ,n, 

where 

1 
(v =- -7J-±-(2-v---1)_i_'TT' 

g(x)=(1+{,:"x)-\ 

(1.6) 

(1.7) 

and the asterisk means complex conjugation. In 
this way, we take into account the first n paris of 
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234 W Gautschi I Computation of generalized Fermi-Dirac and Bose-Einstein integrals 

(conjugate complex) poles in eq. (1.2). Thus, 

n 

FA 17, 6)""' E wJ(x,), (1.8) 
r~l 

where the quadrature nodes and weights depend 
on n, k and 17, 

(1.9) 

An integral similar to (1.1), but arising from 
Bose-Einstein distributions, is 

G . 6 -j"'xkb + jox 
k( 17' ) - 0 e _Tl +x _ 1 dx, (J ~ 0, 17 ::;; 0, 

(1.10) 

for which analytic methods of evaluation, again 
for k = i, t, %, were discussed in the appendix of 
ref. [1]. Here we develop a quadrature method 
analogous to the one proposed above for Fk(T/, 8) 
and compare it with other quadrature methods in 
the spirit of refs. [1,2]. 

It will be seen that the choice of quadratures 
proposed here significantly improves the accuracy 
of the results at the expense of requiring a se­
quence of quadrature rules to be generated for 
each k and 11· Methods for generating such "ra­
tional Gauss" formul~e will be briefly described 
in section 2. In section 3 we present numerical 
results and compare our method with those in 
refs. [1,2]. 

2. Gauss formulae for rational functions 

2.1. Fermi-Dirac integrals 

Let (,=g.,+ i17,, that is (cf. (1.7)), 

g =- 17 
v 172 + (2v -1)2'lfz' 

(2v- 1)'lT (2.1) 
17 =-------

.. 172+(2v-1)2'lfz' 

v= 1, ... ,n, 

and define 
n 

Wzn(X) = n [(1 + g,x) 2 + T/;x 2]. 
v~l 

(2.2) 

Then (1.5) is exact for the rational functions in 
· (1.6) precisely if 

(2.3) 

where x~, w;:' are the Gauss nodes and weights 
for the weight function xk e-x jw2n(x): 

"' xk e-x 
j p(x) ( ) dx 
0 Wzn X 

n 

= E w,GP( x~), all p E IPzn-I (2.4) 
r=l 

(cf., e.g., ref. [3, Theorem 1.1 with m = 2n]). The 
orthogonal polynomials required for (2.4) can be 
generated, similarly as in ref. (2], by a discretized 
Stieltjes procedure. It is generally more efficient, 
however, to use a partial fraction decomposition 
of [w2n(x)]- 1 and construct special Gauss formu­
lae for each partial fraction prior to using the 
Stieltjes algorithm. This results in a finite algo­
rithm, whereas the discretized Stieltjes procedure 
requires iteration. On the other hand, it may 
happen that the partial fractions involve large 
coefficients with varying signs, which will cause 
serious cancellation errors in the generation of 
the desired (rational) Gauss formulae. For details 
we refer to ref. [3]. 

2.2. Bose-Einstein integrals 

For the integral (1.10), it is convenient to write 

(2.5) 

with 

X 

f(x)= _'1 -xVt+t8x. 
e -e 

(2.6) 

By splitting off a factor x, we insure that f(x) 
remains regular as x --+ 0 even when 17 = 0. The 
poles off are.now at 

X= 11 ± 2vi'lT, v = 0, 1, 2, ... , (2.7) 
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which suggests letting 

1 
( =----

v n+2vi"IT" 
(2.8) 

and proceeding similarly as in (1.5)-(1.7), except 
that k is to be replaced by k - 1 in (1.5). The 
appropriate rational Gauss formulae (cf. ref. [3, 
Theorem 1.1 with m = 2n - 1]) are then con­
structed similarly as in section 2.1, with 

TJ 2vTr 
gv = - 2 + 4 2 2 ' TJv = 2 + 4 2 2 ' TJ II"IT" TJ II"IT" 

v=O, 1,2, ... ,n-1, 
(2.9) 

and (2.4) replaced by 

- xk-1 e-x n l p(x) dx = E w,0p(x~). 
o Wzn-l(x) r~l 

all p E IP>zn-1> (2.10} 

where wzn-l is defined by 

n-1 

Wzn-l(x) = (1 + gox} n [ (1 + gvx) 2 + TJ;x 2]. 
v~1 

(2.11} 

3. Numerical results 

All computations reported in this section were 
carried out in both single and double precision on 
the Cyber 205, which allows for precisions of 
approximately 14 and 28 decimal digits, respec­
tively. Unless stated otherwise, our goal was to 
produce results with relative errors ~-} x w- 10 

in single precision, and ~ -} X 10-25 in double 
precision. 

3.1. Fermi-Dirac integrals 

For purposes of identification, we denote our 
method (1.8), (1.4), (2.3) by GR(n) (n-point Gauss 

Rational). The method in ref. [2], i.e., 

we denote by GF(n) (n-point Gauss-Fermi), 
while GL(n) (n-point Gauss-Laguerre) will refer 
to 

• n 
Fk(TJ, 8) = i f(x) xk e-x dx:::: E w,Lf(x~) 

0 r~ 1 

(3.2) 

(with f as in (1.4)), which is the case a= 1 of ref. 
[1]. The first 40 recursion coefficients for the 
orthogonal polynomials required in (3.1) are tabu­
lated to 19 significant digits in ref. [2, table 1] for 
k = -}, ~. ~· We have recomputed them to 25 
digits and observed complete agreement to 19 
digits (with the exception of occasional discrepan­
cies of one unit in the last digit). Contrary to ref. 
[2], we computed the Gauss formulae from the 
respective Jacobi matrix via eigenvalue tech­
niques (cf. refs. [4; 5, §6]). 

All numerical examples in ref. [2] use 8 = 1 x 
w-4, a comfortably small value that puts the 
square root singularity of the integrand in (1.1) at 
- 2 X 10\ sufficiently far away from the interval 
of integration to have any appreciable effect on 
the convergence properties of quadrature 
schemes. For ease of comparison, we use the 

Table 1 
Relative errors of three quadrature schemes for Fermi-Dirac 
integrals with 11 ~ -1 and 9 = 1 x 10- 4• 

k n GR(n) GF(n) GL(n) 
I 5 8.1 ( -9) 8.4( -5) 5.6( -5) 2 

10 5.9( -18) 2.7( -7) 1.6( -7) 
15 1.5(- 25) 6.5( -9) 4.1( -9) 

3 5 2.5 ( -8) 1.3(- 4) 9.5( -5) 2 
10 3.1(-17) 8.2( -7) 5.6( -7) 
15 1.6( -27) 1.5( -8) 1.1(- 8) 

5 5 5.6 ( -8) 9.8( -5) 7.3( -5) 2 
10 1.1( -16) 7.7( -7) 5.7( -7) 
15 3.2( -25) 9.9( -9) 7.8( -9) 
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Table 2 
Relative errors of three quadrature schemes for Fermi-Dirac 
integrals with 'IJ = 1 and 6 = 1 x 10·4 • 

k n GR(n) GF(n) GL(n) 

1 5 2.1 (-8) 3.7( -4) 6.3( -4) 2 
10 1.7( -17) 7.4( -6) 1.5( -5) 
15 1.2(- 25) 4.4( -7) 7.7(-7) 

3 5.6 ( -8) 4.7( -4) 9.5( -4) 2 5 
lO 7.7( -17) 4.4( -6) 4.8( -6) 

15 2.4( -25) 2.7(-7) 6.7( -7) 
5 5 l.l ( -7) 1.9( -5) 1.6( -4) z 

10 2.5( -16) 1.3(- 5) 2.4( -5) 
15 5.0( -26) 5.2( -7) 8.3( -7) 

same value of 8 in most of our examples, but 
experiment also with significantly larger values. 
Tables 1 and 2 are the analogues of tables 3 and 
4 of ref. [2], showing relative errors of the three 
above quadrature methods for 71 = -1 and 71 = 1, 
respectively. As can be seen, GF and GL are very 
comparable in accuracy, in contrast to GR, which 
converges incomparably faster. The accuracy ob­
tained with 15 quadrature points in the two for­
mer schemes is almost (if 71 = -1) or actually (if 
11 = 1) achieved with 5 points in the latter, and 
considerably surpassed (not shown in the tables) 
when n = 6. 

Table 4 

Table 3 
Exact values of Fermi-Dirac integrals. 

~ 7j .£J!J., 10 4) 

1 -1 0.2905124170194926626167642 2 
3 
2 -1 0.4608784541779919553534758 
5 -1 1.186073501075755783982726 2 
1 1.396441820349115339606362 2 
3 2.661873279107150138112456 2 
5 7.627256095653447632904998 2 

The exact values to 25 digits (taken to be the 
limit values observed with our method) are given 
in table 3. 

For convenience to the reader, and to illus­
trate the differences in the three quadrature rules, 
we list these in table 4 for n = 5, k = !- and 
11 = -1. It can be seen that GR(5) has signifi­
cantly smaller nodes than either of GU5) and 
GF(5), presumably because of the "pull" exerted 
by the poles (1.2) in the complex plane located on 
the vertical line with real part 11 = - 1. As this 
line is moved to the right, the nodes of GR(5) 
follow along and indeed become all larger than 
those of GUS) and GF(5) by the time 11 = 15. 

Convergence of the quadrature rule (1.8) 
speeds up as 71 is made larger negative, since the 

Nodes and weights of the three quadrature rules GF(n), GL(n), GR(n) for n = 5, k = i and 'IJ = -1. 

GF(5) 

GL(S) 

GR(5) 

nodes 

4.853282854052548902041607( -1) 
1.873966916325342343159044 (0) 
4.215862385021310462216175 (0) 
7.846560736876599685022517 (0) 
1.355305747901104375108016 (1) 

4.313988071478514844471342( -1) 
l. 759753698423696428573903 (0) 
4.104465362828314989991953 (0) 
7.746703779542557070882292 (0) 
1.345767835205758002610472 (1) 

3.126398587450489212326774( -I) 
1.255825743830479313965948 (0) 
2.900866004335337302050356 (0) 
5.481659473774843471464215 (0) 
9.624406829641735767404573 (0) 

weights 

2.528093182634590808714027( -1) 
3.334462234469549285457945( -1) 

8.691873578477134144754120(- 2) 
4.884285033837127451612712(- 3) 
3.533262407852899595773563(- 5) 

3.704505700074585063243685( -I) 
4.125843737694528821000270( -I) 
9.777982005318070299139249(- 2) 
5.373415341171986513994744(- 3) 
3.874628149393571930106873(- 5) 

2.556075807906894032848178( -1) 
4.059161674922847483386820( -I) 
1.924577586933245453743552( -1) 
3.113158098682566730619157(- 2) 
1.113829627797498849117004(- 3) 
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poles (1.2) then move further away from the 
interval of integration. For example, when k = !, 
double-precision accuracy ::::; w-25 is attained 
with n = 14 for 71 = -10, with n = 11 for 7J = 
-50, and with n = 9 for 71 = - 100. It is impor­
tant, however, that the discretized Stieltjes proce­
dure be used for constructing the quadrature 
rules in question, since the method of partial 
fraction decomposition gradually loses accuracy 
because of the cancellation problem mentioned 
at the end of section 2.1. 

The case of large positive 7J is considerably 
more difficult: Not only is it harder to generate 
the rational Gauss formulae, but their conver­
gence also slows down. When 7J = 10 (and k = ~), 
double-precision accuracy 10- 25 can still be at­
tained with n = 17, but for 71 = 50, we obtain only 
12 decimal places when n = 17, and the genera­
tion of n-point rational Gauss rules for larger 
values of n becomes increasingly subject to can­
cellation errors. Still, the results are far more 
accurate than those with Gauss-Fermi and 
Gauss-Laguerre quadrature, which for n = 17 
yield about 3 respectively 2 correct decimal digits 
when 71 = 10 and 71 =50, respectively. 

We also experimented with larger values of 8, 
and 71 = ± 1, k = ~' to observe the damaging 
effect of the square root singularity at x = - 2/fJ 
as .it moves toward the interval of integration 
[0, oo] (i.e., as fJ increases). Interestingly, GF and 
GL seem to be less affected by this singularity 
than GR. For 8 = 0.01 and 8 = 0.1, the results 
are very similar to those in tables 1 and 2; for 
0 = 1, they are shown in table 5. 

Table 5 
Relative errors of three quadrature schemes for Fermi-Dirac 
integrals with 71 = ± 1, k =! and (J = 1. 

-1.0 

1.0 

n 

5 
10 
.15 

5 
10 
15 

GR(n) 

8.6 ( -8) 
1.8( -10) 
1.2( -12) 
1.4 ( -8) 
1.6( -10) 
1.1( -12) 

GF(n) 

4.8( -5) 
8.8( -8) 
1.6( -9) 
2.7( -4) 
9.5( -6) 
3.8( -7) 

GL(n) 

2.0 ( -5) 
7.4 ( -8) 
1.3( -10) 
4.0 ( -4) 
1.8 (-5) 
6.1 (-7) 

Table 6 
Relative errors of three quadrature schemes for Bose-Ein-
stein integrals with 71 = -1 and (J = 1 X 10- 4• 

k n GR(n) GE(n) GL(n) 
1 5 5.4(- 8) 1.6( -3) 6.6( -3) 2 

10 4.1( -17) 4.3( -5) 2.0( -4) 
15 7.5( -26) 2.6( -6) 1.3( -5) 

3 5 1.6( -7) 7.6( -4) 3.2( -3) 2 
10 2.3( -15) 2.3{ -5) 1.1( -4) 
15 1.5{ -25) 1.5{ -6) 7.0( -6) 

5 5 3.3{ -7) 3.2( -4) 1.4(- 3) 2 
10 8.1{ -16) 9.5( -6) 4.6( -5) 
15 1.1( -24) 6.1( -7) 3.0( -6) 

3.2. Bose-Einstein integrals 

In analogy to Fermi-Dirac integrals, we con­
sider three quadrature methods for evaluating 
the Bose-Einstein integral (2.5), (2.6), namely the 
n-point Gauss Rational formula GR(n) with 
weight function xk-t e-x (cf. section 2.2), the 
n-point "Gauss-Einstein" formula GE(n), 

"" 1-e-x xk 
Gin, 0) = ( f(x) -- dx 

)0 X ex -1 

and the n-point Gauss-Laguerre formula GL(n), 

n 

= E w,Lt(x;), (3.4) 
r=! 

Table 7 
Exact values of Bose-Einstein integrals. 

k 

-1 0.3797088659980739907014802 
-1 0.5260888870796462905919174 
~ 1 1.266569126543117546932246 
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where f in (3.3) and (3.4) is given by (2.6). The 
results for TJ = -1 and 8 = 1 x 10- 4 are shown 
in table 6. They are similar to those fo; Fermi­
Dirac integrals in table 1, exceptth~t GR is now 
slightly less accurate and GE, GL both consid­
erably less accurate. Exact values are shown in 
table 7. 

As 7J decreases from - 1 to larger negative 
values, convergence of all three quadrature 
schemes speeds up, particularly so for GE and 
GL. The opposite is true when TJ increases from 
- 1 to 0: convergence slows down, particularly for 
GE and GL, but much less so for GR. On the 
other hand, GR becomes harder to generate, 
although there is no loss of accuracy as in the 
case of Fermi-Dirac integrals. 

An increase of e affects convergence similarly 
as in the case of Fermi-Dirac integrals. Fork=!, 
TJ = -1, and e = 1, the results are shown in table 
8. 

Table 8 
Relative errors of three quadrature schemes for Bose-Ein­
stein integrals with 11 = -1, k =! and 8 = 1. 

n 

5 
10 
15 

GR(n) 

5.5( -7) 
3.2( -10) 
1.9( -12) 

GE(n) 

3.7( -3) 
1.1{-4) 
6.9( -6) 

GUn) 

8.8( -4) 
2.4( -5) 
1.4( -6) 

4. Conclusions 

We have shown that Gauss-type quadrature 
formulae based on rational functions are capable 
of producing very accurate approximations to 
generalized Fermi-Dirac and Bose-Einstein in­
tegrals, provided the poles of the rational func­
tions are suitably matched with those exhibited by 
the integrals in question. The use of these formu­
lae is costly in as much as they are parameter-de­
pendent. This probably rules them out for pur­
poses of large-scale production, but makes them 
eminently suitable for isolated high-precision cal­
culation of generalized (as well as ordinary) 
Fermi-Dirac and Bose-Einstein integrals. In­
deed, any integral whose integrand has suffi­
ciently many poles (outside the interval of inte­
gration) is a natural candidate for evaluation by 
rational Gauss-type quadrature rules. 
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STIELTJES POLYNOMIALS AND RELATED QUADRATURE 
FORMULAE FOR A CLASS OF WEIGHT FUNCTIONS 

WALTER GAUTSCHI AND SOTIRIOS E. NOTARIS 

ABSTRACT. Consider a (nonnegative) measure dr:r with support in the interval 
[a, b] such that the respective orthogonal polynomials, above a specific index 
C, satisfy a three-term recurrence relation with constant coefficients. We show 
that the corresponding Stieltjes polynomials, above the index 2€- 1, have a 
very simple and useful representation in terms of the orthogonal polynomials. 
As a result of this, the Gauss-Kronrod quadrature formulae for dr:r have all 
the desirable properties, namely, the interlacing of nodes, their inclusion in 
the closed interval [a, b] (under an additional assumption on dr:r), and the 
positivity of all weights. Furthermore, the interpolatory quadrature formulae 
based on the zeros of the Stieltjes polynomials have positive weights, and both 
of these quadrature formulae have elevated degrees of exactness. 

1. INTRODUCTION 

Consider a (nonnegative) measure da with support in the interval [a, b], and let 
7r n ( · ) = 7r n ( · ; da) be the respective monic orthogonal polynomial of degree n. The 
corresponding monic Stieltjes polynomial 1r~+l ( ·) = 7!'~+ 1 ( ·; da), of degree n + 1, 
can be uniquely defined by the orthogonality condition 

(1.1) 1b 7!'~+ 1 (t)tk7rn(t)da(t) = 0, k = 0, 1, ... , n 

(see [2, §4]), that is, 7!'~+ 1 is orthogonal to all polynomials of lower degree relative 
to the variable-sign distribution da*(t) = 7rn(t)da(t). 

Related to 1r~+l is the Gauss-Kronrod quadrature formula for da, 

(1.2) 
b n n+1 1 f(t)da(t) = Lavf(Tv) + L:a:j(T~) +R~(f), 

a v=1 p;=1 

where Tv = T~n) are the zeros of 1l'n, and the nodes T; = T;(n) and all weights 

av = a~n), a; = a;(n) are chosen such that (1.2) has mrocimum degree of exactness 
(at least) 3n + 1, i.e., R;[(f) = 0 for all f E J!D3n+l· A necessary and sufficient 
condition for this is that the T; be the zeros of 7!'~+ 1 (see [5, Corollary]). 
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Also connected with 1r~+ 1 is the interpolatory quadrature formula 

(1.3) 
b n+1 1 j(t)da(t) = L.w;f(T;)+R~(f), 

a p,=1 

where T; = T;(n) are the zeros of 1r~+ 1 . This kind of quadrature formula was first 
considered by Monegato in [10, Part ILl] for the Legendre measure dO'(t) = dt on 
[ -1, 1]; he conjectured, in this case, that the w~ are all positive. 

We now assume that the orthogonal polynomials relative to dO' satisfy a three­
term recurrence relation of the following kind, 

7rn+1(t) = (t- an)7rn(t)- /3n'lrn-1(t), n = 0, 1, 2, ... ' 
(1.4) 

an = a, !3n = !3 for n 2:: e, 
where an E lR, f3n > 0, f. EN, and 7ro(t) = 1, 1r-1(t) = 0. Thus, the coefficients 
an and f3n are constant equal, respectively, to some a E lR and /3 > 0 for n 2:: e. 
Any such measure dO' is known to be supported on a finite interval [8, Theorem 
10], say [a, b], and we indicate this, together with the property (1.4), by writing 

dO' E M~a,,B) [a, b]. We show in §2 that, if dO' E M~a,,B) [a, b], then 1r~+ 1 (·;dO') has a 
very simple and convenient representation (see (2.13)) in terms of 7rn+I( ·;dO') and 
'lrn-1( ·;dO'), provided that n 2:: 2£- 1. Subsequently in§ 3, this representation is 
used to derive a number of properties for the Gauss-Kronrod formula (1.2), namely 
that the nodes T; interlace with the nodes Tv, all nodes Tv, T; are contained in 
[a, b] (under an additional assumption on dO'), all weights O'v, 0'~ are positive, and 
the degree of exactness is at least 4n- 2£ + 2. Moreover, in § 4 we show that the 
interpolatory formula (1.3) has positive weights and degree of exactness 2n- 1. 

Among the many orthogonal polynomials satisfying (1.4) we mention the four 
Chebyshev-type polynomials and their modifications discussed in Allaway's thesis 
[1, Ch. 4], as well as those associated with the Bernstein-Szego measures. For 
many of these, the Stieltjes polynomials have previously been expressed explicitly 
in terms of Chebyshev polynomials, and the corresponding Gauss-Kronrod formulae 
have been shown to possess the desirable properties mentioned above (see [6, 7, 10, 
11, 12]). In addition, it has been shown in [12] that, for a class of Bernstein-Szego 
measures, the weights in the interpolatory formula (1.3) are all positive. 

2. THE 8TIELTJES POLYNOMIALS 

We now present, assuming dO' E M~a,,B) [a, b], the explicit formula for 1r~+l (·;dO') 
in terms of the respective orthogonal polynomials 1r m ( · ) = 1r m ( · ; dO'). We begin 
with two preliminary lemmas, which play an important role in the subsequent 
development. Both make reference to the expansion of tk7rn(t) for k = 0, 1, ... , n 
in terms of the 7rm's, which we write in the form 

k 

(2.1) tk7rn(t) = L cf,k7rn+i(t), k = 0, 1, ... , n; n 2:: 1. 
i=-k 

Note that the terms 'lrn+i with i < -k are absent in (2.1) because of orthogonality 
of the 'lrm. 
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Lemma 2.1. Consider a measure dCJ E M~a,,B)[a,b]. For a given n 2:£, the corre­
sponding Stieltjes polynomial has the form 

(2.2) 

if and only if in (2.1) we have 

(2.3) c':: 1,k = (3cJ:,k, k = 1, 2, ... , n. 

Proof Sufficiency. Assume that (2.3) holds. To prove (2.2), it suffices to show, 
by virtue of (1.1), that 

(2.4) 1\rrn+1(t)- f37rn-1(t)]tk7rn(t)dCJ(t) = 0, k = 0, 1, ... , n. 

Fork= 0, this is true by orthogonality. When k = 1, 2, ... , n, we obtain from (2.1), 
(2.3) and orthogonality 

(2.5) 

1\rr n+l ( t) - (31r n-1 ( t) ]tk7f n( t)dCJ( t) 

= 1b[7rn+1(t)- f37rn-1(t)][ · · · +c'J:,k7rn+1(t) + co,k7rn(t)+f3c'J:,k7rn-1(t)+ · · ·]dCJ(t) 

= c'J:,k [1b 1r;+l(t)deJ(t)- (3 2 1b 7f;_1(t)dCJ(t)] 

= c'J:,k (111fn+Iil 2 - f32ll1fn-d 2), 

where 11·11 is the L2-norm. Since n 2: £, there follows from (1.4) that f3n = f3n+l = (3, 
or equivalently, 

(2.6) 

( cf. [4, Eq. (5.3)]). This yields 

117fn+lll 2 = (32 
ll'ifn-111 2 ' 

which, inserted in the last equality of (2.5), proves (2.4) for k = 1, 2, ... , n. 
Necessity. Assume that the Stieltjes polynomial is given by (2.2). Then we 

have, by virtue of (1.1) and (2.1), 

1b[7rn+1(t)-f37rn-1(t)][ · · +c'J:,k7rn+l(t)+co,k1fn(t)+c'::1,k1fn-1(t)+· · ·]dCJ(t) = 0, 

k = 1,2, ... ,n, 
which by orthogonality gives 

cJ:,k 1b 1r;+1 (t)dCJ(t) - (3c':: 1,k 1b 7f;_ 1 (t)dCJ(t) = 0, k = 1, 2, ... , n, 

or equivalently, 
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In view of (2.6), this yields 

117l'nll 2 (;3cr,k- c":. 1,k) = 0, k = 1, 2, ... , n, 

and since 117l'nll 2 =/= 0, there follows (2.3). 0 

Lemma 2.2. Consider a measured() E M~a,,B)[a,b] with C = 1. Then in (2.1) 
there holds 

(2.7) 

fori= 0, 1, ... , k, and all k = 0, 1, ... , n, n :;::1. 

Proof We apply induction on n. For n = 1, the induction claim holds trivially 
when k = 0, and by means of (1.4) when k = 1, since 

t1!'1(t) = 1!'2(t) + a7r1(t) + ;37ro(t), 

that is, ci 1 = 1, c~1 1 = ;3. 
Assum~ now that 'the claim is true for some index n, that is, 

(2.8) 

tk7rn(t) = ck,k1l'n+k(t) + ck~1,k1l'n+k~1(t) + · · · + ci,k1l'n+i(t) + · · · + c~,k1l'n(t) 

+ · · · + ;3ici,k1l'n~i(t) + · · · + ;3k~ 1 Ck~1,k1l'n~(k~1)(t) 

+ ;3kck,k1l'n-k(t), k = 0, 1, ... , n; 

we want to prove it for the index n + 1. The expansion of tk7rn(t) in terms of the 
7l'm's results from applying k times (1.4), solved for the term t1l'n. Since (1.4) is 
assumed to hold with C = 1, we have 

(2.9) 

for all m ::::: 1. It follows that the coefficients in (2.8) depend only on a, ;3 and k, and 
not on n. Therefore, replacing n in 7l' n by n + 1 gives the corresponding expansion 
for tk7l'n+1(t), k = 0, 1, ... , n, that is, 

(2.10) 
tk1l'n+l (t) = ck,k1l'n+l+k(t) + ck-1,k1l'n+l+k-1 (t) + · · · + ci,k1l'n+l+i(t) 

+ · · · + c~,k1l'n+l(t) + · · · + ;3ici,k1l'n+l-i(t) 

+ · · · + ;3k- 1 ck~1,k1l'n+l-(k-l)(t) + ;3kck,k1l'n+1-k(t), 
k = 0, 1, ... ,n. 

This proves the induction claim for the index n+ 1 when k = 0, 1, ... , n. It remains 
to show the claim for k = n + 1. The expansion for tn+17l'n+1(t) is obtained by 
multiplying the expansion for tn1l'n+1 (t) by t, and then applying (2.9) to each term 
in the expansion. This yields, in the notation of (2.1), 

(2.11) 

n+1 { ci,n+1 = 

i=1,2, ... ,n-1, 
i = n, 
i=n+l 
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{ 
(3 n+1 + n+1 + n+1 

c-(i-1),n ac_i,n c-(i+1),n' 
n+1 (3 n+1 + n+1 

c-i,n+1 = c-(n-1),n ac_n,n> 
(3cn+1 

-n,n' 

i = 0, 1, ... , n- 1, 

i = n, 
i=n+l. 

From (2.10), with k = n, there follows 

cn+1 = (3icn+l . 0 1 n 
-~,n ~,n ' 'l = ' ' · · · ' ' 

which, combined with (2.11) and (2.12), gives 

n+1 (3i n+I · O 1 + 1 
c-i,n+l == ci,n+l' 2 == ' '· · · 'n · 

This proves the induction claim fork= n + 1, and completes the induction. D 

Theorem 2.3. Consider a measure dCJ E M2a,,B)[a, b]. Then the corresponding 
Stieltjes polynomials are given by 

(2.13) 

Proof. In order to prove (2.13), it suffices to show, in view of Lemma 2.1, that 
if (1.4) holds for all n ~ C, then so does (2.3) for all n ~ 2C -1. To this end we apply 
induction on C. This requires us to compare the coefficients in the expansion (2.1) 
in the orthogonal polynomials associated with a dCJe E M2a,,B) [a, b] with those of 
the analogous expansion in the (different) orthogonal polynomials associated with a 
dCJR+I E M2:'fl[a', b']. This we do by starting from the trivial identity 7rn(t) = 7rn(t) 

for the polynomial in question and then multiplying both sides repeatedly by t, 
whereby on the right we continuously use (2.9) or the analogous relation from (1.4) 
(whichever is appropriate) to express the result in terms of higher- and lower-degree 
polynomials 7rr· 

The induction claim for C = 1 follows from Lemma 2.2 with i = 1. Assume 
now that the claim is true for some index C; we want to prove it for the index 
C + 1. Replacing C in (1.4) by C + 1 has the effect that the recursion coefficients 
ae and f3e may no longer be equal to a and (3, respectively. As a consequence, 
the coefficients c±i,k in (2.1) generated by the above procedure will eventually 
change as well. In order to prove the induction claim for the index C + 1, we must 
show that for all n ~ 2C + 1, the coefficients c±1,k that evolve are not affected 
by the replacement of C in (1.4) by C + 1, i.e., ae and f3e do not become involved 
in determining these coefficients. This will be the case for all k = 0, 1, ... , n- C 
since (2.9) still holds for m ~ C + 1. When k = n- C + 1, then ae and f3e enter 
the picture for the first time as parts of the coefficients of 7r£, 7rg_ 1 , and they, as 
well as lower-order coefficients a.\, (3.\ with A < C, continue to be involved for the 
remaining values of k = n- C + 2, n- C + 3, ... , n. When k = n, then a.\, (3.\ with 
A <::; C are involved in the expansion coefficients of 7r2e- 1 , 7r2£-2, ... , 1r0 . Since the 
highest-degree polynomial so affected is 7r2£-b it is clear that when n ~ 2C + 1, the 
expansion coefficients associated with 'lrn-1 and 7rn+1, that is, c±1 k' 1 <::; k <::; n, are 
independent of a.\, (3.\ with A <::; C. This proves the induction cl~im for the index 
C + 1, and completes the induction. D 

The following proposition will be useful in the development of §3. 
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Proposition 2.4. Consider a measure da E M~a,f3)[a, b] and let Tv be the zeros of 
the corresponding orthogonal polynomial 1fn· Then 

(2.14) 1fn+I(Tv) = ~7f~+ 1 (rv), V= 1,2, ... ,n, 

for all n ~ 2£ - 1. 

Proof Let n ~ 2£- 1. First, (2.13) gives 

(2.15) 

Since Tv is a zero of 1fn, we have by (1.4) that 

;31fn-I(Tv) = -1fn+I(rv), 

which, inserted into (2.15), yields (2.14). 

3. GAUSS-KRONROD QUADRATURE FORMULAE 

0 

The Gauss-Kronrod formula (1.2) is said to have the interlacing property if the 
nodes Tv, T; are real and satisfy, when ordered decreasingly, 

(3.1) 

Formula (1.2) is said to have the inclusion property if all nodes Tv, T; are con­
tained in the closed interval [a, b]. Clearly, if (3.1) holds, the inclusion property is 
equivalent to 

(3.2) a :::::: T~+l and T~ :::::: b. 

If da E M~a,!3) [a, b], then trivially an --> a, ;3n --> ;3 as n --> oo, and it follows 
[3, p. 121] that 

(3.3) [a- 2yft, a+ 2yft] 

is the "limiting spectral interval" of da. It may well be, however, that da has 
support points outside the interval (3.3) ( cf. [3, Exercise 4.6, p. 128]), but for 
inclusion results we will assume the following property. 

Property A. The measure da E M~a,/3) [a, b] is such that 

(3.4) a= a- 2yft, b =a+ 2vft. 

Before we state and prove the properties ofthe quadrature formula (1.2) announced 
in §1, we add another lemma in the spirit of Lemma 2.2 and Theorem 2.3. 

Lemma 3.1. Consider a measure da E M~a,/3) [a, b]. Then in (2.1) there holds, 
for all n ~ 2£ - 1, 

(3.5) c~i,n = ;3ic~n' i = 0, 1, ... , n- 2£ + 2. 

Proof For £ = 1, this is Lemma 2.2 with k = n. The proof for general £ is again 
by induction, very much along the lines of the proof of Theorem 2.3. The details 
are left to the reader. 0 

Theorem 3.2. Consider a measure da E M~a,/3) [a, b]. Then the following holds : 
(a) The Gauss-Kronrod formula (1.2) has the interlacing property for all n ~ 

2£-1. 
(b) If da has Property A, then the inclusion property holds for all n ~ 2£- 1. 

(c) All weights a v, a; in ( 1.2) are positive for each n ~ 2£ - 1. 
(d) The formula ( 1.2) has degree of exactness (at least) 4n- 2£ + 2 if n ~ 2£- 1. 
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Remark. In part (b) of this theorem, Property A can be replaced by assuming the 
two inequalities in (3.8). 

Proof (a) Let n 2: 2£- 1. Proposition 2.4, in view of the separation property for 
the zeros of Irn and Irn+l (see [13, Theorem 3.3.2]), implies 

(3.6) sign Ir~+l (rv) =sign 7rn+l (rv) = ( -1)", v = 1, 2, ... , n. 
In addition, it is clear that 

(3.7) 
lim Ir~+l (t) = ( -l)n+loo. 

t----:,.-oo 

From (3.6) and (3.7) there follows that the r; are real and satisfy (3.1). This proves 
the interlacing property. 

(b) Let n 2: 2£ - 1. Since (3.1) is true, the inclusion property comes down to 
showing that (3.2) holds. A necessary and sufficient condition for that is 

(-1)n+l;r~+ 1 (a) 2:0 and 7r~+ 1 (b) 2:0, 

which, on account of (2.13), is equivalent to 

(3.8) (3 < Irn+l(a) and (3 < Irn+l(b). 
- Irn-l(a) - Irn-l(b) 

Assuming Property A, we now prove both these inequalities. Beginning with the 
second, we set t =bin (1.4), to get, using the second relation in (3.4), 

(3.9) 

Dividing both sides of (3.9) by Irn(b), and letting qn = Irn(b)/Irn-l(b), we obtain 

qn+l = 2/73- !!._, n 2: £. 
qn 

Subtracting qn from both sides gives 

(3.10) 
qn 

Since qn > 0 for n 2: 1, there follows from (3.10) that qn is a decreasing sequence 
for n 2: .e and hence converges to, say, q as n --+ oo. Thus, qn 2: q for n 2: £. 
Multiplying both sides of (3.10) by qn, and then taking the limit as n --+ oo, we 
immediately obtain q = v1J, hence 

(3.11) 

Now, 

Irn+l(b) Irn+l(b) Irn(b) 
Irn-l(b) Irn(b) Irn-l(b) = qn+lqn, 

which by (3.11) yields the second inequality in (3.8). 
For the first inequality, the proof is analogous. One now defines qn by qn = 

Irn(a)/Irn-l(a) and shows that qn for n 2: e is a (negative) increasing sequence 
converging to -v1J, hence, 

qn ::::; -/73, n 2: £, 

from which the first inequality in (3.8) follows as before. 
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(c) The weights a v are given by the formula 

(3.12) v = 1,2, ... ,n 

(see [9, Theorem 2]), where Av = .\~n) are the weights of then-point Gauss formula 
relative to da, known to be all positive, and II · II denotes the £2-norm. Also, the 
Av can be represented by 

(3.13) v= 1,2, ... ,n 

(see [13, Eq. (3.4.7)]). Let n;:::: 2/! -1. Then (3.12), by virtue of (2.14) and (3.13), 
yields 

(3.14) 
1 

av='2.Xv, v=1,2, ... ,n, 

from which the positivity of the a v follows immediately. 
The positivity of the a; is equivalent to the interlacing property (see [9, Theorem 

1]) already proved in (a). 
(d) Let n ;:::: 2/!- 1. To prove that the degree of exactness is (at least) 4n- 21! + 2, 

it suffices to show 

(3.15) 

(see [5, Corollary]). By (1.1), this is true for k = 0, 1, ... , n. For the remaining 
values k = n + 1, n + 2, ... , 2n- 21! + 1 we can write (3.15) in view of (2.13) as 

(3.16) 

1b tk[1Tn+l(t)- ,81Tn-l(t)Jtn1Tn(t)da(t) = 0, k = 0, 1, ... ,n- 21! + 1. 

By Lemma 3.1, we can write 

(3.17) 
tn1Tn(t) = c~ n1T2n(t) + · · · + c~-2£+2 n7T2n-2H2(t) + · · · + cf n1Tn+i(t) , , , 

+ · · · + c~ n1Tn(t) + · · · + ,Bicf n1Tn-i(t) , , 

+ ... + ,en-2H2c~-2H2,n7T2f-2(t) + ... + c~n,n1To(t), 
n;:::: 2/! -1. 

Similarly, in the expansion 

k+l 

tk[1Tn+l(t)- ,87Tn-l(t)J = 2:.:: d~k+11Tn+i 
i=-(k+l) 

we have d~,k+l = 0, and d~i,k+l = -,Bid~k+l for each i = 1, 2, ... , k + 1, and for 
all k = 0, 1, ... , n 21! + 1, n ;:::: 2/!- 1. The proof goes by induction on /!. Let 
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.e = 1. First, we have from Lemma 2.2 

(3.18) 

tk7rn-1(t) = c~,"k 1 7rn-1+k(t) + c~=i,k'lrn-l+k-1(t) + · · · + c~;1\7rn-l+i+1(t) 
+ c~k" 1 7rn-Hi(t) + c~_::-1\7rn-l+i-1(t) + · · · + c~,k 1 7rn+1(t) 
+ c~,"k 1 7rn(t) + c~,"k 1 7rn-1 (t) + ;3c~,"k 1 7rn-2(t) + ;32 c~,"k 1 7rn-3(t) 

(3i-1 n-1 (t) (3i n-1 (t) + · · · + Ci-1,k7rn-1-(i-1) + ci,k 'lrn-1-i 
(3i+1 n-1 (t) + (3k-1 n-1 (t) + Ci+1,k7rn-1-(i+1) · · · + Ck-1,k7rn-1-(k-1) 

+ (3kc~,k 1 1rn-1-k(t), k = 0, 1, ... , n- 1, n ~ 1. 

Since (1.4), with e = 1, holds for all n ~ 1, the coefficients in this expansion are 
given in terms of a, (3 and k only. Therefore, replacing n- 1 in 7rn_1 by n + 1 gives 
the corresponding expansion for tk7rn+1(t), k = 0, 1, ... , n- 1, that is, 

(3.19) 

tk'lrn+I(t) = c~,k 1 7rn+Hk(t) + c~=i,k7rn+l+k-1(t) + · · · + c~;1\7rn+Hi+1(t) 
+ c~;; 1 7rn+Hi(t) + c~_::-1\7rn+l+i-1(t) + · · · + c~,k 17rn+3(t) 
+ c~,k 1 7rn+2(t) + c~,k 1 7rn+1 (t) + (3c~,k 1 7rn(t) + f32c~,k 1 1rn-1 (t) 

+ · · · + (3i- 1 c~~::/k7rn+1-(i-1)(t) + (3ic~k 1 7rn+1-i(t) 
+ (3i+1 n-1 (t) (3k-1 n-1 (t) ci+1,k7rn+1-(H1) + ... + ck-1,k7rn+1-(k-1) 

+ (3kc~,k 1 7rn+1-k(t), k = 0, 1, ... , n- 1, n ~ 1 

(see also the proof of Lemma 2.2). Adding (3.18) multiplied by -(3 to (3.19), we 
get 

tk[7rn+1(t)- /37rn-1(t)] = Ckk17rn+k+1(t) + c~=i k'lrn+k(t) , , 

+ · · · + (c~..::-1\- (3c~;1\)7rn+i(t) + · · · + (c~,k 1 - (3c~,k, 1 )7rn+I(t) 
+ ((3c~k, 1 - (3c~k, 1 )7rn(t) + (;32c~k, 1 - (3c~k, 1 )7rn-1(t) 

' 1 ) ' 

((3i+ 1 n-1 (3i n-1 ) (t) (3k n-1 (t) + · · · + ci+1,k - Ci-1,k 'lrn-i + · · ·- Ck-1,k'lrn-k 
(3k+1 n-1 (t) - ck,k 1rn-(k+1) ' 

or equivalently, 

tk[7rn+1(t)- f37rn-1(t)J = c~,k 1 7rn+k+l(t) + c~=i,k'lrn+k(t) 
+ · · · + (c~..::-1\- (3c~;1\)7rn+i(t) + · · · + (c~,k, 1 - (3c~,"k 1 )7rn+I(t) 
- (3(c~,k, 1 - (3c~,k, 1 )7rn-1(t)- ;3i(c':-=-1\- (3c~;1\)7rn-i(t) 

(3k n-1 (t) (3k+1 n-1 (t) - ... - ck-1,k1rn-k - ck,k 1rn-(k+1) ' 
k = 0, 1, ... , n- 1, n ~ 1, 

which proves the induction claim for e = 1. 
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Assume that the claim is true for some index£, that is, 

(3.20) 

tk[7rn+l(t)- ,87rn-l(t)] = d/.\l,k+l1rn+k+1(t) + · · · + df,k+17rn+i(t) 

+ · · · + d~,k+l1rn+l(t)- ,Bd~,k+11rn-1(t)- · · ·- ,Bidf,k+11rn-i(t) 

- · · · - ,Bk+1dk+l,k+11rn-(k+1) (t), 
k = 0, 1, ... , n- 2£ + 1, n:;::: 2£- 1; 

we want to prove it for the index£+ 1. Replacing£ in (1.4) by£+ 1 has the effect of 
making the recursion coefficients ae and ,Be in general different from a and ,8, respec­
tively. As a consequence, the coefficients in the expansion of tk[7rn+l (t)- ,87rn-1 (t)] 
change as well, and ae and ,Be enter these coefficients as k advances. Indeed, 
for k = 0, 1, ... , n - £ - 1, the coefficients are the same as before the replace­
ment. When k = n - £, then ae and ,Be enter the scene for the first time as 
parts of the coefficients of 1re, Jre_ 1 (see also the proof of Theorem 2.3). How­
ever, n - £ > n - 2£ + 1 for £ > 1. Hence, the expansion coefficients in (3.20) 
are independent of ae and ,Be, and therefore the coefficients in the expansion of 
tk [ 1r n+l ( t) - ,81r n -1 ( t)], k = 0, 1, . . . , n - 2£ - 1, n :;::: 2£ + 1, are the same as before 
the replacement of£ in (1.4) by£+ 1. This proves the induction claim for index 
e + 1, and completes the induction. 

Now, (3.16) can be verified by multiplying together the expansions (3.17) and 
(3.20), and by using orthogonality and the fact that 

117rn+ill 2 - ,82ill7rn-ill 2 = 0, i = 0, 1, ... , n- e + 1, n::::: e- 1 

(cf. [4, Eq. (5.3)]). D 

4. INTERPOLATORY QUADRATURE FORMULAE 

In this section we show that, under the assumption dO" E M~a,/3) [a, b], for­
mula (1.3) has real nodes, all included in the closed interval [a, b] (if dO" has Prop­
erty A), and positive weights for all n :;::: 2£- 1. In addition, we determine the 
precise degree of exactness of (1.3). 

Theorem 4.1. Consider a measure dO" E M~a,/3) [a, b]. Then the following holds : 
(a) The interpolatory formula (1.3) has real nodes which, if dO" has Property A, 

are all contained in the closed interval [a, b], for each n :;::: 2£ - 1. 
(b) All weights w~ in ( 1.3) are positive for each n :;::: 2£ - 1. 
(c) The precise degree of exactness of (1.3) is 2n- 1 if n:;::: 2£- 1. 

Proof. (a) The assertions follow from Theorem 3.2 (a), (b). 
(b) Setting f(t) = 1r~+l(t)j(t- r;) in the interpolatory formula (1.3), we get 

(4.1) * 1 1b 1r~+ 1 ( t) ( ) w" = *' ( *) * dO" t , fk = 1, 2, ... , n + 1. 
7rn+1 r,., a t- r,., 

That same substitution in the Gauss-Kronrod formula (1.2) and in the n-point 
Gauss formula relative to dO", 

1b f(t)dO"(t) = t Avf(rv) + R~(f), 
a v=1 
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where Tv = TSn) are the zeros of Irn and Av = A.Sn) the Christoffel numbers, gives 

(4.2) l b Jr~+l(t)d (t) = ~ Jr~+l(Tv) + * *' ( *) * (J L......, CTv * CJJLJrn+l TJL 
a t- TJL v=l Tv - TJL 

and 

(4.3) lb 7r~+l(:) dCJ(t) = tAv Jr~+l(T~), 
a t- TJL v=l Tv - TJL 

respectively. Let n:;::: 2£- 1. Equating the right sides of (4.2) and (4.3), we find, 
in view of (3.14), 

which, inserted into (4.2), yields 

(4.4) l b Jr~+l(t)d (t) 2 * *' ( *) ---.- (J = (JJLJrn+l TJL · 
a t- TJL 

Now, (4.1), by virtue of (4.4), implies 

(4.5) w;=2CJ;, J1=1,2, ... ,n+l. 

By Theorem 3.2 (c), the positivity of w; follows. 
(c) The precise degree of exactness of (1.3) is n + k, where k is the unique integer 

satisfying 

for all p E lP'k-1, 

for some p E lP'k 

(see [4, §1.3]). Now, for n 2': 2£- 1, we have by orthogonality, in view of (2.13), 

1b Jr~+l (t)p(t)dCJ(t) 

= 1b[7rn+l(t)- ,6Irn-1(t)]p(t)dCJ(t) { : ~ll1rnll2 fo O 

Thus, the precise degree of exactness of (1.3) is 2n- 1. 
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Abstract. 

First, the basic principles of adaptive quadrature are reviewed. Adaptive quadrature 
programs being recursive by nature, the choice of a good termination criterion is given 
particular attention. Two Matlab quadrature programs are presented. The first is 
an implementation of the well-known adaptive recursive Simpson rule; the second is 
new and is based on a four-point Gauss-Lobatto formula and two successive Kronrod 
extensions. Comparative test results are described and attention is drawn to serious 
deficiencies in the adaptive routines quad and quad8 provided by Matlab. 

AMS subject classification: 65030, 65032. 

Key words: Adaptive quadrature, Gauss quadrature, Kronrod rules. 

1 The basic idea of adaptive quadrature. 

Let [a, b] be the interval of integration, assumed to be bounded, and f a real 
integrable function. To compute 

b 

I= J f(x)dx, 

a 

one generally proceeds as follows (see also, e.g., [2, Ch. 6]). First one integrates 
f using two different numerical integration methods, thus obtaining the approx­
imations It and h. Typically, one, say It, is more accurate than the other. If 
the relative difference of the two approximations is smaller than some prescribed 
tolerance, one accepts It as the value of the integral. Otherwise the interval [a, b] 
is divided, e.g., in two equal parts [a, m] and [m, b], where m = (a+ b)/2, and 
the two respective integrals arc computed independently: 

m b 

I= J f(x) dx + J f(x) dx. 

a m 

*Received August 1998. Communicated by Lothar Reichel. 
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One now again computes recursively two approximations for each integral and, 
if necessary, continues to subdivide the smaller intervals. 

As is well known, it is impossible to construct a program that is foolproof, i.e., 
that correctly integrates any given function [1]. It is easy to construct a function 
f which a given program will not integrate correctly [10]. Our task is therefore 
to design an algorithm that works well for as many functions as possible. 

M.T. Heath writes in his recent textbook [9]: 

"If the integrand is noisy, or if the error tolerance is unrealistically 
tight relative to the machine precision, then an adaptive quadrature 
routine may be unable to meet the error tolerance and will likely ex­
pend a large number of function evaluations only to return a warning 
message that its subdivision limit was exceeded. Such a result should 
not be regarded as a fault of the adaptive routine but as a reflection 
of the difficulty of the problem or unrealistic expectations on the part 
of the user, or both." 

This is true for the two adaptive quadrature functions quad and quadS provided 
by Matlab. However, our routines will show that Heath's assessment is overly 
pessimistic in general-we can do much better than he says. 

2 Termination criterion. 

If 11 and h are two estimates for the integral, a conventional stopping criterion 
is 
(2.1) if abs(i1-i2) < tol*abs(i1), 

where tol is some prescribed error tolerance. This criterion by itself is not 
sufficient. Consider for example J(x) = ft, the integration interval [0, 1], h: 
Simpson's rule using the step size h, ft: Simpson's rule for the step size h/2 
and tol = w-4 . If implemented in Mat lab, this procedure terminates fatally 
with the error message Segmentation fault. In this example the two Simpson 
values never agree to 4 decimals in the first interval containing 0. 

The function quad in Matlab is based on an adaptive recursive Simpson's rule. 
The stopping criterion (2.1) is supplemented by a limitation on the number of 
recursion levels. This prevents failure in the example above. However, it is not 
clear how many recursion levels should be allowed, and the value LEVMAX = 10 
used in quad is often inadequate. A warning error message is given if the recur­
sion level limit is reached. In ease of J(x) = ft and (a, b] = (0, 1] we obtain with 
the call quad('f' ,0,1,1e-12) the warning Recursion level limit reached 
1024 times and the value 0.666665790717630 is returned, which is eorrect to 
only 6 digits instead of the requested 12 digits. 

\Ve somehow have to terminate the recursion if the magnitude of the partial 
integral fr or 12 is negligible compared to the whole integral (see [4, p. 209], 
[3]). Therefore, we have to add the criterion 

b 

(2.2) llrl < 7] If f(x)dx/, 
a 
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where 1J is another prescribed tolerance and where we have to use an estimate 
for the unknown integraL With both criteria (2.1) and (2.2) used together, and 
with some reasonable choices of tal and 1], a working algorithm can be obtained. 
If, e.g., for the above example we use 

(2.3) if (abs(i1-i2) < 1e-4*abs(i1)) I (abs(i1<1e-4)) 

as stopping criterion, we obtain I = 0.666617217 in 41 function evaluations. 
The stopping criterion (2.3), however, is still not satisfactory because the user 

has to choose tal and ry, which depend on the machine and on the problem. A 
wrong selection is easily possible. 

To improve the criterion, we first need a rough estimate 

(2.4) is, is¥ 0, 

of the modulus of the integral I. The stopping criterion (2.2) would then be 
lh I < ry·is. In order to eliminate 1], we stop the recursion machine-independently 
by 

(2.5) if is + i1 == is. 

In the same spirit we may as well replace the criterion (2.1) by 

(2.6) if is + (i1-i2) == is. 

The criterion (2.6) will in general be met before the criterion (2.5) and therefore 
we shall require only (2.6). There are cases, e.g., J0

1 1/Vl- x 2 dx, where, when 
ignoring the singularity, the subdivision will continue until an interval contains 
no machine number other than the end points. In this case we also need to 
terminate the recursion. Thus, our termination criterion is 

(2.7) if (is+ (i1-i2) ==is) I (m <=a) I (b<=m), 

>vhere m = (a+ b) /2. This, in particular, guarantees termination of the program, 
and an explicit limitation on the number of recursion levels is no longer necessary. 

Using the stopping criterion (2. 7), we attempt to compute the integral to 
machine precision. If we wish to compute the integral with less accuracy, say 
within the tolerance tal , it suffices to magnify the estimated value is: 

is = is*tol/eps, 

where eps denotes the machine precision. 

3 Adaptive Simpson quadrature. 

The idea of adaptive Simpson quadrature is old [12]. However, in order to 
obtain good performance, a careful implementation is necessary. The Matlab 
function quad compares two successive Simpson values (relative and absolute 
difference) and has a limitation on the number of recursion steps. If we compute 
f0

1 JX dx with tal = 10-8 we obtain the message "Warning: Recursion level 
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limit reached in quad. Singularity likely.". The routine returns 
0.6666657907152264 (a value correct to only 6 digits) and needs 800 function 
evaluations. 

First, we propose to use for is a Monte Carlo estimate which also uses the 
function values in the middle and at the end points of the interval (those values 
are used for Simpson's rule): 

(3.1) 
5 

is= b ~a (f(a) + f(m) + f(b) + L f(~i)) · 
i=l 

Herem= (a+ b)/2 and~= a+ [0.9501 0.2311 0.6068 0.4860 0.8913](b- a) is 
a vector of random numbers in (a, b). If by accident we get is = 0, then we use 
the value is = b - a. 

With this choice of is, we adopt the stopping criterion (2. 7). Furthermore, 
we do not compare successive Simpson values i1 = S(h) and i2 = S(h/2) but 
overwrite i1 with one step of Romberg extrapolation: 

i1 = (16*i2 - il)/15. 

In order to avoid recomputation of function values, we pass fa = f(a), fm = 
f((a + b)/2) and fb = f(b) as parameters. In every recursion step, only two 
new function evaluations are necessary to compute the approximations i1 and 
i2. The following Matlab function adaptsim has the same structure as quad. For 

J0
1 -/X dx with tal = 10-8 we obtain with adaptsim the value 0.6666666539870345 

(correct to almost 8 digits) using only 126 function evaluations. 

function Q = adaptsim(f,a,b,tol,trace,varargin) 
%ADAPTSIM Numerically evaluate integral using adaptive 
% Simpson rule. 
% 
% Q = ADAPTSIM('F' ,A,B) approximates the integral of 
% F(X) from A to B to machine precision. 'F' is a 
% string containing the name of the function. The 
% function F must return a vector of output values if 
% given a vector of input values. 

% 
% Q = ADAPTSIM('F' ,A,B,TOL) integrates to a relative 
% error of TOL. 
% 
% Q = ADAPTSIM('F' ,A,B,TOL,TRACE) displays the left 
% end point of the current interval, the interval 
% length, and the partial integral. 

% 
% Q = ADAPTSIM('F' ,A,B,TOL,TRACE,P1,P2, ... ) allows 
% coefficients P1, ... to be passed directly to the 
% function F: G = F(X,P1,P2, ... ). To use default values 
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% for TOL or TRACE, one may pass the empty matrix((]). 
% 
% See also ADAPTSIMSTP. 
% 
% Walter Gander, 08/03/98 
% Reference: Gander, Computermathematik, Birkhaeuser, 1992. 

global termination2 

termination2 = 0; 
if (nargin < 4), tol (]; end; 
if (nargin < 5), trace= (]; end; 
if (isempty(tol)), tol = eps; end; 
if (isempty(trace)), trace= 0; end; 
if tol<eps 

tol= eps; 
end 
x = (a (a+b)/2 b]; 
y = feval(f, x, varargin{:}); 
fa= y(1); fm = y(2); fb = y(3); 
yy = feval(f, a+(.9501 .2311 .6068 .4860 .8913]*(b-a), ... 

varargin{:}); 
is= (b- a)/8*(sum(y)+sum(yy)); 
if is==O, is = b-a; end; 
is = is*tol/eps; 
Q = adaptsimstp(f,a,b,fa,fm,fb,is,trace,varargin{:}); 

function Q = adaptsimstp (f,a,b,fa,fm,fb,is,trace,varargin) 
%ADAPTSIMSTP Recursive function used by ADAPTSIM. 
% 
% Q = ADAPTSIMSTP('F' ,A,B,FA,FM,FB,IS,TRACE) tries to 
% approximate the integral of F(X) from A to B to 
% an appropriate relative error. The argument 'F' is 
% a string containing the name of f. The remalnlng 
% arguments are generated by ADAPTSIM or by recursion. 
% 
% See also ADAPTSIM. 
% 
% Walter Gander, 08/03/98 

global termination2 

m = (a + b)/2; h = (b - a)/4; 
x = [a + h, b - h]; 
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y = feval(f, x, varargin{:}); 
fml = y(1); fmr = y(2); 
i1 = h/1.5 * (fa+ 4*fm + fb); 
i2 = h/3 * (fa+ 4*(fml + fmr) + 2*fm + fb); 
i1 = (16*i2 - i1)/15; 
if (is+ (i1-i2) ==is) I (m <=a) l (b<=m), 

if ((m <=a) I (b<=m)) & (termination2==0); 
warning(['Interval contains no more machine number.', ... 

'Required tolerance may not be met.']); 
termination2 =1; 

end; 
Q = i1; 
if (trace), disp([a b-a Q]), end; 

else 
Q = adaptsimstp (f,a,m,fa,fml,fm,is,trace,varargin{:}) + 

adaptsimstp (f,m,b,fm,fmr,fb,is,trace,varargin{:}); 

end; 

89 

The minimal number of function evaluations is 10, which is attained if the 

error test is met in the very first call to adaptsimstp. 
Discontinuous functions are integrated quite well by adaptsim. For example, 

if we integrate 

(3.2) { 
X+ 1, X< 1 

f(x) = 3- x, 1:::;x:::;3 
2, X> 3 

on (0,5] with adaptsim('f' ,0,5,1e-6), i.e., with tol = 10-6 , we obtain in­

stead of the exact value 7.5 the value 7.49996609147638 with 98 function evalu­

ations. Using quad with the same tolerance tol = w-6 , one obtains the value 

7.50227769215902 (correct to only 3 digits) with 88 function evaluations. The 

difference in performance is due to the different termination criteria and the 

artificial limitation to 10 recursion levels used in quad. 

4 Adaptive Lobatto quadrature. 

4.1 The basic quadrature rule. 

As basic quadrature rule we use the Gauss-Lobatto rule with two (symmetric) 

interior nodes. On the canonical interval [ -1, 1], the two interior nodes are the 

zeros of 1r2 (x), where 

Thus, up to a constant factor, 1r2 is the Jacobi polynomial Pia,fJ) of degree 2 

corresponding to parameters a= f3 = 1. Since P?' 1)(x) = const · (x2 - ~),the 
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interior nodes are X±1 = ± ~- By symmetry, the formula has the form . v5 

where 
RGL(f) = 0 for j E J!Ds. 

Exactness for f(x) = 1 and f(x) = x2 yields 

2a + 2b = 2 } h _ 1 b _ s 
2 2 ence a - 6 , - 6 . 

2a + 5b = 3 

Thus, the basic quadrature rule on [-1, 1] is 

We note that using Maple one can compute the basic quadrature rule directly 
by means of the ansatz a(f( -1) + f(1)) + b(f( -.rl) + f(x1)) and requiring that 
it be exact for f(x) = 1,x2 and x4: 

·u1 2*a +2*b: 
u2 := 2*a + 2*b*x1~2: 
u3 := 2*a + 2*b*x1~4: 
solve({u1=2, u2=2/3, u3=2/5},{a,b,x1}); 

The result is: 

{ x1 = Root0f(5 _Z2 - 1), a= 1/6, b = 5/6}, 

in agreement with ( 4.1). 

4.2 Kronrod extension of the Gauss-Lobatto formula. 

To estimate the error of ( 4.1) we construct the Kronrod extension of ( 4.1 ). (For 
background information and history on Gauss-Kronrod extensions see, e.g., (7].) 
By a well-known theorem on quadrature rules of maximum algebraic degree of 
exactness (cf. [8, Theorem 3.2.1]), the three Kronrod points are the zeros of 
1rl ( x), a (monic) polynomial of degree 3 satisfying 

j_1
1 (I- x2 )1r2(x)1r3(x)p(x) dx = 0 for all p E JID2. 

Here, 1r2(x) = x2 - i =: 1r1(x2), and by symmetry 

1rl(x) = x1r;(x2 ) 

for some 1ri E JID1. It suffices, therefore, to choose 1ri(x2) such that 

j_1
1 (1- x2)1ri(x2)1r;(x2)x2 dx = 0. 
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Putting x 2 = t yields 

11 
(1- t)7rl(t)7T;(t)t!dt = 0, 

and, with 7ri(t) = t- c, we obtain 

that is, 

c 11
d(t2 - ~t + t)dt = 11

d(t2 - ~t + t)dt, 

giving 32c = c~4 , or c = l The three Kronrod points, therefore, are 

x0 = 0. 

By symmetry, the Kronrod extension has the form 

where 

[
1

1 
f(x)dx = A[f(-1) + f(l)] + B [1(- {i) + 1( Jn] 

+C[f(- }s)+J()5)] +Df(O)+RGLK(f), 

RGLK (f) = 0 for j E JID9 . 

Exactness for f ( x) = 1, x 2 , x4 , x6 yields 

2A +2B +2C +D = 2, 

2A +2. -32 B +2 . lC 
5 

2A +2·!B +2· 215 C 

2A +2 · :7 B +2 · 1 ~5 C 

Gauss elimination gives 

A= 2\~, B = 2715' C = ~~~' 

Thus, 

D = 16 
35. 

lll f(x) dx = No[!( -1) + f(1)] + 27425 [!( -fi) + f( {il] 
(4.2) + ~~nf(- }s)+f(}s)] + ~~f(O)+RGLK(f). 

Again, we can compute this extension directly, using Maple and the ansatz 

A[f( -1) + !(1)] + B[f( -x1) + f(xl)] + C[f( -1/VS) + f(l/VS)] + D f(O), 

requiring exactness for f(x) = l,x2 ,x4 ,x6 and x8 : 

91 
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x2 := 1/sqrt(5); 
u1 2*A + 2*B +2*C +D = 2; 
u2 2*A + 2*B*x1~2 + 2*C*x2~2 = 2/3; 
u3 2*A + 2*B*x1~4 + 2*C*x2~4 = 2/5; 
u4 := 2*A + 2*B*x1~6 + 2*C*x2~6 = 2/7; 
u5 2*A + 2*B*x1~8 + 2*C*x2~8 = 2/9; 
solve({u1,u2,u3,u4,u5},{A,B,C,D,x1}); 

The result, as above, is: 

{B = ~25 , A= 2\~, D = ~~' C =~~~'xi= Root0f(3_Z2 - 2)}. 

4.3 Kronrod extension of (4.2). 

It will be desirable to estimate how much more accurate ( 4.2) is compared 
to (4.1). We try to estimate the respective errors by constructing a Kronrod 
extension of ( 4.2), hoping that one exists with real nodes and positive weights. 
There will be six symmetrically located Kronrod points ±x1, ±x2, ±x3, which, 
it is hoped, interlace with the nodes of (4.2). Again, on the basis of [8, Theorem 
3.2.1], with n = 13 and 

wn(x) = (x2 - 1)(x2 - ~)(x2 - k)x1r6(x), 

1r~(x) = (x2 - xi)(x2 - x~)(x2 - x~), 

the 13-point quadrature rule to be constructed will have degree of exactness 
d = 12 + k provided that 1r6 is chosen to satisfy the "orthogonality" condition 

11 
(x2 -l)(x2 - ~)(x2 - %)x7r6(x)p(x)dx = 0 for all p E lP'k-1· 

-1 

The optimal value of k is k = 6, yielding a formula of degree d = 18 (actually, 
d = 19 because of symmetry). If we let 

o:i = x;, i = 1,2,3, 

and make the substitution x2 = t, 1r6(x) = 1r3(x~), the orthogonality relation 
becomes 

11
(t -1)(t- ~)(t !hli1rj(t)p(t)dt = 0 for all p E lP'2, 

where 
1rj(t) = (t- o:I)(t- a2)(t- a 3) = t3 - at2 + bt c. 

Putting p(t) = 1, t, t 2 in this relation, one finds, after some tedious calculations, 
that the coefficients a, b, c must satisfy 

30a -13b = 35, 

595a -510b +221c = 588, 

11172a -11305b +9690c = 10395. 
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Solving for a, b, c gives 

37975 
a= 27987' 

b = 4095 
9329 J 

9737 
c = 475779' 

93 

and then soh'ing the cubic equation 1f:'J ( t) = 0 yields, with the help of Maple, to 
38 decimal digits, 

and hence 

a1 = .8890272498277 4341965844097377815423496, 
a 2 = .41197571308045073755318461761021278774, 
a 3 =.055877017082515815275600620781569019026, 

Xt = y'ai = .94288241569547971905635175843185720232, 
X2 = yfii2= .64185334234578130578123554132903188354, 
X;3 = fo3 = .23638319966214988028222377349205292599. 

It is a fortunate circumstance that the ai turn out to be all positive, hence also 
the xi, and moreover the ±xi interlace with the nodes of ( 4.2). 

Alternatively, Maple can be used to compute the zeros of 1rj directly as follows: 

restart; 
Digits :=40; 
pis := t->(t-a1)*(t-a2)*(t-a3); 
sols := solve({int((t-1)*(t-2/3)*(t-1/5)*sqrt(t)*pis(t),t=O .. 1)=0, 

int((t-1)*(t-2/3)*(t-1/5)*sqrt(t)*pis(t)*t,t=O .. 1)=0, 
int((t-1)*(t-2/3)*(t-1/5)*sqrt(t)*pis(t)*t~2,t=0 .. 1)=0}, 
{a1,a2,a3}): 

evalf(sols); 

The desired Kronrod extension has the form 

~11 f(x) dx = A[f( -1) + /(1)] + B(f( -xt) + f(xi)J + C [1(- {i) + !( {i)] 
+ D[f(-x2) + j(x2)] + E [!(- }s) + !(}s)] 

(4.3) + F[f( -x3) + f(x3)] + Gf(O) + RGLKK(f), RGLKK (lP\g) = 0. 

Exactness for the first seven powers of x 2 yields, after division by 2, the system 

A +B +C +D +E +F+!G = 1, 

A+a1B +~C +a2D +iE +a3F l_ 
3' 

A+ayB +~C +a~D +2t5E +a~F 1 - g, 

A+ayB +287c +a~D + 1 ~ 5 E +a~F 1 
7' 

A+aiB +16c +a4D + 6~5 E +ajF 1 
81 2 - 9' 

A +af B + 23423 C +a~D +31125£ +a3F 
1 

-IT' 

A +aYB +.j'2~C +a~D + 15i25 E +a~F 1 
- 13" 
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The solution is, to 38 digits, 

A = .015827191973480183087169986733305510591, 
B = .094273840218850045531282505077108171960, 
C=.15507198733658539625363597980210298680, 
D = .18882157396018245442000533937297167125, 
E = .19977340522685852679206802206648840246, 
F = .22492646533333952701601768799639508076, 
G = .24261107190140773379964095790325635233. 

By good fortune, it consists of entirely positive entrie..s. 
Note that even here we can use Maple to obtain the result by "brute force". 

Using the ansatz (4.3) with unknown knots a 1 , a 2 and a3 , and requiring that it 
be exact for the monomials 1, x 2 , x 4 , •.. , x 18 , we obtain 10 nonlinear equations 
in 10 unknowns: 

x1:=~qrt(2/3); x2:=sqrt(1/5); 
u1:=2*A+2*B+2*C+2*D+2*E+2*F+G = 2; 
u2:=2*A+2*B*a1-2+2*C*x1-2+2*D*a2-2+2*E*x2-2+2*F*a3-2 = 2/3; 
u3:=2*A+2*B*a1-4+2*C*x1-4+2*D*a2-4+2*E*x2-4+2*F*a3-4 = 2/5; 
u4:=2*A+2*B*a1-6+2*C*x1-6+2*D*a2-6+2*E*x2-6+2*F*a3-6 = 2/7; 
u5:=2*A+2*B*a1-8+2*C*x1-8+2*D*a2-8+2*E*x2-8+2*F*a3-8 = 2/9; 
u6:=2*A+2*B*a1-10+2*C*x1-10+2*D*a2-10+2*E*x2-10+2*F*a3-10 = 2/11; 
u7:=2*A+2*B*a1-12+2*C*x1-12+2*D*a2-12+2*E*x2-12+2*F*a3-12 = 2/13; 
u8:=2*A+2*B*a1-14+2*C*x1-14+2*D*a2-14+2*E*x2-14+2*F*a3-14 = 2/15; 
u9:=2*A+2*B*a1-16+2*C*x1-16+2*D*a2-16+2*E*x2-16+2*F*a3-16 = 2/17; 
u10:=2*A+2*B*a1-18+2*C*x1-18+2*D*a2-18+2*E*x2-18+2*F*a3-18 = 2/19; 
sols:=solve({u1,u2,u3,u4,u5,u6,u7,u8,u9,u10}, 

{A,B,C,D,E,F,G,a1,a2,a3}); 

Maple solves this system in 7 minutes on a SUN Sparcstation 20/514 
(50 MHz SuperSparc processor) and gives a solution containing very complicated 
expressions (several pages long). However, evaluating the expressions as floating 
point numbers (Digits:=15; evalf(sols) ;) yields (rounded to 10 digits) 

{a1 = -.2363831997, a2 = -.6418533423, E = .1997734052, 
a3 = -.9428824157, D = .1888215742, F = .09427384020, 
G = .2426110719, B = .2249264653, C = .1550719873, 
A = .01582719197}, 

a permutation of the solution given above. 

4.4 The adaptive procedure. 

For an arbitrary interval [a, b], the formulae ( 4.1) and ( 4.2) can be written 
respectively as 

( 4.4) 1b h 
f(x) dx ~ ~{f(a) + f(b) + 5[f(m- (3h) + f(m + (3h)]} 

a 6 
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and 

lb h 
a f(.cx:) dx ~ 1470 {77[f(a) + f(b)] + 432[f(m- ah) + f(m + ah)] 

( 4.5) + 625[/(m- ;Jh) + f(m + ;Jh)] + 672f(m) }, 

where 

1 
h = 2(b- a), 

1 
m= 2(a+b), 

A similar reformulation holds for ( 4.3). 
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The adaptive Looatto procedure is similar to the adaptive Simpson procedure 
of Section 3, with the second Kronrod extension (i.e., the formula ( 4.3) relative 
to the initial interval [a, b]) providing the estimate is, and (4.4) and ( 4.5) playing 
the roles of i2 and i1, respectively. There are three additional features, however: 

(i) If the ratio p of the error of ( 4.5) and the error of ( 4.4), as determined for 
the initial interval [a, b] by comparison with is, is less than 1, then the 
basic error tolerance tol is relaxed to tol j p, since we always accept the 
more accurate approximation (4.5). (A similar relaxation of the tolerance 
has already been suggested by Lyness in [12, Modification 1].) 

(ii) At each recursive level, the current interval [a, b] is subdivided into six 
subintervals when the error tolerance is not met, namely the intervals 
(a, m- ah], [m- ah, m- ;Jh], (m- ;Jh, m], [m, m + ;Jh], [m + ;Jh, m + ahJ, 
and [m + ah,b] determined by (4.4) and (4.5). In this way, all function 
values computed are being reused. 

(iii) Consistent with (ii), the termination criterion (2.7) is modified by replacing 
the last two conditions by m - ah :_::: a and b S: m + ah, respectively. 

The adaptive Lobatto procedure requires five new values of f to be computed 
at each level of the recursion. 

4.5 Matlab code. 

The adaptive Lobatto procedure is implemented by the recursive Matlab pro­
gram below. 

function Q=adaptlob(f,a,b,tol,trace,varargin) 
%ADAPTLOB Numerically evaluate integral using adaptive 
% Lobatto rule. 
% 
% Q=ADAPTLOB('F' ,A,B) approximates the integral of 
% F(X) from A to B to machine precision. 'F' is a 
% string containing the name of the function. The 
% function F must return a vector of output values if 
% given a vector of input values. 
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% 
% Q=ADAPTLOB('F' ,A,B,TOL) integrates to a relative 
% error of TOL. 
% 
% Q=ADAPTLOB('F',A,B,TOL,TRACE) displays the left 
% end point of the current interval, the interval 
% length, and the partial integral. 
% 
% Q=ADAPTLOB('F',A,B,TOL,TRACE,P1,P2, ... ) allows 
% coefficients Pi, ... to be passed directly to the 
% function F: G=F(X,P1,P2, ... ). To use default values 
% for TOL or TRACE, one may pass the empty matrix ([]). 
% 
% See also ADAPTLOBSTP. 

% Walter Gautschi, 08/03/98 
% Reference: Gander, Computermathematik, Birkhaeuser, 1992. 

global termination2 

termination2 = 0; 
if(nargin<4), tol=[]; end; 
if(nargin<5), trace=[]; end; 
if(isempty(tol)), tol=eps; end; 
if(isempty(trace)), trace=O; end; 
if tol < eps 

tol = eps; 
end 
m=(a+b)/2; h=(b-a)/2; 
alpha=sqrt(2/3); beta=1/sqrt(5); 
x1=.942882415695480; x2=.641853342345781; 
x3=.236383199662150; 
x=[a,m-x1*h,m-alpha*h,m-x2*h,m-beta*h,m-x3*h,m,m+x3*h, ... 

m+beta*h,m+x2*h,m+alpha*h,m+x1*h,b]; 
y=feval(f,x,varargin{:}); 
fa=y(1); fb=y(13); 
i2=(h/6)*(y(1)+y(13)+5*(y(5)+y(9))); 
i1=(h/1470)*(77*(y(1)+y(13))+432*(y(3)+y(11))+ 

625*(y(5)+y(9))+672*y(7)); 
is=h*(.0158271919734802*(y(1)+y(13))+.0942738402188500 

*(y(2)+y(12))+.155071987336585*(y(3)+y(11))+ ... 
. 188821573960182*(y(4)+y(10))+.199773405226859 
*(y(5)+y(9))+.224926465333340*(y(6)+y(8)) ... 
+.242611071901408*y(7)); 

s=sign(is); if{s==O), s=1; end; 
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erri1=abs(i1-is); 
erri2=abs(i2-is); 
R=1; if(erri2-=0), R=erri1/erri2; end; 
if(R>O & R<1), tol=tol/R; end; 
is=s*abs(is)*tol/eps; 
if(is==O), is=b-a, end; 
Q=adaptlobstp(f,a,b,fa,fb,is,trace,varargin{:}); 

function Q=adaptlobstp(f,a,b,fa,fb,is,trace,varargin) 
%ADAPTLOBSTP Recursive function used by ADAPTLOB. 
% 
% Q = ADAPTLOBSTP('F' ,A,B,FA,FB,IS,TRACE) tries to 
% approximate the integral of F(X) from A to B to 
% an appropriate relative error. The argument 'F' is 
% a string containing the name of f. The remaining 
% arguments are generated by ADAPTLOB or by recursion. 
% 
% See also ADAPTLOB. 

% Walter Gautschi, 08/03/98 

global termination2 

h=(b-a)/2; m=(a+b)/2; 
alpha=sqrt(2/3); beta=1/sqrt(5); 
mll=m-alpha*h; ml=m-beta*h; mr=m+beta*h; mrr=m+alpha*h; 
x=(mll,ml,m,mr,mrr]; 
y=feval(f,x,varargin{:}); 
fmll=y(1); fml=y(2); fm=y(3); fmr=y(4); fmrr=y(5); 
i2=(h/6)*(fa+fb+5*(fml+fmr)); 
i1=(h/1470)*(77*(fa+fb)+432*(fmll+fmrr)+625*(fml+fmr) 

+672*fm); 
if(is+(i1-i2)==is) I (mll<=a) I (b<=mrr), 
if ((m <=a) I (b<=m)) & (termination2==0); 

warning(('Interval contains no more machine number. ', ... 
'Required tolerance may not be met.']); 

termination2 =1; 
end; 
Q=i1; 
if(trace), disp((a b-a Q]), end; 

else 
Q=adaptlobstp(f,a,mll,fa,fmll,is,trace,varargin{:})+ .. . 

adaptlobstp(f,mll,ml,fmll,fml,is,trace,varargin{:})+ .. . 
adaptlobstp(f,ml,m,fml,fm,is,trace,varargin{:})+ ... 
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end; 

WALTER GANDER AND WALTER GAUTSCHI 

adaptlobstp(f,m,mr,fm,fmr,is,trace,varargin{:})+ ... 
adaptlobstp(f,mr,mrr,fmr,fmrr,is,trace,varargin{:})+ ... 
adaptlobstp(f,mrr,b,fmrr,fb,is,trace,varargin{:}); 

The minimal number of function evaluations is 18 and occurs if the error test 
is met in the very first call to adaptlobstp. This can be expected only in 
cases where f is very regular on [a, b] and the tolerance tol is not too stringent. 
Discontinuities off in the interior of [a, b], on the other hand, cannot be expected 
to be handled efficiently by our routine; but the routine has been observed to 
cope rather efficiently with other difficult behavior, as long as f remains bounded 
on the interval [a, b] and smooth in its interior. 

5 Test results. 

In comparing adaptive quadrature routines, one must take into account a 
number of characteristics, of which the more important ones are: 

(i) efficiency, as measured by the number of function evaluations required to 
meet a given error tolerance; 

(ii) reliability, the extent to which the requested error tolerance is achieved; 
and 

(iii) tolerance responsiveness, the extent to which the efficiency is sensitive to 
changes in the error tolerance. 

We will try to convey these characteristics graphically by displaying a his­
togram over four tolerances: tal = eps (the machine precision 1)' tal = 10-9 ' tol 
= 10-6 , and tal= 10-3 , the height of each of the four bars in the histogram 
indicating the number of function evaluations in a logarithmic scale. A bar that 
is completely white signifies that the requested tolerance has been attained; a 
shaded bar means that the result produced has a relative error that exceeds the 
tolerance by a factor larger than 1 but less than or equal to 10. A black bar 
indicates a discrepancy by a factor larger than 10. Thus, a white bar identi­
fies a routine that is reliable for the tolerance in question, a shaded bar one 
that is slightly unreliable, and a black bar one that might be severely unreliable. 
The tolerance responsiveness can be seen from how rapidly the histogram falls off 
with decreasing tolerance. A histogram that is flat (or partially flat) at relatively 
high numbers of function evaluations indicates poor tolerance responsiveness. 

We compared our routines adaptsim and adaptlob with the worst and best 
routines in the IMSL library (DQDAG, DQDAGS), the worst and best routines of the 
NAG library (D01AHF, D01AJF, D01AKF), and with the routines quad and quadS 
from Matlab. The results are displayed in the 23 histograms of Table 2 in [5, 
pp. 17-20), of which the first 21 refer to Kahaner's collection of test functions 
[11] and the last two to functions taken from [6). Here, in Figure 5.1 we present 

1The choice tol = eps makes our routines, especially adaptsim, work much harder than 
necessary, without yielding any noticeable gain in accuracy compared to, say, tol = lO · eps. 
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Figure 5.1: Comparison with other adaptive quadrature routines. 

four typical examples. The tests were conducted on three different machines 
with four different versions of Matlab: SGI 02 R5000 (Matlab 5.0 and 5.1), HP 
A 9000/770 (Matlab 5.0), and SUN SPARCstation 20 (Matlab 5.0, 5.1, 5.2, 
and 5.2.1). The results were nearly identical. (The only significant difference 
was observed in connection with function #22, for which the routine adaptsim 

with tol = eps----and only for this tolerance-----on the machine SGI 02 returns 
a totally false answer with the minimum number 10 of function evaluations, 
whereas on the SUN SPARCstation it integrates the function correctly in 49926 
function calls.) The graphics shown is based on the results obtained on the 
SUN SPARCstation with Matlab version 5.0. The tests of the NAG and IMSL 
routines were carried out in fortran on the HP /Convex Exemplar SPP2000/X-32 
machine. 

The following observations can be made. 

• In terms of efficiency, the routine adapt lob performs distinctly better than 
adaptsim when the accuracy requirement is high. For machine precision 
eps it outperforms adaptsim in all but one example, and often significantly 
so. (The one exception is the discontinuous function #2, for which, how­
ever, adaptsim is slightly unreliable.) For the accuracy tolerance 10-9 , it 
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does so in about half the cases. For lower tolerances, adapts im is generally 
(but not always) more efficient than adaptlob, but less reliable. 

• Compared with the other routines, those of the IMSL and NAG libraries 
are the most serious competitors. The best of them performs distinctly 
better than our routines in about one-third of the cases. 

• In terms of reliability, the routine adaptlob is by far the best, exhibiting 
only one serious failure out of the 4 · 23 = 92 individual runs. It is followed 
by the IMSL and NAG library routines, which failed 6 or 7 times. The 
routines quad and quadS are by far the least reliable, having seriously failed 
in 30 resp. 15 cases. It is perhaps of interest to note that the second half 
of the termination criterion (2.7) for adaptsim and the analogous one for 
adaptlob has never been invoked in any of the 23 test cases. As already 
observed in Section 2, there are cases, however, for example the function 
j(x) = Vl~x2 for 0 :S: X < 1 and j(l) = 0, where for tal = eps that 
part of the stopping criterion is indeed activated, both in adaptsim and 
adaptlob. Also for the example (3.2) and tal = eps, one of our routines, 
adaptlob (but not the other), terminates in this manner. 

• Both of our routines show excellent response to changes in the tolerance, in 
contrast to some of the other routines, where the response is more sluggish. 

In view of these (admittedly limited) test results it would appear that the rou­
tines adaptsim and adaptlob are worthy contenders for inclusion in software 
libraries. 
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Abstract.

Explicit formulae are given for the Hilbert transform

∫

R
− w(t)dt/(t − x), where w is

either the generalized Laguerre weight function w(t) = 0 if t ≤ 0, w(t) = tαe−t if 0 <

t < ∞, and α > −1, x > 0, or the Hermite weight function w(t) = e−t2 , −∞ < t < ∞,
and −∞ < x < ∞. Furthermore, numerical methods of evaluation are discussed based
on recursion, contour integration and saddle-point asymptotics, and series expansions.
We also study the numerical stability of the three-term recurrence relation satisfied by

the integrals

∫

R
− πn(t;w)w(t)dt/(t − x), n = 0, 1, 2, . . ., where πn( · ;w) is the generalized

Laguerre, resp. the Hermite, polynomial of degree n.

AMS subject classification: 65D30, 65D32, 65R10.

Key words: Hilbert transform, classical weight functions, computational methods.

1 Introduction.

In [5], the Hilbert transform of the Jacobi weight function is considered and a
combination of analytic and numerical methods for its evaluation set forth. In
this paper we consider the Hilbert transform of the remaining classical weight
functions, namely the generalized Laguerre, and the Hermite, weight function.
For the former, unlike the Jacobi weight, no analytic results seem to exist in the
literature (except for the ordinary Laguerre weight). Here we express it in terms
of Tricomi’s incomplete gamma function and also propose numerical methods
using a recurrence relation, contour integration and saddle-point asymptotics,
and series expansions. For the Hermite weight, the Hilbert transform is expressed
in terms of Dawson’s integral. A similar expression holds for the generalized
Laguerre weight with parameter α = − 1

2 .

∗Received August 2000. Communicated by Åke Björck.
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2 The generalized Laguerre weight.

The problem we wish to consider is to evaluate

Iα(x) =

∫ ∞

0

− tαe−t

t − x
dt, α > −1, x > 0,(2.1)

where the integral is taken in the sense of the Cauchy principal value. For α = 0,
the result is expressible in terms of an exponential integral (cf. [1, Ch. 5]),

I0(x) = −e−x

∫ x

−∞
− et

t
dt = −e−x Ei(x),(2.2)

and for general α, as will be shown in Section 2.3, in terms of Tricomi’s incomplete
gamma function.

2.1 Recurrence relation.

In principle it suffices to know Iα(x) for 0 < α ≤ 1, since there is a simple
relationship between Iα(x) and Iα−1(x). Indeed, from (2.1), writing

tα

t − x
=

t

t − x
tα−1 =

(
1 +

x

t − x

)
tα−1,

one obtains the recurrence relation

Iα(x) = Γ(α) + xIα−1(x).(2.3)

If 0 < α ≤ 1 and the left side is known, we can solve for the last term on the
right and obtain Iα−1(x) for −1 < α − 1 ≤ 0. For α = 1, we simply have
I1(x) = 1 + xI0(x) = 1 − xe−x Ei(x). To compute Iα+n(x) for 0 < α ≤ 1 and
n = 1, 2, . . . , let

yn =
Iα+n(x)

Γ(α+ n)
, n = 0, 1, 2, . . . , 0 < α ≤ 1.(2.4)

Then (2.3) yields the first-order inhomogeneous difference equation

yn = 1 +
x

α+ n − 1
yn−1, n = 1, 2, 3, . . . ,

y0 = Iα(x)/Γ(α).

(2.5)

This recursion is quite stable, as can be seen from the behavior of the “amplifi-
cation factors”

ρn =
y0hn

yn
, hn =

xnΓ(α)

Γ(α+ n)
,(2.6)

which measure the amplification of relative errors, assuming yn �= 0. More pre-
cisely (cf. [6]), ρt/ρs measures the amplification (or damping, as it were) at n = t
of a small relative error committed at n = s. The quantity hn in (2.6) is the
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Figure 2.1: Amplification factors for the recursion (2.5).

solution, with h0 = 1, of the homogeneous recurrence relation associated with
(2.5).
Figure 2.1 displays |ρn| on a logarithmic scale for α = 1

2 and x = 0.5, 1, 2, 5, 10.
The value α = 1

2 is representative for all other values of α in the interval (0, 1],
even very small ones. Although ρn is defined only for nonnegative integer values
of n, the plots are drawn continuously by linear interpolation between consecutive
integer arguments. If yn happens to be zero, or almost zero, then |ρn| is infinite
or very large, which, however, should not be taken too seriously, since for such
values of n it is normally the absolute error that matters, not the relative error.
An instance of this is visible for the curve x = 10 near n = 10.

2.2 Contour integration.

Closely related to the integral Iα(x), but in some sense more fundamental than
Iα(x), is the contour integral

Gα(x) =
1

2πi

∫

C

(−t)αe−t

t − x
dt,(2.7)

where the contour C starts at +∞ + iε, ε > 0, encircles the origin once coun-
terclockwise, and returns to +∞ − iε. In order to compute this integral, we
decompose the path of integration into C = C0 ∪ C1 ∪ · · · ∪ C6 as shown in
Figure 2.2. For brevity we write

f(t) = fα(t) =
1

2πi

(−t)αe−t

t − x
, t ∈ C \ R+(2.8)
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Figure 2.2: Path C of integration (for x = 1).

(suppressing in the notation the dependence on x) and restrict t to the cut plane
as indicated in (2.8). The αth power is understood in the sense of the principal
value. We then have the following limit relations, as ε and δ tend to zero in an
appropriate manner, assuming α > −1:

lim

∫

C0∪C2

f(t)dt = − 1

2πi
e−iαπIα(x),

lim

∫

C4∪C6

f(t)dt =
1

2πi
eiαπIα(x),

lim

∫

C3

f(t)dt = 0,

lim

∫

C1

f(t)dt = 1
2e

−iαπxαe−x,

lim
1

2πi

∫

C5

f(t)dt = 1
2e

iαπxαe−x.

Adding up all contributions yields

Gα(x) =
sinαπ

π
Iα(x) + cosαπ · xαe−x.(2.9)

We remark that the definition (2.7) of Gα(x) makes sense for arbitrary α ∈ C.
Moreover, the path C may be deformed to any path C̃ in C \ R+ without changing
the value of Gα(x) as long as C̃ enters through the first quadrant and leaves the
fourth (with Re t → ∞). Therefore, the variable x need not be confined to R+

but can be arbitrary complex, provided the path C̃ is chosen to leave x on its left
as it is run through. Consequently, Gα(x) is an entire function in both variables
α and x. It will be identified in the next subsection.
Equation (2.9) may serve to define the analytic continuation of Iα(x) to every

x ∈ C and α ∈ C \ Z, by solving (2.9) for Iα(x):

Iα(x) =
π

sinαπ

[
Gα(x)− cosαπ · xαe−x

]
.(2.10)

.,__ 

..... ....... -
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When α → n, n ∈ N0, since Iα(x) remains finite, one needs to use the rule of
Bernoulli–L’Hospital, with

∂

∂α
Gα(x)

∣∣∣∣
α=n

=
1

2πi

∫

C̃

fn(t) log(−t)dt.(2.11)

2.3 Closed-form expression for Gα(x).

We now show that

Gα(x) = e−xγ∗(−α,−x),(2.12)

that is, by (2.10),

Iα(x) =
π

sinαπ
e−x [γ∗(−α,−x)− xα cosαπ] ,(2.13)

where γ∗ is the incomplete gamma function as defined by Tricomi (cf. [7]), an
entire function in both of its variables. It has the power series expansion

ezγ∗(a, z) =
∞∑

k=0

zk

Γ(a+ k + 1)
, a ∈ C, z ∈ C.(2.14)

We choose a contour C = C̃ in (2.7) such that the geometric series

1

t − x
=

∞∑

k=0

xkt−(1+k)

converges for every t ∈ C̃. Substitution in (2.7) yields

Gα(x) =
∞∑

k=0

(−x)k · −1
2πi

∫

C̃

(−t)α−k−1e−tdt.

The integral on the right can be evaluated by the same integration technique as
employed in Section 2.2. Using, in addition, the reflection formula for the gamma
function,

Γ(z)Γ(1− z) =
π

sinπz
(2.15)

with z = k − α+ 1, we find

− 1

2πi

∫

C̃

(−t)α−k−1e−tdt = Γ(α − k)
1

π
sin(k − α+ 1)π =

1

Γ(k − α+ 1)
,

and thus

Gα(x) =

∞∑

k=0

(−x)k

Γ(k − α+ 1)
.

Comparison with (2.14) shows the validity of (2.12).
For α = n, n ∈ N0, the function γ∗(−α,−x) is elementary (cf. [7, Eq. (2.2)]),

namely
Gn(x) = (−x)ne−x.
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2.4 The case α = − 1
2 .

Here, we get from (2.13)

I− 1
2
(x) = −πe−xγ∗(1

2 ,−x).

Since (cf. [7, Eqs. (2.1),(1.6)])

γ∗(1
2 ,−x) =

1

i
√
πx

γ(1
2 ,−x) =

−i√
x
erf(i

√
x)

= − i√
x

· 2√
π

∫ i
√

x

0

e−t2dt =
2√
πx

∫ √
x

0

et2dt,

we find

I− 1
2
(x) = −2

√
π

x
F (

√
x),(2.16)

where F is Dawson’s integral

F (x) = e−x2

∫ x

0

et2dt.(2.17)

3 Numerical examples.

3.1 Contour integration.

The formula (2.10) lends itself to efficient numerical evaluation. Assuming
x > 0, α > −1, we take the path C = C̃ in (2.7) to be a parabola with focus at
t = 0 opening in the direction of the positive real axis. Reversing the direction
of integration (and hence changing the sign of the integral), we accomplish this
by introducing the new variable of integration s = i

√−t, i.e., t = s2, and letting
s vary on a horizontal line s = σ + iτ , −∞ < σ < ∞, from left to right, where
τ > 0 is a constant. The integral (2.7) then becomes

Gα(x) =

∫
g(s)ds, g(s) = − 1

πi

s(−s2)αe−s2

s2 − x
.(3.1)

It is conveniently approximated by the rectangular (or trapezoidal) rule with
stepsize h > 0,

T (h) := h

∞∑

k=−∞
g(kh+ iτ) = Gα(x) +R(h).(3.2)

According to general theory (cf., e.g. [4, Eq. 3.4.12]), the error R(h) tends to zero
exponentially fast in h−1 as h → 0, i.e.,

R(h) = O(e−γ/h), h → 0,(3.3)

for some γ > 0.
In the following we estimate τ = τ0 and h = h0 in such a way that, approxi-

mately, |R(h0)| = ε, where ε > 0 is a given error tolerance. To do this, we first
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apply the Poisson summation formula (see, e.g., [8, p. 29]) to express T (h) in
terms of the Fourier transform

ĝ(ω) =

∫ ∞

−∞
g(s)e−iωsds, ω ∈ R,(3.4)

of g (where the path of integration is actually slightly above the real line to avoid
the poles of g). The result is

T (h) =

∞∑

�=−∞
ĝ

(
% · 2π

h

)
exp

(
−% · 2π

h
τ

)
.(3.5)

Since Gα(x) = ĝ(0), we obtain from (3.2) and (3.5)

R(h) =
∑

� �=0

ĝ

(
% · 2π

h

)
exp

(
−% · 2π

h
τ

)
.(3.6)

For small h > 0 we can estimate R(h) by taking only the terms with % = ±1,

R(h) 
 ĝ

(
−2π

h

)
exp

(
2π

h
τ

)
+ ĝ

(
2π

h

)
exp

(
−2π

h
τ

)
.(3.7)

The values of ĝ(ω) for large positive and negative ω, on the other hand, can
be approximated asymptotically by applying the saddle point method to the
integral in (3.4). The “saddles” are the critical points for (3.4), i.e., the zeros
of (d/ds)(log g(s) − iωs). There are four of them, namely the four roots of the
equation

iω + 2s − 2α+ 1

s
+

2s

s2 − x
= 0.(3.8)

Since the path of integration in (3.1) is lying in the upper half-plane, we are inter-
ested only in critical points in that half-plane, in particular those with smallest
“strength” |g(s)|.
In order to find asymptotic expansions of the four zeros of (3.8) for large |ω|, it

suffices to find values of s such that the constant term iω in (3.8) is asymptotically
compensated as |ω| → ∞ by a single one of the remaining terms. In each of the
three cases, the solution, s0, may be found as a Laurent series in ω.

Case I. iω + 2s = O(1). Here,

s0 = i

[
−ω

2
+
2α − 1

ω
+
8x+ 2(2α − 1)2

ω3
+O(ω−5)

]
.

Case II. iω − 2α+ 1

s
= O(1). In this case,

s0 =
iβ

ω

[
1− 2β(1− x−1)

ω2
+O(ω−4)

]
,
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where β := −(2α+ 1).

Case III. iω +
2s

s2 − x
= O(1). Here,

s0 = ±√
x+

i

ω
± 2α+ 1

2 − 2x

ω2
√
x

+O(ω−3).

The saddle of Case I is in the upper half-plane only if ω → −∞, whereas both
saddles of Case III are in the upper half-plane if ω → +∞. The saddle of Case II
is seen to contribute only if ω → +∞ and β > 0. (If β = 0 or β < 0, the saddle
is not present at all, or is irrelevant, respectively.)
The saddle point method calls for evaluating the integrand (of (3.4)),

E(s) := exp(log g(s)− iωs),(3.9)

at the relevant saddles and for adding up the contributions of all saddles on the
deformed path of integration. To first order, the contribution of a saddle s0 can
be obtained by expanding the exponent in (3.9) about s0 to second-order terms
and integrating. The result is

√
πE(s0)[c(s0)]

− 1
2 with c(s) := −1

2

d2

ds2
logE(s).

Thus, for ω → +∞, we obtain

ĝ(ω) = ĝ+(ω) :=

√
2

π

[
e1−xxα cos(ω

√
x+ απ) +

eβ

x
ωβ−1(β

1
2 −β)+

]
(1 +O(ω−1),

(3.10)
where (f(β))+ is the positive part of f(β), i.e., (f(β))+ = f(β) or 0 according as

β > 0 or β ≤ 0. The first term in brackets comes from the saddles in Case III,
the second from the one in Case II. For ω → −∞, we obtain analogously from
the saddle in Case I

ĝ(ω) = ĝ−(ω) :=
1√
π

(
−ω

2

)2α−1

exp(−ω2

4
)(1 +O(ω−2)).(3.11)

Inserting (3.10) and (3.11) into (3.7), one obtains the estimate

R(h) 

√
2

π

{
1√
2

(π
h

)2α−1

exp

[
2π

h
τ − 1

4

(
2π

h

)2
]
+ exp

(
−2π

h
τ

)

×
[
e1−xxα cos

(
2π

h

√
x+ απ

)
+

eβ

x

(
2π

h

)β−1

(β
1
2−β)+

]}
.(3.12)

A natural choice of τ0 and h0 is one that makes both terms in (3.12) of about
equal magnitude ε, i.e., using the exponential factors only,

τ0 =

√
ln 1

ε

8
, h0 =

2π√
8 ln 1

ε

.(3.13)
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This results in an error slightly larger than ε,

|R(h0)| 
 ε

√
2

π

{
1√
2

(
2 ln

1

ε

)α− 1
2

+ e1−xxα +
eβ

x
(β

1
2−β)+ ·

(
8 ln

1

ε

)−α−1
}

.

(3.14)

With regard to the summation in (3.2), note that only terms with k ≥ 0 need
to be computed since g(−σ + iτ) = g(σ + iτ). Moreover, the summation can be
truncated at k = N0, where N0 is such that |h0g(N0h0 + iτ0)| is approximately
equal to ε. This yields

N0 
 1

h0

√
ln
1

ε
+ τ2

0 =
3

2π
ln
1

ε
.(3.15)

The number of evaluations of g, therefore, is roughly 1.1 (= 3 ln 10/2π) times the
precision measured in decimal digits.
To provide a numerical example, we take α = 1.25, x = 2, and ε = 10−d. In

Table 3.1 we illustrate for various values of d the accuracy (number of decimal
digits) actually achieved (the last column) when N0 is taken as estimated in
(3.15). Also shown are the values of τ0 and of h

∗
0 (the value of h0 approximately

expressed as a rational number with the denominator an appropriate power of 2
to reduce the effects of rounding errors). In the penultimate column the number
of function evaluations needed to achieve the desired accuracy is given. The loss

Table 3.1: Numerical example for the summation in (3.2).

d τ0 h∗
0 N0 #eval #dec

9 1.61 62/128 10 11 6.6
19 2.34 42/128 21 22 15.7
28 2.84 35/128 31 33 23.4
38 3.31 30/128 42 44 31.9
48 3.72 27/128 53 54 40.6

of accuracy observed in the last column is due to internal cancellation in the
summation of (3.2). It may be reduced by using slightly smaller values of τ and
h, say τ = 3

4τ0, h =
3
4h

∗
0.

3.2 Series expansions.

A possible implementation of the explicit formula (2.13) for 0 < α < 1 consists
in evaluating the function γ∗ either by a power series for small and moderately
large values of x, or by an asymptotic expansion valid for large positive x.
From the second series in [1, 6.5.29] (the first is subject to internal cancellation

problems in our application) and the reflection formula (2.15) for the gamma
function, one indeed obtains

γ∗(−α,−x) =
1

Γ(−α)

∞∑

n=0

xn

(n − α)n!
= −Γ(1 + α)

sinπα

π

∞∑

n=0

xn

(n − α)n!
,
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so that by (2.13)

Iα(x) = −e−x

[
Γ(1 + α)

∞∑

n=0

xn

(n − α)n!
+ xαπ cotαπ

]
.(3.16)

When α is very close to 0 or 1, the expression in brackets is computationally
problematic. If it is written as

Γ(1 + α)

(
− 1

α
+

x

1− α
+

xαπ cotαπ

Γ(1 + α)
+

∞∑

n=2

xn

(n − α)n!

)
,

the sum of the first three terms in parentheses should be computed either in very
high precision or by appropriate power series expansions in α near α = 0 and
α = 1.
Likewise, from the asymptotic expansion [1, 6.5.32] for Γ(a, x), the relation

γ∗(a, x) = x−a

Γ(a) [Γ(a) − Γ(a, x)], and again the reflection formula for the gamma

function, one finds

Iα(x) ∼ −Γ(1 + α)

x

[
1 +

α+ 1

x
+
(α + 1)(α+ 2)

x2
+ · · ·

]
, x → ∞.(3.17)

Numerical experimentation reveals that for 0 < α < 1 the asymptotic expansion
(3.17) can be used for x ≥ 26 in IEEE single precision, and for x ≥ 39 in IEEE
double precision, whereas the power series (3.16) works well for the remaining
positive values of x. Respective double-precision results are shown in Table 3.2,
where the penultimate column indicates the number ns of terms in (3.16) resp.
(3.17) required for the series to yield full machine single precision, and the last
column the analogous number nd for double precision.

4 The Hermite weight.

The problem now is to compute

I(x) =

∫ ∞

−∞
− e−t2

t − x
dt, x ∈ R.(4.1)

Since I(−x) = −I(x), it suffices to consider positive values of x.
The desired result can be obtained from (2.16) if in (2.1) we let α = − 1

2 and
make the change of variables t �→ t2,

I− 1
2
(x) = 2

∫ ∞

0

− e−t2

t2 − x
dt =

∫ ∞

−∞
− e−t2

t2 − x
dt

=
1

2
√
x

∫ ∞

−∞
−

(
1

t − √
x

− 1

t+
√
x

)
e−t2dt

=
1√
x
I(

√
x).
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Table 3.2: Numerical results for Iα(x).

x α Hilbert ns nd

1.00 0.10 −0.56265102861247D+00 9 17

1.00 0.30 −0.33268825757247D+00 10 18

1.00 0.50 −0.13498833733624D+00 11 18

1.00 0.70 0.45225853622100D−01 10 17

1.00 0.90 0.21746191635749D+00 9 17

5.00 0.10 −0.26572309225656D+00 21 33

5.00 0.30 −0.26628521400850D+00 20 32

5.00 0.50 −0.27836545370654D+00 20 32

5.00 0.70 −0.30070906239231D+00 20 32

5.00 0.90 −0.33337268126874D+00 20 32

25.00 0.10 −0.39890144312158D−01 55 76

25.00 0.30 −0.37965005424693D−01 55 76

25.00 0.50 −0.37825484314284D−01 55 76

25.00 0.70 −0.39133270868438D−01 55 76

25.00 0.90 −0.41800307309395D−01 55 76

26.00 0.10 −0.38281378089155D−01 10 78

26.00 0.30 −0.36420147248551D−01 10 78

26.00 0.50 −0.36272343011410D−01 11 78

26.00 0.70 −0.37511689663752D−01 12 78

26.00 0.90 −0.40052135177656D−01 12 78

38.00 0.10 −0.25803986182139D−01 7 99

38.00 0.30 −0.24479334077100D−01 8 99

38.00 0.50 −0.24309277722928D−01 8 99

38.00 0.70 −0.25065763527742D−01 8 99

38.00 0.90 −0.26683118958861D−01 9 99

39.00 0.10 −0.25121984527160D−01 7 39

39.00 0.30 −0.23828694168664D−01 8 39

39.00 0.50 −0.23659490306967D−01 8 39

39.00 0.70 −0.24391927507379D−01 8 39

39.00 0.90 −0.25961679225431D−01 8 39

70.00 0.10 −0.13811002568837D−01 6 16

70.00 0.30 −0.13067331213346D−01 6 17

70.00 0.50 −0.12941885974893D−01 6 17

70.00 0.70 −0.13308644423984D−01 6 18

70.00 0.90 −0.14128818114899D−01 6 18

100.00 0.10 −0.96204249748500D−02 5 13

100.00 0.30 −0.90941541677365D−02 5 14

100.00 0.50 −0.89986485040109D−02 5 14

100.00 0.70 −0.92451885752255D−02 5 14

100.00 0.90 −0.98059106000491D−02 6 14

1000.00 0.10 −0.95239946017470D−03 3 7

1000.00 0.30 −0.89864010054248D−03 3 7

1000.00 0.50 −0.88755960087627D−03 3 7

1000.00 0.70 −0.91018760485528D−03 3 7

1000.00 0.90 −0.96359850708701D−03 3 7
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Thus, replacing
√
x by x and using (2.16), we get

I(x) = −2√πF (x),(4.2)

where F is Dawson’s integral (2.17).
From the series [1, Eq. 7.1.5] and the asymptotic expansion [1, Eq. 7.1.23] of

the error function one finds, since F (x) = −i
√

π
2 e−x2

erf(ix), that

I(x) = −√
πx

∞∑

k=0

1

k + 1
2

x2k

k!
,

I(x) ∼ −
√
π

x

(
1 +

∞∑

k=1

1 · 3 · · · (2k − 1)

(2x2)k

)
as x → ∞.

(4.3)

For computation, one can use the series expansion when x is small or moder-
ately large, and the asymptotic expansion when x is large. For single-precision
accuracy, x = 5 may be taken as the separation point, for double precision
x = 7.5. Results thus obtained are displayed in Table 4.1. The last two columns

Table 4.1: Numerical results for I(x).

x Hilbert ns nd

0.50 −0.15045878048051D+01 6 12

1.00 −0.19074421882418D+01 10 17

2.00 −0.10682238655627D+01 18 29

5.00 −0.36205586704396D+00 8 76

7.50 −0.23848654284464D+00 5 17

10.00 −0.17814524994095D+00 5 12

50.00 −0.35456171091663D−01 3 6

100.00 −0.17725424868948D−01 2 5

200.00 −0.88623800370477D−02 2 4

show the number of terms required in single resp. double precision for the series
to yield full machine precision.
There are also rational approximations for F (x) that could be used, e.g., those

in [3].

5 The Hilbert transform of the generalized Laguerre and Hermite
polynomials; pseudo-stability of the three-term recurrence relation.

Let {πn(t;w)} denote the (monic) orthogonal polynomials relative to the weight
function w, and x be a point in the interior of the support of w. The Cauchy
principal value integrals

ρn(x) =

∫

R
− πn(t;w)

t − x
w(t)dt, n = 0, 1, 2, . . . ,(5.1)
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are of interest in connection with singular integral equations. They satisfy the
same three-term recurrence relation as the orthogonal polynomials themselves,
namely

yk+1 = (x − αk)yk − βkyk−1, k = 0, 1, 2, . . . ,(5.2)

but with initial values

y−1 = −1, y0 =

∫

R
− w(t)

t − x
dt.(5.3)

(It is assumed in (5.2) that β0 =
∫

R w(t)dt.) Let {zk} be a second solution of
(5.2) defined by

z−1 = y0, z0 = 1.(5.4)

It is shown in [5, Section 4] that the amplification of relative error in yk, if yk �= 0,
due to small relative errors in y0 and y1 can be measured by the quantity

ωk =
|z1/y1 − zk/yk|+ |z0/y0 − zk/yk|

|z1/y1 − z0/y0|
.(5.5)

In this section, we wish to observe the behavior of {ωk} in the two cases of the
generalized Laguerre weight and the Hermite weight.
For the weight w(t) = tαe−t, 0 < t < ∞, it appears that serious growth of ωk

is most likely to occur when x > 0 in (5.1) is small and α large. We illustrate this
by computing ωk for 1 ≤ k ≤ 50 in the case α = 10 for selected values of x. The
results, for x = 0.5, 1, 2, and 5, are plotted in the left frame of Figure 5.1 with
a logarithmic scale on the vertical axis. (The remarks made in connection with
Figure 2.1 apply also to Figure 5.1.) It would appear that ωk remains finite, in
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Figure 5.1: Amplification factors ωk for generalized Laguerre and Hermite weights.

general, as k → ∞. Yet, Figure 5.1 shows that it can assume rather large values—
many decimal orders of magnitude—a phenomenon called pseudo-stability in [5].

A similar phenomenon takes place for the Hermite weight function w(t) = e−t2 ,
−∞ < t < ∞, as is shown in the right frame of Figure 5.1 for x = 1, 3, and 5.
Here, it is large absolute values of x that give rise to pseudo-stability.
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Abstract Tensor-product formulae based on one-dimensional Gaussian 
quadratures are developed for evaluating double integrals of the type indicated 
in the title. If the singularities occur only along the diagonal and the regular 
part of the integrand is a polynomial of total degree d, the formulae can 
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1 Introduction 

We are interested in computing double integrals of the form 

{L (" 
I= Jo Jo F(X, Y)IX- YlalniX- YidXdY, L > 0, a> -1, (1.1) 
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and 

I*= 1!, 1L F(X, Y)(XY)i>[(L- X)(L- Y)]a In IX- YldXdY, 

L > 0, a> -1, f3 > -1, (1.2) 

where F is a smooth function. It is convenient to transform these integrals 
to the canonical unit square [0, I] x [0, 1] by letting X= Lx, Y = Ly and 
denoting F(Lx, Ly) = f(x, y). Thus, 

I= La+2 (In L 1111 
f(x, y)lx- Yladxdy 

+ 1111 
f(x, y)lx- Yla In lx- yldxdy) 

and 

I*= L 2(a+fi+ 1) (tn L 1111 .f(x, y)(xy)fi[(l- x)(l- y)]adxdy 

+ 11 11 
f(x, y)(xy)fi[(l - x)(l- y)]a In lx- yldxdy). 

We are led to consider the integrals 

lalg = 11 11 
f(x, y)lx- yladxdy, 

ftog = 11 11 
f(x, y)lx- yla In lx- yldxdy (1.3) 

for/, and 

1:1g = 11 11 
f(x, y)(xy)fi[(l - x)(l - y)]a]dxdy, 

fiog = 11 11 
f(x, y)(xy)fi[(l- x)(l- y)]a In lx- yldxdy (1.4) 

for /*, in terms of which 

I= La+2 (Iaig In L +flog). I*= L 2Ca+fi+ 1>(!;1g In L + Iiog)· (1.5) 

Both integrals in (1.3) are singular along the diagonal (if a is nonintegral), 
the first having an algebraic singularity, the other both an algebraic and a 
logarithmic singularity. The integrals in (1.4) are algebraically singular along 
the sides of the square, the second having an additional logarithmic singularity 
along the diagonal. 

In what follows, we use two Gaussian quadrature rules: the classical Gauss­
Jacobi rule on [0, 1], 

{1 n 
Jo g(x)(l- x)axfidx = ~w~a.fi>g(~~~a,fil), a, f3 > -1, g E lP'2n-1. (1.6) 
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and a nonclassical Gaussian rule in which the Jacobi weight is multiplied by a 
logarithmic term, 

11 n 

0 
g(x)(l-xr•xflln(Ijx)dx= L:w~a,fllg(x~a,fll), a,{J > -1, gElP'211 _ 1, 

v=l 

(1.7) 

where 1P'211 _ 1 denotes the set of polynomials of degree s 2n - l. Both can be 
generated numerically, the latter from appropriate modified moments, with 
software for them being available (cf. Section 4 and [2, Section 2.1.7], [3]). 

The approach described allows us to calculate both double integrals (1.3) 
and 1;1g in (1.4) (but not /~g) exactly whenever the function f(x, y) is a 
polynomial of total degree d s 2n - 2 resp. d s 2n - 1. This is shown in 
Sections 2 and 3.1. The evaluation of the integrals (1.3), (1.4) is discussed in 
Sections 2 and 3. In Section 4 we provide examples, and in Section S give an 
application to a classical problem in aerodynamics. 

2 The integrals Ialg and l1og 

2.1 The integrallalg 

In this subsection we will use exclusively the Gauss-Jacobi quadrature rule 
(1.6) with Jacobi parameters a1 = 0, {31 =a. For simplicity we shall denote the 
corresponding nodes and weights by 

~v = ~~O,a), (!) _ (!)(O.a) 
v- v ' (2.1) 

not indicating their dependence on n. 
In order to compute lalg in (1.3), we first integrate with respect to X for fixed 

y,O<y< I: 

11 f(x, y)lx- Yladx = 1Y f(x, y)(y- x)adx + 11 f(x, y)(x- y)adx. 
0 0 y 

In the first integral on the right we make the change of variables x = (1 - t) y 
and get, using (1.6), 

1y 11 11 
, f(x, y)(y- x)adx = ya+l f((l - t)y, y)tadt ~ ya+l LWv f((l - ~v)y, y). 

0 0 v=l 

In the second integral, the change of variables x = y + t(l - y) similarly yields 

il f(x, y)(x- y)adx =(I - y)a+l 11 f(y + t(l - y), y)c<Ydt 

11 

~ (l - y)a+l L Wv J(y + ~v(l - y), y). 
v=l 

'fl Springer 
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Therefore, 

fo' f(x, y)lx- yl"dx ~ y" F,(y) +(I- y)" F2(y), (2.2) 

where 

n 

F,(y) = Y LWvf((l- ~v)y, y), 
v=l 

n 

Fz(y) = (I - y) L Wv f(y + ~v(I - y), y). (2.3) 
v=! 

Now, integrating (2.2) with respect toy gives 

lalg ~ fo' F, (y)y"dy + fo' Fz(y)(l- y)"'dy. 

Letting 1 - y = s in the second integral and then writing again y in place of s 
yields, once again using (1.6), 

1 n 

lalg ~ 1 [F, (y) + Fz(l - y)]y"dy ~ L w11 [F, (~1,) + Fz(l - ~1J]. 
0 p=l 

Substituting from (2.3), we obtain the desired approximation 

ll I! 

lalg ~ L L A,,v[f((l - ~v)~l'' ~11) + f(l- (1- ~v)~l'' 1 - ~11 )], (2.4) 
JL=! v=! 

where 

(2.5) 

If .f is a polynomial of total degree d, then from the way the approximation 
(2.2) was derived, it follows that (2.2) is an equality whenever 2n- I :::: d, 
i.e., n :::: (d + 1)/2. Consequently, since F1 and F2 are polynomials of degree 
d + 1, the approximation (2.4) is an equality whenever 2n - I :::: d + I, i.e., 
n:::: 1 + dj2. 

2.2 The integral/log 

Here again, we use the same Gauss-Jacobi quadrature rule as in the previous 
subsection, with the nodes and weights in (2.1 ). In addition, we need the 
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logarithmic companion rule (1.7) with the same Jacobi parameters, whose 
nodes and weights will be denoted by 

X = X(O,a) W., = W~O,a). 
v v ' l-' v 

(2.6) 

The computation of / 10g proceeds along lines analogous to those in Section 2.1. 
We omit details and state only the final result: 

n n 

!log~-L L { B,Lv[.f((l - ~v)x,t, x,J + f(I - (1 - ~v)XJ.L, I - x,,)] 
J.L=i V=i 

where 

(2.8) 

An argument similar to the one at the end of Section 2.1 will show that we have 
equality in (2.7) if n ::: 1 + d/2 when f is a polynomial of total degree d. 

The tensor-product approximation (2.7) with a= 0 finds good use in 
Section 5.2 (cf. (5.6)). 

3.1 The integral 1:Ig 

Here we use the quadrature rule (1.6) in its full generality and denote the 
respective nodes and weights by 

c* = t:(a,f3) w* = w<a,fJ) 
~v Sv ' v v • (3.1) 

The procedure used previously then yields the approximation 

n n 

1:1g ~ 2::: 2::: (J)~(t)~ t(~:, ~,:). (3.2) 
J.L=i v=l 

If f(x, y) is a polynomial of degree din x andy, we have equality in (3.2) if 
n 2: (d + l)/2. 

3.2 The integral flog 

This integral, compared to all the others, is by far the most challenging one to 
compute. Even in the case f(x, y) = 1, for example, it defies exact evaluation. 
For numerical evaluation we require four cases of the Gauss-Jacobi rule (1.6) 
and four cases of the logarithmic companion rule (1.7). Their weight functions 
and corresponding quadrature nodes and weights are displayed respectively in 
Tables 1 and 2. Thus, in the notation used in (1.6), 

ta = c-(a.O) cfi = t:c(fi.O) t = c-(a.2fl+l) 1: = t:c<tJ.2a+l) 
Sv '::tv ' Sv Sv ' Sv Sv ' Sv Sv 
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Table 1 The Gauss-Jacobi 
quadrature rules required 
for /jog 

Weight function 

(1- t)a 

(1 - t)fl 

(1- t)apf!+l 

(l- t)flt2a+l 

Nodes 

~~ 

~t 
~v 

"fv 

and similarly for the weights. Likewise, in the notation of (1.7), 

xa = x<a.O) xf3 = x<f3.0) X = x(a.2(Hl) X = x<f3.2a+l) 
V V'V V'V V 'V V' 

and similarly for the weights. 

Weights 

(V~ 

wC 
Wv 

Wv 

Although the derivation of a suitable approximation to /~g in principle 
uses the same technique as before, the effectiveness of the procedure is now 
compromised by the fact that the integrals arising after the first integration 
with respect to x, if a and/or {3 are not integers, have not only the endpoint 
singularities that, as before, can be handled by Gaussian quadrature, but also 
algebraic singularities outside the interval of integration but close to their 
endpoints if y is near 0 or 1. The approximation so obtained, 

n n 

/1:1g =- L L { wJLwC f((l- ~f,)x11 , x1L)(1 - xJL + ~tx,1t 
tt.=l v=l 

+ wjl.w~ f(J - xjl. + ~~x11, 1 - x11 )(t - x,1 + ~~x,l).B 

+ w1twe f((l- xC)~IL• ~IL)(l- ~11. + xC~11)" 

+ wJLw~ f(l- fJL + x~f11 , 1 - ;f11.)(1 - f 11 + x~f,,)fl}, (3.3) 

therefore, contrary to /10g, is no longer exact for polynomials of low degree, 
not even for a constant, unless a and {3 are nonnegative integers. In that case, 
iff has total degree d, the formula (3.3) is exact if n ::=: (d + max(a, {3) + 1)/2. 

For applications of (3.3), see Section 5.1. 

Table 2 The logarithmic 
Weight function Nodes Weights Gauss-Jacobi quadrature 

rules required for /1~g (1 - t)"' ln(l/t) ~ w~ 

(1 - t)f3 ln(l/t) xe wC 
(1- t)at2f3+ 1 tn(l/t) Xv Wv 

(l - t)f3t2a+l ln(l/t) Xv Wv 
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4 Numerical examples 

All computations that we report on in this and the following section are done 
in Matlab. The main programs-the Matlab functions Ial.m and Istaral.m 
implementing our procedures for computing the integrals in (1.3) and (1.4)­
as well as all other programs required can be downloaded from the website 
http://www.cs.purdue.edu/archives/2002/wxg/codes/NUMINT.html. 

4.1 The integrals in (1.3) 

We first describe some preliminary testing for the program I a 1 . m. 

Preliminary tests We take f(x, y) = I and run the program for n = I : 3 
and a few selected values of a. The results are compared with the known 
answers Ialg = 2/((a + l)(a + 2)), flog= -2(2a + 3)/((a + 1)2 (a + 2)2). They 
should agree with these for each n ~ I, in particular for n = I : 3. It is found 
that this indeed is the case; cf. the routine test_Ial.m (with fxy_test .m 
appended to Ial.m). 

Example 1 Let f be the Matlab peaks function shown in Fig. 1. 
The function f involves exponential functions of linear up to fifth-degree 

polynomials in x andy; see fxy_peaks. Rather remarkably, small values of 
n suffice to obtain accurate results. Indeed, the driver program Ex l_I a l . m 
(with fxy_peaks .m appended to Ial.m), for a= -.8: .2: I, produces the 
following output, where n is the number of quadrature points required for two 

10 

f(x,y) 0 

-5 

-10 
3 

y 

Fig. 1 The Matlab peaks function 

-3 -3 
X 
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successive approximations, either to Ialg or to Ilog, to agree to within 14 
significant digits. 

>> Ex1 Ial 

>> 

n 
11 
12 
12 
11 
11 
11 
11 
11 
11 
11 

alpha 
-0.80 
-0.60 
-0.40 
-0.20 

0.00 
0.20 
0.40 
0.60 
0.80 
1. 00 

Ialg 
7.7862415770711e+OOO 
3.5500666273105e+OOO 
2.2112271140758e+OOO 
1.57261590799lle+OOO 
1.2040904162894e+OOO 
9.66046055470lle-001 
8.0032912619267e-001 
6.7865912572909e-001 
5.8572367008314e-001 
5.1254422335153e-001 

4.2 The integrals in (1.4) 

I log 
-4.3175624314696e+001 
-1.026116620715le+001 
-4.3416287631133e+OOO 
-2.3416027595378e+OOO 
-1.4478417538807e+OOO 
-9.7764032583602e-001 
-7.0189412848092e-001 
-5.2707477472028e-001 
-4.0953706593989e-001 
-3.2681197757723e-001 

Preliminary tests For the second program Istaral.m, we also take 
.f(x, y) = 1, in which case 1;1g = [r(a +I )r(;S + 1)/ r(a + .B + 2)]2, but for 
liog no explicit answers are known except for /1~g = -3/2 when a = ;5 = 0. 
However, we know (cf. the statement following (3.3)) that the answers must 
be exact if a, ;5 are nonnegative integers and n ::::_ 1<max(a, ;5) + 1). All this has 
been checked successfully; cf. test_Istaral (with fxy_test .m appended 
to Istaral. m). 

Example 2 Accuracy of flog· 

We examine the accuracy of the quadrature approximation /1~g(n) for n = 
50 when .f(x, y) =I and a, ;5 vary in the square (-1, 1) x (-1, 1). Because of 
symmetry with respect to the line a= ;5, it suffices to consider ;5 ::::_a. For each 
a, ;5 in this half of the square we compute liog(n) and /)0g(n- I) and take 

to indicate approximately the number of correct decimal digits. The results 
for a = -.9 : .I : .9, ;5 = a : .1 : .9 are plotted in Fig. 2, which was produced 
by the program Ex2_Istaral.m (with fxy_test .m still appended to 
I staral. m); it calls on acc_Istaral. m and may take awhile to run. 

It is seen from the plot that the accuracy is lowest near the lines a = -1 
and ;5 = -I and raises steadily as the point (a, ;5) moves toward the upper 
right corner (I, 1) of the square {(a, fi) : -I < a .::; I, -I < fi .::; I}. There are 
narrow ridges of increasingly higher accuracy along the lines fi = 0, 0 < a .::; I 
and a = 0, 0 < ;5 .::; 1 and a conspicuous peak at a = fi = 0, where of course 
we have exactness for all n ::::_ I. 

We expect this pattern of accuracy to extend to more general functions .f, 
as long as they are smooth. 'The next example is intended to lend support to 
this expectation. 
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16, . 14, 

12 

10~ 

~ :11 

2 . 

1 '~~ 
~. 

0.5 ~ 
0 . 

Fig. 2 The accuracy of I1~g(n), n =50 

-1 -1 

Example 3 Let f be the Matlab peaks function (as in Example 1). 

283 

The accuracy plot in this case, produced by the same program (but with the 
subfunction fxy_peaks. m appended to Istaral.m) looks almost identical 
to the one in Fig. 2. 

5 Applications to a problem in aerodynamcis 

The integral flog in (1.3), where a = 0, and flog in (1.4), where a = f3 = -1/2, 
are of interest in the linear theory of the aerodynamics of slender bodies of 
revolution. Let the body be of length 1 and x, 0 ::: x ::: 1, measuring the distance 
of a point on the axis of the body from its left end point. Denote by S(x) the 
cross-sectional area of the body as a function of x. Then the wave drag of the 
body due to volume can be expressed approximately, up to a constant factor, 
by the integral 

D = -1 1 11 
S"(x)S"(y) ln lx- yldxdy. (5.1) 

We first show how D can be computed in the case of two special bodies of in­
terest in supersonic flow problems. We then consider a problem of minimizing 
D over a class of functions S having prescribed values and derivatives at x = 0 
and x = 1. 
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5.1 The Sears-Haack and von Karman bodies 

The Sears-Haack body conesponds to (see, e.g., [1, eq.(9-34)], where 
cosO= 1- 2x) 

for which 

4 
S(x) = - [x(l - x)]312 , 

3 

S"(x) = [x(l- x)r'/2(1- 8x + 8x2). 

Thus, the integral (5. l) becomes Iiog of (1.4), with 

a= {3 = -1/2, f(x, y) = (1- 8x + 8x2)(1- 8y + 8y2). 

We can see from Fig. 2 that the point (a, {3) = ( -1/2, -1/2) is located near the 
lower front tip of the surface depicted there, that is, in an area of low accuracy. 
Therefore, to computeD, we need high-order quadrature rules, and even then 
can only achieve a modest degree of accuracy. Taking n quadrature points, 
n =50: 50: 250, we obtain the results shown in Table 3, using the program 
SearsKarman_Istaral.m (with fxy_Sears. m appended to Istaral.m). 
We see that even with 250 quadrature points, we can get only about five correct 
decimal digits. 

The integral 1:1g, incidentally, happens to be zero, as can easily be shown. 

The von Karman body has the cross-sectional distribution (see 
[1, eq. (9-30)]), 

S(x) = ~ ( arccos(l - 2x) - 2(1 - 2x)J x(l - x)) . 

giving 

S"(x) = ~ [x(l- x)r 1; 2(l- 2x). 
TC 

Thus again, D becomes liog with 

a= {3 = -1/2, f(x, y) = (~) 2 
(1- 2x)(l- 2y). 

Table 3 Wave drag 
approximations for the 
Sears-Haack body 

~Springer 

n 

50 

100 

150 

200 

250 

D 

2.462455422168 

2.465960275731 

2.466708069724 

2.466990374942 

2.467127904913 
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The same program (but with fxy_Karman .m appended to Istaral.m) now 
yields the results in Table 4. It looks like the true value might be D = 8. The 
integral 1;1g is again zero. 

5.2 A minimum problem for the drag 

Problems of minimizing the wave drag for certain classes of functions S 
have been considered before, e.g. in [4], where the approach taken was via 
Fourier analysis. We prefer here to use algebraic polynomials rather than 
trigonometric polynomials since our computational procedure developed in 
Section 2 is capable of yielding exact answers for polynomials. But as in Fourier 
analysis, we use orthogonal polynomials, specifically the (monic) Legendre 
polynomials {n'j} on [0, 1] satisfying the orthogonality relations 

nk(x)ne(x)dx = 11 { 0 if k :;6 £, 

0 llnkll 2 if k =e. 
(5.2) 

Let lF be the space of functions p admitting a uniformly convergent Fourier 
expansion in the polynomials {nd, 

{ ~ (lfk, p) l lF = p: p(x) = ~ cknk(x) on [0, 1], ck = , 
k=O (lfk. lfk) 

(5.3) 

where ( ·, ·) is the usual inner product (u, v) = .f01 u(x)v(x)dx. The space lF 
contains, e.g., the space lP' of polynomials. Assume that S" E lF and let 

00 

S"(x) = Lcknk(x), 0 ::=:: x s 1. 
k=O 

Insertion into (5.1) gives forD the quadratic form 
00 00 

D = L L Pklckce 
k=O f=O 

in the variables c0 , c1, c2 , ... with the matrix 

(5.4) 

(5.5) 

P = [PkL], Pkl = -11 11 
nk(x)ne(Y) In lx- yJdxdy. (5.6) 

Table 4 Wave drag 
approximations for the 
von Karman body 

n 

50 

100 

150 

200 

250 

D 

7.991986539889 

7.997664522215 

7.998876564661 

7.999334178245 

7.999557121310 
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Since f(x, y) = rrk(x)rre(y), 0 < k, l::: n, is a polynomial of total degree ::: 2n, 
the principal submatrix of P of order n + I can be computed exactly by the 
method of Section 2.2 using (n + I )-point quadrature rules ( cf. the sentence 
following (2.8)). Clearly, Pis symmetric; from numerical computations using 
Cholesky decompositions, P also appears to be positive definite which, on 
physical grounds, is to be expected since the drag is intrinsically positive. 

We now pose, and solve numerically, the following extremal problem: 
Among all functions S E lF having prescribed values 

So= S(O), S1 = S(l); S~ = S'(O), s; = S'(l), (5.7) 

find the one for which Din (5.1) is minimum. 
We begin with expressing the conditions (5.7) in terms of the coefficients Ck· 

Noting that rro = 1, rr1 (t) = t- I/2, we have 

S' (x) = S~ + fox S" (t)dt 

= S~ +CoX+~ CJX(X- l) + f Ck r Jik(t)dt. 
k=2 lo 

When x = I, the integral on the far right, by orthogonality, is zero for all k ~ 2, 
SO that S'(l) = S~ +Co, i.e., 

co= s;- s~. (5.8) 

Integrating once more, we get 

S(x) = So + L~ S' (t)dt 

= So+ s;)x + ~ CoX2 + __!__ CjX2(2x- 3) + f Ck r dt t ;rrk(r)dr. 
2 I2 k=l lo lo 

(5.9) 

Here the repeated integral on the right is 

r t r lo dt lo rrk(r)dr = lo (x- t)rrk(t)dt, (5.10) 

which for x = 1, again by orthogonality, is zero for all k ~ 2. Therefore, by 
(5.9) and (5.8), 

S(l) =So+ S~ + ~ (s;- S~)- ~~ c1, 

giving 

(5.11) 
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Thus, we can write 

CXl CXl CXl 

+ 2c1 L PieCe+ L L PktCkCe. 
£=2 k=2 C=2 

Here c0 and c1 are prescribed (cf. (5.8) and (5.11)), the free variables thus being 
Cz, c3, .... Since one computes Poo = 312, P01 = 01, P11 = I I 16, one has 

D = 2_ (24c6 + ci) + 2co f Poece 
16 C=2 

CXl CXl CXl 

+ 2c1 L p~ece + L L Pk!CkCe. (5.12) 
C=2 k=2 £=2 

We solve the minimization problem for Din (5.12) numerically, replacing 
the upper limit oo in the summations by a finite number, say N. The right­
hand side of (5.12) then is a quadratic function in the unknowns c2 , c3 , ... , CN. 

Putting the partial derivatives aD I aq, 2 ::: k :s N, equal to zero yields the 
system of linear equations 

N 

L PkeCe = -(CoPok + c1 Plk ), k = 2, 3, ... , N. (5.13) 
C=2 

The solution of this system will yield a minimum of D since the Hessian matrix 
of (5.12) (with oo replaced by N) is positive definite, at least for the values of 
N being used here. 

As already pointed out, the Pke can be computed from (5.6) by the proce­
dure in Section 2.2, yielding exact answers if the number n of quadrature points 
is taken to be n :::: N + 1. 

If we want the profile of the body to have pointed ends on the axis and 
be symmetric with respect to the vertical midplane, i.e., if So= S1 = 0 and 
Sl = -S0, then c1 = 0 by (5.11), which means that the solution of (5.13), since 
c0 = -2S0, is a multiple of S0, and the system to be solved is 

whereupon 

N 

L PkeYe = 2pok. k = 2, 3, ... , N, 
C=2 

ce = S0ye, -e = 2. 3, ... , N. 

(5.14) 

1 Actually, the matrix P was found to have a checkerboard pattern of alternating zero and nonzero 
elements: Pkt = 0 if k + e is odd, and nonzero otherwise. 
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In view of the checkerboard pattern of zero and nonzero elements of the 
matrix P, mentioned in footnote 1, all odd-numbered Yk turn out to be zero, 

Yk = 0 if k is odd. 

Once the system (5.14) is solved, the optimal value of D can be found from 
(5.12) to be 

(5.15) 

where the summations are over even k and f. from 2 to 2LN/2J. The optimal 
functionS, by (5.9), (5.10), then is 

(5.16) 

giving the optimal profile R0 p1(x) = JSopt(X)jn, 0:::: x:::: l. 
To illustrate, let N = 4 : 2 : 10; for N odd, the results are the same as those 

for N - I because of the special property of the matrix P stated in footnote l. 
The systems (5.14) then have the following solutions, rounded to 8 decimals 
(only nonzero components are shown): 

Yz = -13.714286, Y4 = -120.00000 (N = 4), 

Y2 = -14.285714, Y4 = -147.27273, Y6 = -1400.0000 (N = 6), 

Yz = -14.545455, Y4 = -158.60140, Y6 = -1792.0000, 

Ys = -17640.000 (N = 8), 

Y2 = -14.685315, Y4 = -164.47552, Y6 = -1976.4706, 

Ys = -23210.526, Yto = -232848.00 (N = 10). 

The condition numbers of the systems grow from 5.002 x 102 (for N = 4) to 
2.072 x 1010 (for N = 10). From (5.15) one computes the optimal drags shown 
in Table 5; cf. the routine Dopt. m with fxy_pkpl. m appended to Ial. m. 

Table 5 Optimal drags 

~Springer 

N 

4 

6 

8 

10 

5.60000 

5.57619 

5.56508 

5.55902 
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Table 6 The coefficients of Pn-2 

n ao a1 az a3 a4 as a6 a7 as Div 

2 12 

4 3 -14 14 420 

6 -12 45 -66 33 1848 

8 -22 165 -572 1001 -858 286 25740 

10 3 -104 1274 -7644 25480 -49504 55692 -33592 8398 1108536 

To obtain Sopt• we need to evaluate the integrals in (5.16), the twice 
integrated Jacobi polynomials. From Rodrigues's formula, one expects these 
to have the form 

fox (x- t)nn(t)dt = [x(l - x)]2 Pn-z(X), 

where Pn-2 is a polynomial of exact degree n - 2, 

Pn-2(X) = ao + a1x + · · · + an-2X11 - 2. 

(5.17) 

(5.18) 

Using Maple, one indeed finds the coefficients a0, a1, a2, ... to be as shown 
in Table 6. Here the numbers in the last column are divisors by which the 
preceding numbers in the same row (except of course the one in column 1) 
have to be divided. 

0.2 

0.1 

0 

-0.1 

-0.2-

-0.3 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

Fig. 3 Optimal cross-sectional areas (dotted line) and profile (solid line) for N = 10 
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The plots for Sopt and Ropt are practically indistinguishable when N = 4 : 
2 : 1 0; they are shown in Fig. 3 for N = I 0 and produced as part of the routine 
Dopt.m. 
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Construction of Gauss-Christoffel 
Quadrature Formulas 

By Walter Gautschi* 

1. Iatroduction. Let w(~) be a. given function ("weight function'') defined on a 
finite or infinite interval (a, b). Consider a sequence of quadrature rules 

f. . 
J(~ )w(~ )tk :l. L "r (R) /(£/•>} , 

• r-1 
(1.1) n- 1, 2, 3, · • · • 

Each of these rules will be called a Gaua&-ChriBloJiel quadrature formula if it bas 
maximum degree of exactness, i.e. if (1.1) is an exact equality whenever I is a poly­
nomial of degree 2fi - 1. It is a well-known fact, due to Christoffel [3], that such 
qua.tfnp.ture formulas exist uniquely, provided the weight function w(~) is nonnega­
tive, integrable with J! w(z)dx > 0, and such that all its moments · 

(1.2) ~'" -1• z"w(z)tk, .. k - 0, 1, 2, .•• , 

, exist. Then, moreover, tr<"> E (a, b)~ and "r<"> > O.lf w(z) is not of Constant sign, 
Gauss-Christoffel formulas still exist if certain HaDkel determinants in the moments 
are different from zero [21]. In this case, however, some of the abscissas fr<"> may 
fall outside the interval (a, b); in particular, they may become complex. We shall 
call f,<"> the Cl&ri8toJfel abscissas, and )..<•> the Christoffel weights a.ssociated with 
the weight function w(z). 

Gauss [7} originally considered the case w(:z;) a 1 on [ -1, 1). Other classical cases 
are associated with the names of Ja.cobi, Laguerre, and Hermite. In more recent 
times, the subject bas experienced a considerable resurgence, as is evidenced by the 
appearance of numerous numerical tables [15], [21], both relative to classical and 
nonclassical weight functions. The eJJlergence of powerful high-speed computers, 
undoubtedly, has been. a major force in this development. Curiously enough, the 
constructive (algorithmic) aspect of the subject, until very recently, has remained at 
the state of development in which it was left by Christoffel, and Stieltjes [20]. The 
generally recommended procedure still consists [1] in constructing the system (11"r} 
of orthogonal polynomials associated with the weight function w(z), and to obtain 
fr<"> as the zeros of 11"a, and "r<•>, in a number of possible ways, in terms of these 
orthogonal polynomials. An alternative procedure, suggested by Rutishauser [19], 
makes use of the quotient-difference algorithm, while Golub and Welsch [11) use 
Francis' QR-transformations to compute fr<•-> as eigenvalues of a Jacobi matrix 
and ~r<•>. as the first component of the corresponding eigenvectors. These methods, 
. as interesting as they are, appear to be computationally feasible, for large n, only 
if the o~hogonal polynomials 1rr, or the associated Stieltjes continued fraction, are 
explicitly known. Otherwise, they are subject to severe numerical instability, 

Received September 11, 1967. 
• Tbis work was pnformed in part at the Araorme National Laboratory, Araonne, Illinois, 

under the auspices of the U.S. Atomic Energy Commission. 
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making it virtually impossible to obtain meaningful answers, unless one resorts to 
multiple-precision work. 

TJ:ie reason for this is the ill-conditioned character of the problem which these 
methods attempt to solve. The problem, basically, is the purely algebraic one of 
deriving~.< .. >, '-•<"> from the first 2n moments of w(z), i.e. of solving the algebraic 
system of equations 

(1.3) (k = 0, 1,2, ... ,2n -1). 

It will be shown (Section 2) that for a finite interval (0, 1) the (asympiotic, relative) 
condition number rc, for this problem can be estimated from below by 

(1.4) ( 1) { "(l+~(n))l} "" > min P.o, - max (1 + ~/">> II < .. , A: <n> • 
J.lo l;ilr:ilo k-llkJOir ~r - ~A: 

Considering that the abscissas~.<">, for large n, tend to cluster near the endpoints 
of the interval (0, 1), many of the differences~;.<"> - ~~~<n> will be quite small in abso­
lute value~ Consequently, some of the products in (1.4), and thus the lower bound 
for IC .. , are likely to be very large when n is large. 

To give a more concrete idea of just how large rc, may become, we note [22, p. 
309] that for a wide class of weight functions the abscissas ~.< .. > ultimately (as n 
- co) assume an arc cos-distribution, i.e. 

(1.5) ~.(n) = i(l +cos e.c.a>)' 9/") - (2r- 1)r/2n. 

Replacing the ~.<n> in (1.4) by their approximate values in (1.5); one finds that 

(1.6·) > . ( 1 ) (17 + 6v'8)" > . ( 1 ) (33.97)" 
"" nun P.o, - 1 mm P.o, - 11 • 

P.o 64n P.o 64n 

Numerical values of the lower bound in (1.6), for P.o - 1 and a few selected values 
of n, are shown in Table 1. 

TABLE 1 
Lower bound for conditicm number IC,. 

n (33.97)./64n1 

5 2.8 X 104 

10 3.2 X 1011 

15 6.4 X 1011 
20 1.6 X 1011 

It is thus seen that in the presence of rounding errors the above-mentioned 
methods, if they rely on the moments, must be expected to sutter a loss of at least 
11 decimal digits, if n = 10, and a loss of 26 digits, when n == 20. This is well above 
the attrition level one is normally willing to accept! 

The lesson to be learned from this analysis is evident: the moments are not 
s~itable, as data, for constructing Gauss-Christoffel quadrature formulas of large 
<>rder n. Apart from the fact that they are not always easy to compute, small 
changes in the moments (due to rounding, for example) may result in very large 
(lhanges in the Christoffel numbers. 
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In Section 3 we propose a.n alternative procedure for generating Gauss-Christoffel 
formulas, wwch is based on a suitable discretization of the inner product (j, g) = 
f! f(x)g(x)w(x)ch, and thus bypasses the moments altogether. As the discretization 

· is made infinitely ~e, the process converges to the desired Christoffel numbers pro­
vided the singu]a.rities of w(x), if any, are located at the endpoints of the interval 
and are monotonic. Extensive tests have shown that the method is reasonably 
accurate, relatiyely "inexpensive," and. requiring only single-precision arithmetic. 
A computer algorithm (in ALGOL) is to appear in [10}. 

Cases may arise in which our method converges very slowly. While approximate 
Christoffel numbers are still obtained, it may be desirable to further improve 
their accuracy. This ca.n be done by applying Newton's method to a system of equa­
tions, equivalent to (1.3), using as initial approximations the approximate Christoffel 
numbers already obtained. An appropriate procedure for this will be described in 
Section 4. Unfortunately, this iterative refinement calls for the moments of the 
weight function, and therefore is of limited practical value, unless one is prepared 
to use higher-precision work in some preliminary parts of the computation. 

The ability to generate Gauss-Ch;ristoffel quadrature formulas, as needed, is of 
considerable practical interes~ not only for integrating singular functions, but also 
for the numerical solution of integral equations and boundary value probleJll8. We 
also remark that this new capability may well be useful in future systems of '(auto­
mated numerical analysis,'' such as the NAPSS system currently under development 
at Purdue University [18]. · 

In the appendix are collected a few general properties, more or less known, of 
orthogonal polynomials which are relevant to our discussion in Sections 3, 4. 

Extensions of our work seem possible to quadrature formula.S of maximum de­
gree of exactness, where some of the abscissas are prescribed, or the quadrature 
sum involves derivative values as well as function values. Such generalizations, 
however, will not be considered here. 

2. Condition of the Classical Approach. In this section we discuss the con­
dition of the problem of solving the system of algebraic equations {1.3). In particular 
we derive the estimates (1.4) and (1.6) for the asymptotic condition number, and 
compare them with the condition of inverting Hilbert matrices. 

It will be useful, first, to consider the condition of a mapping M, say, from one 
normed space X into another, Y: 

M: x-Y. 

Following Rice (17], we define the (relative) 8-condition number K(8) of Mat x0 E X 
by 

(2.1) «(8) ~,max IIM(xo +h)- Mxollj_8_. 
Br.U..a IIMxoll llxoll 

Thus, K(8) represents the maximum amount by which a (relative) perturbation in 
the space X, as given by 8/llxoll, is magnified under the mapping M. Since the 
perturbations to be considered are small (rounding errors!) it is natural to consider 
the (relative) asymptotic condition number" of Mat xo, as defined by 
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IC - lim 1C(8) 1 
'-+0 

where the existence ol the limit, of course, is assumed. 
· In solving the system of equations (1.3) 'we are dealing with the mapping M: 

X - Y of a 2ft-dimensional Euclidean space into itself, if we identify X with the 
"moment space," and Y with the space of Christoffel numbers. This mapping is 
one-to-one in the neighborhood of the exact solution of (1.3). We may write (1.3) 
in the compact form · 

(2.3) F(y) =X I 

where z2' == (l.lo, 111, • • ·, ,.._.), yr = (>.s, • • ·, >..., ~1, • • ·, ~ .. ), F2' = (Ft, F2, 
F2n), and 

(2.4) (k = 1,2, ···,2n). 

The (relative) asymptotic condition number " == "" for solving the nonlinear 
system. of equations (2.3) at zo is well known to be (cf. [17]) 

(2.5) 

where Yo is the solution of F(y) = zo, and F11(y) denotes the Jacobian matrhc of F. 
The matrix norm in (2.5) is assumed to be subordinate to the Vector norm chosen 
in X and Y. From (2.4) we obtain by a simple computation that 

(2.6) FII(Yo) =SA, 

where 

1 ... 1 0 0 

h ... ~ .. 1 1 

ft2 ... f .. • 2~1 2f .. 

(2.7) Z: = ~1..._1 .. • ~.2n-t (2n- 1)ft'-1 .. • (2n- 1)t .. 2n-2 

1 

1 

1 
A= 
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(For simplicity, we have written~. for~ .. <">, and>., for>.,<">.) Hence, by (2.5), 

(2.8) . ~II -1 111 
K, - IIYoll A r . 

We now choose our norms. We take as vector norm 11~11 - UlaX4r 1~.1, and corre­
spondingly as matrix norm IIAII = max... L• lt.~trl· We further assume the basic 
interval to be (0, 1), and to(~) ~ 0. Clearly, ll~oll ~ P.o. Since>.,. > 0, and ~-~X, == 
p.o, we have )., < p.o. Also, 0 < ~. < 1. Therefore, 

IIYoll ""' max:;(>.., f,) < max (1, P.o) • 
r 

Moreover, with the matrix norm as defined, 

IIA-12-111 ~min (1, 1/po)ll 2-111. 

It thus follows from (2.8), that 

"- > "'min (1, 1/eo) II r-111 , 
max (1, ~&o) 

or, equivalently, 

(2.9) 

Further discussion now hinges on obtaining a. lower bound for II 2-111, where :! is 
the matrix in (2.7), a. confluent Vand~onde matrix [8}. 

THEOB.EH 2.1. Let ~1, fs, · • ·, f,. be mutually distinct positive Aumbera, and 2 the 
matrU: defined m (2.7). Then. 

(2.10) u1 :! II :E:-111 -~ max (u1, Ut) , 

where 11·11 denotu the mazs"mum row aum norm, and 

(2.11) " (1+ft)l u, = max b,w n -~ (i == 1, 2), 
·=-~· i-1;&;,., f, - Q. 

b (l) b(l) I ~ 1 I I~ 1 I r = 1 + f,, r - 1 + 2f,. Ll ~ + 2 Ll -;-----;: • 
i-l;.lo,.,. ~r - g. · i-l;.lo,.r ~r - g. 

(2.12) 

Proof. It was shown in [8] that 

where A - (a,..), B - (b,.,) are (A X 21l)-ma.trices satisfying 

(2.13) E ja,l ::i! b,<•> ll ( 1 + Q. )', E lb.-1 = b,<u TT ( 1 + ~. )t 
_, ...... f, - Q. -1 t;l;. f, - Q. 

Letting 
... 

. 01 == max :E la,.t , 
l:l~ 4-1 

we have by (2.11) and (2.13), 01 :11 us, fj = u1. Now, either 01 :11 fj, or 01 > fl. In the 
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first case, IIZ-111 = {j = ttt, in the second case, Ut < llz-111 =a~ tl2. Henre, (2.10) 
holds in either case, and Theorem 2.1 is proved. 

We remark that in the case Ut ~ u, we have II z-111 = Ut. 

Applying Theorem 2.1 to (2.9), we obtain 

(2.14) K,. > min ·(~~oo, .1...) max {<1 + fr) II (: + ~· )'}, 
/lG l::rir:ln k ,& r r - It 

the result already stated in (1.4). 
Using the approximations (cf. (1.5)) 

~. = !(1 + x.) , Xr =COS 9, 1 9, = (2r - 1)r/2n , 

where x, are the zeros of the Chebyshev polynomial T,.(x), we may estimate 

(1 + ~.) II ( 1 + f1t )
2 * .!_ (a + x,) II ( 3 + x" )' 

(2.15) k,.r fr - f.t 2 kF-r Xr - Xk 

_ 1 [ T,.(3) ] 2 > .!_ [ T,.(3) ] 2 

- 2(3 + x,) T,.'(x,) 8 T,.'(x,) · 

We have 

7' '( ) ,. '( ) sin (nfl,) ( 1)r-l n ,. x, = ~.,. cos9, = n · 4 =. - -:-9 • 
Sill u r Slll r 

~ow the maximum in (2.14) is obviously larger than the respective expression 
evaluated for any fixed r = r0• Choosing ro = [n/2) + 1, we obtain in view of (2.15), 
(2.16) 

. .!_ . ( _1 ) [c..T,.(3)]' c. = 1 (n odd) , 
""> 8 mm ~~oo, ~~oo n ' c,. = cos (r/2n) (n even) .• 

Since cos (r/2n) ~ 1/ .,J 2 (n ~ 2), it follows that c. ~ 1/ .,J 2, and so 

K,. :> (1/16n2) min (~~oo1 1/~~oo)[T,.(3)]2 • 

As is well known, z,. = T,.(3) satisfies· 

ZR+l - 6z.. + Z~a-1 = 0 1 Zo = 1, Z1"" 3. 

Herwe, using standard results from the theory of linear difference equations, 

z,. = T,.(3) = !(tt" + t2•) I tl = 3 + .,; 8 I t2- a- ,;s. 
It follows that T,.(3) > itt", and we finally obtain 

(2.17) . >. . ( 1 ) (17 + 6'\1'8)" 
"• mm ~~oo, - 2 , 

11-o 64n 

the result already stated in (1.6). 
We note from (2.17) that "" grows at least at a rate essentially equal to 

exp [n In (17 + 6 ,; 8)) = exp (:U255 · · · n). Surprisingly, this coincides with 
the rate of growth of the (Turing) condition number for the nth order segment of 

• We use the symbol ::> to remind the reader that we are now dealing with au approrimate 
lower bound. 
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the Hilbert matrix, as estimated by Todd [23]. Computing Christoffel numbers on 
the interval {0, 1) from given moments is therefore about as ill-conditioned as the 
.inversion of Hilbert matrices! 

3. Computation of ChristoJiel Numbers by (>rthogonal PolJilomials of a Disuete 
Variable. We begin with the classical construction due to Christoffel. We introduce 
the inner product 

(3.1) (J, g) == /" f(x)g(x)w(z)dx, 
• 

and let {11'r}:.o denote the associated orthonormal polynomials (cf. Example 1 of 
the appendix), 

(3.2) degree (1r,) == r • 

Let f~<•> be the zeros of 1r,.(z) in (say) increasing order. Then f,<•> are precisely the 
Christoffel abscissas corresponding to the weight function w(z). The Christoffel 
weights can be found, e.g., from 

ca.a> >.,<"> = 1: 1 1 < > •• 
::o [11'~:(f," ) ]• 

Tbis representation is particularly suitable for computation since it involves the 
summation of positive terms. 

It seems appropriate, at this point, to distinguish two cases: 
(a) The polynomials {1r,} are known explicitly, i.e. either the coefficients of 

11'r(z), or the coefficients in the three-term recurrence relation [cf. (A.7)], * are 
known in closed form. We may refer to this as the clGBBical case, and call the corre­
sponding weight functions "classical." In this case the approach just outlined is 
entirely satisfactory for computational purposes. 

(b) The polynomials {1r,} are not explicitly known. We refer to this as the non­
clmBical 00881 and call the corresponding weight functions 11nonclassical.11 In this 
case it is necessary to progressively generate either the coefficients of 11'r(x), or the 
coefficients in the three-term recurrence relation for the 11',. This amounts to an 
ortbogona.lization pf the successive powers, and hence requires knowledge of the 
Jl.lOments of the given weight function. We are therefore in essence solving the ill­
conditioned problem discussed in Section 2, and must thus be prepared to encounter 
severe numerical instability. 

The following approach is specifi~lly designed to handle the case of nonclassical 
weight functions. 

Let 

Wt(N) > 0 1 N > n, 

denote a sequence of auxiliary quadrature formulas with positive weights, 

(3.4) 

• (A. 7) refers to formula (i) of the appendix. 
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We ass\une first (a, b) a finite interval, say (-1, 1) for definiteness. We define a 
new inner product, 

(3.5) 

tha.t is, more explicitly, 

(3.5') 

Since WA:<N> > 0 (we assume here tha.t w(xA:<N>) F= 0 fork = 1, 2, • · ·, N), the inner 
product (3.5') gives rise to a set {rr,Nllf-01 of orthonormal polynomials of a discrete 
variable (cf. Example 2 of the appendix), 

(3.6) . [rr,N'1 r,,N]N = 6,., r, B == 0, 1, 2, • • ·, N - 1. 

These polynomials may be generated as described in the appendix. The process re­
quires the computation of inner products of the form (3.6'), which in turn requires 
only a finite 8UIDID8.tion and the evaluation of w(z) at the points ZJ: <N> (no moments!). 

In analogy with the classical approach we now define ~~~~ to be the zeros of 
r,.,N(z) (known to be real), and let 

). ( .. ) 1 
r;N == 't""to-1 r· ("(") ) )' • "-'-0 11"J:,N ,_.,,N 

(3.7) 

The ~~':1, >.~71• suitably ordered, are taken to approximate f,C.•>, >.,.<,.>, respectively . 
. These approximations depend on the parameter N, and hopefully converge to the 
desired Christoftel numbers as N - ao. 

We may now ~phrase The<>rem 4 of the appendix, and its Corollary, as follows: 
TmiloRJIIM 3.1. Suppose that limN_ [J, g]N - (J, g), whenever f and g are poly­

nomials. Then 

(3.8) 

and 

lim 1rr,N(Z) - rr(Z) 1 
N-

(3.9) lim ~~~kr == ~/") 1 lim ).~~kr = 'A, (a) • 

N-o N-

Under the assumption of Theorem 3.1, our construction thus yields a convergent 
process. The stated a.ssUmption, in essence, requires tha.t the quadrature rule QN in 
(3.4) be convergent for integrands of the form t/>(z) = p(z)w(z), where p(z) is a 
polynomial, and w(z) is the given weight function. Since w(z) might be singular, 
we require, in other words, ccmvergen.ce of the quadrature rule in the presen.ce of singu­
laritiu. Fortunately, most of the common quadrature formulas do converge, even 
in the preSence of singularities, particularly if the singularities occur at the endpoints 
of the interval and are monotonic [5), [16]. 

From the computational point of view, convergence alone, while desirable, is 
far from sufficient. Practical considerations Jead us to impose the following addi­
tional requirements on the quadrature rules QN: 

(i) Convergence should be reasonably fast, even in the presence of singularities; 
(ii) The quadrature rule QN should be easy to generate for arbitrary, and 

especially large, values of N; 
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(iii) The interval [z1CN>, zs<N>, • • ·, ZN<N>] spanned by :z:,<N>, • • ·, ZN<N> should 
contain the desired Christoffel abscissas E1 <•>, • • ·, E. <•.>. 

The first requirement assures that the value of N, necessary for given accur~, 
is not excessively large. This is important, since the work involved in generating 
the discrete polynomials W'r.N is proportional toN. The second requirement pro­
vides flexibility of the process,. and also eliminates the need for storing a large 
number of high-order quadrature formulas in the computer memory. The third 
requirement is necessary because of the known fact that the zeros of .... ,N(Z) are 
alllo~ated in the interval [z,<N>, • • ·, ZNc.v>J. Since these zeros are supposed to ap­
proximate the abscissas fr<•>, these latter had better be contained in that interval! 

These, of course, are hard criteria to accommodate. In view of the tendency of 
the fr<•> to crowd near the endpoints of ( -1, 1), requirements (i) and (iii) suggest 
that we choose the abscissas :z:~o<N> to have the same property. This rules out the 
most common quadrature rules, such as trapezoidal, midpoint, and Simpson rules. 
The classical Gaussian quadrature formula, on the other hand, is in conflict with 
requirement (ii). A quadrature rule which comes close to satisfying all the require­
ments is the Newton-Cotes formula for the abscissas 

(3.10) Xt CN> - COS 8~o CN> , 8., <N> == (2k - l) ... /2N, 

the zeros of the Chebyshev polynomial TN(x). The corresponding weight factors 
w., ex> can be written down explicitly, as was already pointed out by Fejer [6]. In fact, 

(3.11) 

This takes care of the requirements (ii) and (iii), although it may be argued that 
(3.10), (3.11) require the evaluation of a large number of cosines. Actually, only one 
value of the cosine, viz. cos ('r/2N), is needed, since all the others, both in (3.10) and 
(3.11), can be generated by well-known recurrence formulas! For best accuracy, 
however, it is recommended that only the cosines in (3.11) be computed recursively, 
especially if N is very large (say, exceeding 200). 

As to requirement (i) ~ have recently shown (9] that the Fejer quadrature 
formula does indeed converge, not only. for continuous functions, but also for 
singular functions, provided the singularities occur at the endpoints and are mono­
tonic. The exact nature of the singularity is otherwise irrelevant. The rate of con­
vergence, of course, depends on the type of singularity, though-in a manner which 
is not well understood· ai the present time. Numerical experience indicates that 
convergence can be rather fast for some singularities (e.g. logarithmic singularities), 
but discouragingly slow for others (e.g. square-r~ot singularities). 

Another quadrature formula, which might be suitable, is the Gauu.Chebyshev 
formula 

/
1 ~(x) .:~_ • ..!.. ~ .w..( <N>) 

t 172 ru; == N J!..J "'! Xt , 
-1 (1- :r) C..l 

if it is rewritten in the form 

(3.12) 
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Here we have exact equality if .P(~) = PIN-t(~)(1 - ~-111, where PIN-t(~) is a poly­
nomial of degree 2N - 1. The formula (3.12) is therefore particularly suitable in 
cases where the weight function w(~) bas square-.-oot singularities at the endpoints 
± 1, which is one of the cases where the Fej~r formula converges very slowly. 

· It is interesting to pc>int out the close kinship between the Fej& formula (3.10), 
(3.11) and the Gauss.Chebyshev formula (3.12), noting that the rigbli-hand side in 
(3.11) is nothing else but the truncated Fourier expansion of (w/N) sin s~.<.v>, the 
weight factor in (3.12) I 

We may also remark, at this point, that in the process of generating the poly­
D.omials wr,N (T - 0, 1, • · ·, n), one needs to evaluate inner products[!, g]N only for 
polynomials/, g of degree ;:in. Using the Fej& quadrature formula, which is of 
interPolatory type, it thus follows from (3.1), (3.5) that for such f and g, [!, g]N = 
(J, g) whenever w(~) is a polynomial of degree m, and N > 2n + m. As a result, ouT 
proce# of CO'fl.ltructing Christoffel numbers, baaed Oft the Fejb formula (3.10), (3.11), 
ia mrct if w(~} ia a polynomial of degree m cmd N > 2n + m. The process, in this 
case, converges trivially. Similarly, OUT prOCUB of conatruccing Chmtoifel numbers, 
based on the Gauss-Chebyshev formula (3.12), is mrct if w(~) = (1 - ~)'-111 mid N 
>n. 

Our development so far assumed [ -1, 1] as the basic interval. This is no re­
striction of generality. In fact, the ease of an arbitrary finite interval [a, b] is readily 
reduced to the ease considered by a linear transformation of the independent vari­
able. In the case of a half-infinite interval, say (0, GO ),let .P(t) be any continuously 
differentiable monotonically increasing function mapping the interval ( -1, 1) onto 
(0, GO}. Then 

(J, g) = j• J(~)g(~)w(~)tk ... r f(+(t))g(.p(t))w(.P(t)).p'(t)dt' 
0 -1 . 

· and we can proceed as before if we define 

N 
[!, g]N == :E Wt(N) /(.P(~.(N)))g(.p(~.(N))) I 

k-1 

where now 
W~o<N) == 'W~o<N>w(fj){~t(N))).p'(~ .. (N)) , 

An analogous device applies for a doubly infinite interval (-GO, GO), in which case 
· .p(t) is to map ( -1, 1) onto (- ao, co). Simple transformation fw1ctions, which 
. proved satisfactory, are •(t) = (1 + t)/(1 - t) for (0, co), and •(t) = t/(1 - t') for 
(-CO I QO ), 

We conclude this section with a few comments on the computation of the 
zeros e,1. of 11'a,N{~). We assume that the coefticients Br, br+t in the recurrence 
relation (ef. (A.i*)) 

(3.13) 

'lrr+l.N(~) = ((z - ar)ll'r,N(Z) - b,.r,.....I.N(~))/br+l 

(r = 0, 1, · · ·, n - 1) , 

7r .... t,N(Z) = 0 1 

have already been obtained by the methods described in the appendix. We propose 
two different procedures to find the Christoffel abscissas, depending on whether ihe 

645



GAU8S-CHRISTOFFEL QUADRATURE FORMULAS 261 

f,c•> are desired for all k = 1, 2, · · ·, n, r = 1, 2, · · ·, k, or f,C•>, r = 1, 2, · · ·, n, 
are desired for only one, or a few seleeted values of n. 

In the first case we apply Newton's method to ~ch of the equations rt,N(:t:) 
.= O(k =:= 2, 3, • · ·, n), using (f~U + f,C~1')/2 as initial approximation for f,c•>. 
(Here, Eo ~n is equal to a, if a is finite, or a lower bound for f1 C•>, if a = - ao • Simi .. 
larly f•c~u is equal to b, if b is finite, or an upper bound for f .. C•>, if b = co,) The 
choice of the initial approximation is motivated by the interlacing property of the 
zeros of r,,N and is normally sufficiently accurate to assure rapid convergence of 
Newton's iteration. Occasionally, however, because of the highly oscillatory charac­
ter of the polynomials 'll'r,N, it may happen that some of the Newton iterates fall 
astray. For this reason it is recommended that each Newton approximation be 
checked upon whether or not it satisfies the interlacing property. If not, the ap­
propriate subinterval should be examined more carefully for possible zeros, and 
Newton's iteration repeated with a suitably revised initial approximation. 

In the second case, the zeros f,C•> may be computed in their natural order, using 
Newton's method in combination with successive deflation. Thus suppose ft = ft C•> 
is already obtained. We then oonstruct the deflated polynomial (we drop the 
second subscripts N for notational simplicity) 

(3.14) 'll'alll(x) == (71"a(x) - r.(ft))/(x - ft) 

and compute its smallest zero by Newton's method, using ft as initial approximation. 
Thereafter, we deflate again, and compute the smallest zero of the twice deflated 
polynomial. The process is repeated until all zeros are obtained. We note, that r .. Ill 

can be obtained· by a recurrence relation very similar to (3.13), namely · 

r~~~(z) = {•Aft) + (z- a,)71",u1(z) - b,r!.!!t(z))/b,.H 

(r== 1,2, ···,n-1),. 

7l"t111 (z) = 1ro/b1, 'll'o111 == 0. 

This follows readily from (3.13), and the definition (3.14), where n is to be replaced 
by r. (This technique of deflation, in the context of matrices~ was already described 
by Wilkinson {24, p. 468ff.]. He also analyzes its numerical stability.) Similarly, the· 
m-times deflated polynomial ... ,.l ... l(x) can be generated from 

... ~1s(z) = ( ... ,1- 11(c .. ) + (z.- a,) ... ,l•1(z)- b, ... ~s(z))/br+t 

(r = m, m + 1, · • ·, n- 1) ,. 
1•1 ( ) 1•-11/b .... z == .. _. • ' 

To avoid undesirable accumulation of error, it is recommended that each deflation 
(except the first) be preceded by a "refinement" of the respective zero using New­
ton's iteration applied to the original (undeftated) polynomial ... ,.(z). 

It should be noted tha.t the initial approximations to the zeros, if successive 
deflations are used, are not as accurate as those used in the first procedure (without 
deflation). 

4. Iterative Refinement of Christoffel Numbers. We assume now that we have. 
certain approximatio~ f,.0, >.,0 to the desired Christoffel numbers f,C">, ;\,(•>, which 
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are sufficiently accurate to attempt solving the basic system of algebraic equations 
by NeWton's method. The approximations V, 'A,0, for example, may have been ob­
tained by the procedure discussed in Section 3 • 

. Let {p,}~1 be a system of 2n linearly independent polynomials, and define the 
"modified moments" by 

(4.1) 

The basic system of equations (1.3} is obviously equiValent to 

" (4.2) I: x,<•>p,(~,<·>) - m, (k- 0, 1,2, ... ,2n -1). 
r-1 

We wish to choose the polynomials p, in such a way that the system (4.2), un• 
like (1.3), is well-conditioned. Idea.lly, this would be achieved if the Jacobian 
matrix J('At, • • ·, A.; Et, • • ·, E.) of (4.2) evaluated at the exact solution 'A,· ""' >.,<">, 
e, = e,<">, is orthogonal. We shall settle for the next best, which is orthogonality of 
J('A1°, ~ • ·, A.0; U, · • ·, U). Since 

[ 

pe(Et) po(E,.) AJPo' (Et) A.po' (E .. ) l 
(4.3) J('A,; E,) = P:(Et~ : ... Pt.(~ .. ). • 'A,:t'~Et). ···: ~Pt~(E.) , 

P~~t-t(f,) · · · P~~t-t(E,.) 'A~t(Et) • • • A.P'--tCE.) 

the required orthogonality means that the rows in the matrix ( 4.3) be mutually 
orthonormal. In terms of the inner product 

(4.4) 

this in turn implies that 

(4.5) {p,,p,} =ll,, r1 s==0,1, ···,2n-l. 

We are led to the discrete analogue of Grabner polynomials, considered in Example 
3 of the appendix. 

In choosing the polynomials p, as described, we not only ate achieving a well­
conditioned system of algebraic equations, {4.2), but also assure that the linear 
systems of equations which need to be solved in Newton's method are all well­
conditioned. This is so because the first of these is exactly orthogonal, while the 
remaining ones are nearly orthogonal. · 

Unfortunately, the modified moments ( 4.1) are not known in advance, and must 
be generated, along with the polynomials p,. As is shown in the first section of 
the appendix, we have for {p,) the recurrence relation 

Pr+t(x) = ((x- a,,,)p,(x) - a,,,_,p,_,(x) - • • · ....... a,,opo(z))/br+l 

(4.6) 
po(z) == { 1, 1 )-tit, 

(r = 0, 1, · · ·, 2n - 2) , 

where the coefficients a,. and br+t can be computed as described in the appendix. 
Let. us define, then, 
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(4.7) 

We have, in particular, 

(4.8) mo. == PoP~o , m.o == mr , 

where"" are the moments (1.2) of w(z). From (4.6) and (4.7) we obtain 

(4.9) m,.....J .• Jo - (mr,I•H - t a .. ,m .... )lbr+l. 
. -· 
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We ~Y eonsider m .... as entries at grid points of the triangular region r ~ 0, 
k s:; 0, r + k ~ 2n - 1 in the first quadrant of the (r, k)~plane. The entries along 
the vertical boundary of the triangle, by (4.8), are POI'IoJ which we -.s&UJne to be 
known. The relation (4.9) then permits to progressively Jill in the triangle, proceed­
ing from left to right. When eompleted, the entries alo$g the horizontal boundary 
will be found, which by (4.8) are precisely the modified moments m,.. 

Our process of iterative refinement thus eonsists of two parts. First, the genera­
tion of the orthono~ polynomials Pr and, along with this, the generation of the 
modified moments m,.. Seeond, the solution of the system of equations (4.2) by 
Newton's method. Since the whole process (starting, as it does, with the moments 
p.~o) is unstable, and the seeond part is stable, we eonclude that the first part must 
be unstable. In practice, therefore, unless n. is small, this part should be carried 
out with high precision. 

5. Ezamples. We select at random some of the possible applications of our pro­
cedure to numerical integration, and also point out lome of its lbnitations. The 
examples, of eoUl'Se, eould easily be multiplied. For additional numerical examples 
we refer to [10]. 

(a) In the theory of radiative equilibrium of sW1ar atmospheres one eneounters 
integrals of the form 

J(T) == ~ ~.- J(t)El(lt - f'l)dt I 

F(T) == 2 /• J(t)B,(t- T)dt- 2 j" J(t)Bs(T- t)dt, 
.. 0 

to evaluate mean intensities and fluxes. Here, f(t) is a known function, and B.(z) 
= J; e-"' r-dt, the exponential integral. After a suitable change of variables, one 
is thus faced with integrals of the form 

Since B.(z) has a logarithmic singularity at a: = 0, and an essential singularity at 
z - co, it is natural to treat E .. (z) and B .. ( T - z) as weight functions, and to apply 
the eorrespondiQ.g Gauss-Christotfel quadrature formulas [2, p. 65ft]. These may be 
eonstructed by our procedure of Section 3, both sin~ties being monotonic. A 
20-point formula for to(z) = E1(z), 0 < z < co, so obtained, may be found in [10]. 

(b) For the evaluation of Foqrier coefficients it may be useful to compute 
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1 f2r . ( \.: 
2r o /(z) 1 - :cr:erz 

by Gaussian quadrature treating the trigonometric factor as a weight function [25). 
(c) Fourier integrals, such as J: /(z) cos a.x dz, nia.y be treated by Gaussian 

quadrature, in a. manner described in (14]. This ca.lls for n-point Gauss-Christoffel 
formulas with weight function w(z) = (1 + cos z)/(1 + z)S..+- on (0, oo ), where 
s > 0 is a suitable number, depending on the behavior of f(x) at z = oo. 

We have here a. ease of a nonmonotonic singularity (at x = oo) and thus no 
theoretical justification for the process of Section 3. The process, accordingly, seems 

. to converge very slowly, if a.t all. To illustrate, we display below the minimum and 
maximum.relative errors in the abscissa.s fr<•) and weights ).,.<•) for the case 8 = 1, 
n = 5, and values of N as shown. · 

N min. err. f,.<&) max. err. f,.<&) min. err. ).,.<a) max. err. ).,.<51 

20 .00245 .07907. .00250 .30546 

40 .00354 .05818 .00372 .18464 

80 .00584 .18406 .00611 .39220 

160 .00025 .01658 .00021 .04318 

320 .00132 .04617 .00132 .09630 

(d) In an attempt. to integrate numerically the remainder term in the· Euler­
Maclaurin sum formula [25), one might use Ga.uss-Christotfel formulas with weight 
function w(z) = 1/z - [1/z] on (0, 1). This function has an infinite number of dis-
· continuities, accUm.ulating at x = 0, and is all but monotonic there. Not surpris­
ingly, our procedure of Section 3 does not seem to converge, not even for n a.s small 
as 5, 8.s may be seen from the following results • 

N f\~~ 

100 .04756 

200 .04392 

400 .04308 

800 .04510 

..CI) 
CI,N 

.47518 

.47103 

.47499 

.47361 

APPENDIX. ORTHOGONAL POLYNOMIALS 

•(6) 
fs,N 

.89997 

.89932 

.89983 

.89968 

We collect here, for easy reference, some elementary properties, computational 
aspeets, and examples of orthogonal polynomials which are useful in the context 
of Sections 3 and 4. 

Consider a (real) linear function space 8 containing the powers z", 
r - 0, 1, 2, • • ·, N, where N may be finite or infinite. Designate by ( , ) an inner 
product in B. The set of orthogonal polynomials, relative to this inner product, will 
be denoted by (p,.)~o. Thus, 

(1) (p,., p.) == 0 for r '9' 8 , degree (Pr) = r • 
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These polynomials are uniquely determined if we require that each p, has leading 
coefficient one. The orthonormal polynomials will be denoted by p,*. We have 

(2) p,*(z) == c,p,(z) , c, = (p.., p,)-111. 

1. Recurrence relations. 
. THEoREM 1. The orthogonal polynomials in (1), having leading coejicients one, 

BatUjy the recurrence relation 

(3) Pr+J(Z) = (z - a,,,)p,(z) - ar,r-1Pf'-t(Z) - . ; • - 4r,oPo(z) 

(r == 0, 1, 2, • · ·, N - 1) , 

tohere 

(4) a,,, = (zp.., p,)f(p,, p,) (8 -= 0, 1, 2, • • ·, r) ~ 

Proof. It is clear that the polynomials defined by (3), and po(z) = 1, have 
leading coefficients one and correct degrees. A simple computation shows that 
orthogonality of Po, p,, • · ·, p, implies orthogonality of po, p,., • • ·, Pr+t· Since 
Po and Pt are orthogonal, Theorem 1 follows by induction . 

. A recurrence relation for the orthonormal polynomials p,* could. be obtained in 
the obvious manner by substituting (2) into (3). Computationally, it is slightly 
more convenient to i11troduce · 

(5) p,(z) = c,_,p,(z) = Cr-J.Pr*(z)/c, 1 

and to transform (3), (4) into 

(3*) Pr+t(Z) = (z - a: .• )p.*(z) - a: ..... tP~t(z) - · · • - a:,opo*(z) , 
. . t/t 

P~t(z) = p,....,(z)/(j),....lt Pr+t) , 

where 

a: .• == (zp,*, p,*) (a= 0, 1, · • ·, r). 

THEOREM 2. If the inner product BtJti8jieB 

(6) (zf, g) = (f, zg) , 

tAm (3) iB.a three-term rememmce relation, i.e; 

(7) Pr+t(Z) =- (z - a,)p,(z) - brPr-t(z) (r = 0, 1, • • ·, N - 1) , 

(r = 0, 1, • · ·, N ...... 1) , 

(9) b, == (zp,, Pr-t)/(pr-11 Pr-1) == (p,, p,)/(pr-11 Pr-1) {r = 1, 2, • • • 1 N - 1) • 

(We adopt the~. in (7), that P-t(z) iii 0.) 
Proof. By (6) we have (zp,, p,) = (p,, zp,) = 0 if 8 < r - 1, since zp, is a 

polynomial of degree ~r -,1, and p, is orthogonal to every polynomial of degree 
<r. Consequently, by (4), 6., = 0 if 8 < r - 1, and Theorem 2 is a corollary of 
Theorem 1. The second expression forb, is obtained by noting that (zp,, Pr-t) = 
(p,, :I:Pr-t) = (p,, p,), since Xl'r-1 differs from p, by a polynomial of degree <r. 
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We may interpret Pr(x) of TheOrem 2 as the characteristic polynomial 
det (xi r - J r) of the symmetric tridiagonal matrix 

ao Vbt 

Jr == 

Vbr-t a,._1 

Since, by the second relation in (9), br > O, we have that J r is a. Jacobi matrix. 
Cont~equently, as is well kD.own, the polynomials {Pr(x)}!;1 have the St1irm se­
quence property (cf. [24, p. 300]). In particular, the zeros of Pr sepa.ra.te those of 
Pr+t· 

Using {5), we obta.in for the orthonorma.l polynomials p,* of Theorem 2 the 
recursion 

(7*) Pr+t(X) = (x- ar*)p,*(x) - br*P~t(X), 

where 

a,• - (xpr*, Pr*) ' br* - {Pr, p,)tll. 

This form of the recurrence rela.tion is particularly convenient for computation 
[4, p. 234]. 

Notiiig that a,.* == ar, b,* == ..J b,., the Gershgorin circle theorem applied to 
the Jacobi matrix J,. permits one to find upper and lower bounds for the zeros of 
p,.(x) in terms of the coefficients a,• and b,*. 

2. Examples. 
Example 1. Let S = C[ -1, 1], the class of continuous functions on [ -1, 1] 

(hence N = co), and let the inner product be defined by 

(10) (f, g) == / 1 f(x)g(x)w(x)dx. 
. -1 

Here, w(z) is a weight function aSsumed to be positive for -1 < :r: < 1, ·and such 
that all its moments f~t z'w(:r:)d:c, r == 0, 1, 2, ···,exist. The inner product (10) 
clearly satisfies (6). 

The recursion (7) can be used, in principle, to generate the orthogonal poly­
nomials p,(:r:) successively for r = I, 2, 3, · • •, starting with P-t(:r:) a! O, Po(x) - 1. 
In pra.ctice, this requires the eomputa.tion of the inner products in (8), (9), which 
in view of (10) may be problematic, especially if w(:r:) is a singular function not of · 
the standard type w(z) == (i - :r:)•(l + :r:)•, a > -1, {3 > -1. In the latter 
case, p, are the Jacobi polynomials, and the eoefticients a,, b, in (7) are known 
explicitly [22]. · 

Example 2. Let N == n - 1 be a fixed positive integer, and S the set of poly­
nomials of degree ~N. Define 
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" (11) (J, g) = L w,l(x,)g(x,) , 
. ,._1 

where w,, x, are fixed real numbers with w, > 0, x,. ¢ x. for r ¢ s. W ~ note that 
8 is an inner product space, since (j, f) = 0 implies l(x,) = 0 (r = 1, 2, • • ·, n), 
which in tum implies I • 0, I being a polynomial of degree <n. 

In contrast to EXample 1, we now have .a finite set of orthogonal polynomials 
depending on a parameter, n. To different values of n correspond different sets of 
orthogonal polynomials. As (6) is satisfied, these polynoQlials again obey the re­
lations in (7)-{9). The succelilSive computation of the coefficients a,, b, is now 
straightforward, since the inner product (11) requires only the evaluation of a 
finite sum. 

Example 3. Let N = 2n - 1 be fixed, and 8 the set of polynomials of degree 
~N. Define 

" (12) (J, g) == L [u,l(x,)g(x,) + v,f'(x,)g'(x,)J, 
-1 

where u,, v.., Xr are fixed real numbers, with u,. > 0, v, > 0. As in Example 2 one 
shows that 8 is an inner-product space. Unlike the previous example, however, 
the inner product now fails to satisfy (6). As a result, the associated orthogonal 
polynomials p, obey the ''long'' recurrence relation (3). The coefficients a,,. ap­
pearing in this relation are different from zero, in general, although in special 
circumstances some of them may vanish (cf. Theorem 3 below). 

While it is true that the recurrence relation is now more complicated, it can 
still be used, as in Example 2, to successively build up the coefficients a •.•. The 
inner products required in ( 4) are readily computed by the finite summation in · 
(12)1 using for the derivatives the recursion 

(13) P~+J(x) = p,(x) + (:e- a,,,)p/(:e) - a,,,_JP~-~(x) - • • • - a,,JP1'(x). 

We remark that the continuous analogues of the polynomials considered in 
Example 3 were recently studied by Grobner [12]. 

3. Symmetry Properties. If w(x) is an .even function on (-a, a), where 0 < a 
~ oc, then the associated orthogonal polynomials satisfy 

p,(x) - ( -l)•p,( -:.r:) • 

In particuJa.r, the zeros of p, are located symmetrically with respect to the origin, 
and x = 0 is a zero of p, if r is odd. 

This property may be used to essentially cut in half the amount of work re­
quired to construct the Christoffel numbers for an even weight function. Indeed, 
the polynomials p,.,.(x) == p,.( .Y :.r:) form a set of orthogonal polynomials relative 
to the inner product 

(J, g). ""' J•' l(:x:)g(x) w~ yx> d:e. 
· o v:.r: 

It follows that the Christoffel numbers ~~~. ~~~~of p,.,. are related to thoee of P:e.. by 

~~~! == [~~:e..>] 2 , ).~~~ == 2)., <:e.> (r == 1, 2, · • ·, n) , 

where f~> are the posit;ive zeros of pa.. and ~~> the corresponding weight factors. 
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Similarly, the polynomials p,.,o(x) = (1/-./ z)PJ-+t(-./ x) are orthogonal with re­
spect to the inner product 

(J, g)o = r· f(x)g(x)vxw( vx)dx, 
0 

and their zeros and weight factors are given by 

(r = 1,2, ·· ·,n). 

Here again ~,<tn+1> denotes the positive zeros of P2a+1 and ~.(!ft+l) the corresponding 
weight. factors. Moreover, 

f. . 
· w(x)dx - :E >.~~t/&~t = >.o<tii+O 

-o· .... 1 

is. tbe weight factor corresponding to the zero Eo(Ja+U == 0 of Pt~~+t· 
The inner product (i2) may be called equilibrated if 

Zn+l-r = X1 + X. - Xr 

(14) (r = 1,2, ···,n). 
u,.+l-r == u,, llw+l-r = V, 

THEoREM 3. 1/ the inner product (12) iB equilibrated, in the eenae of (14), then the 
aasociated orthogonol polynomials p, BGtUJfy 

(15) p,(~s + x,.- x) = (-1)•p,(x). 

M ore011er, every other coefficient in the recuraitm (3) ia r.ero, i.e. 

(16) ' ar,r-2• = 0 (8- 1,2,3, .. ··). 

The proof of Theorem 3 is elementary, and is omitted here. 

4. Discrete vs. Continuous OrthoiOJW Polynomia1s. The orthogonal poly­
nomials of Example 2 may be considered discrete analogues of those in Example 1. 
It is reasonable to expect that the former approach the latter, as n ...... GO, if the 
inner product in (11) converges to the inner product in (10). 

THEOREM 4, Let(/, g) denote the inner product in (10), and let 

(17) 

where w,<"> ere poaitive numbers and :c,<•>, for each n, ere n distinct numbers in 
[ -1, 1]. Let {p,} ~ denote the set of orthogfHUil pol1J1lamiala tJIJ80Ciated UJith ( 10), and 
{p,,..}:=l the set of orthogfHUil polynomials tJ880CitJted with (17). Suppose that 

(18) lim [/,g) .. = (J, g) ' 

whenever f and g are polynomials. Then for each r - O, 1 , 2, • · • we have the limit . 
relotitm 

(19) lim p,,,.(x) = p,(x) 

for any fixed x, and thUB uniformly /or x in any finite interval. 
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Proof. We begin with the observation that 

" lrJ, g],.l ~ L w/"> max 1/(z)l · max lg(z)l 
.... , -l:iz:il -l:iz:il . 

for any continuous functions/, g, and therefore 

·.(20) lrJ, ul..J :a IIIII lJgll£1, 11 •• 
The polynomials p,, by Theorem 2, satisfy (7}-(9), while the polynomials p, .. , 

by the same theorem, satisfy 

(21) 

with 

(22) a C.zp .... , p,,,.J,. 
··==c 1• • Pr,a, Pr,•J• 

b [.zp,,., Pr-1,,.),. 
.... - [p 1 • r-t, .. , Pr-s ... ,. 

Suppose now that (19) is true for r • Band r == a - 1. We want to show that 
(19) holds for r == s + 1. For this it suffices to show that 

(23}. a,,.-+ a, , b,,.-+ b, .(n-+ GO) , 

since by (21), this implies Pa+t,.(x) -+ (x - a,)p.(x) - b,p-t(z) - Po+l(s). 
We have 

(24) 
(p., .. , p,,,.),. = [p. + (p .... - p.), p. + (p ••• . - p.)}. 

- [p,, p,]. + 2[p,, p .... - p,]. + [p., .. - p,, p ••• - p.] ... 

The first term on the right, by (18), has the limit (p,, p,) 8.$ n ~ GO. To the second 
term we apply (20}, with the result that 

j[p,, p,,,. - p.],.J ~ Jjp.jJjJp,,. - P•ll (1; 1] •• 

Since [1, 1]. -+ (1, 1), and p,,,. -+ p. (by s.ssumption), we see that the bound on 
the right tends to zero as n -+ GO. By the same reasoning, one shows that the last 
term in (24) also tendS to zero. Consequently, 

lim [p .... , , •.• ] .. - (p,, p,) • -
In the same manner, analogous limit relations can be established for all the 

other inner produCts appearing in (22), thus proving (23). 
Since, trivially, po,a -+ Po, P-1.- -+ P-11 the assertion (19) now follows by in­

duction. 
Theorem 4 ma.y also be obtained from a general theorem of B. R. Kripke [13] 

on best approximation with respect to nearby norms, if one observes that z' -
p,,,.(x) and z' - p,;(z) are the best approximations to z•, from polynomials of 
degree r - 1, in the norms of (17) and (10), tespectively. The author is indebted 
to Professor J. R. Rice for this remark. 

CoROLLARY. Let the zeros of p,(z), in t"ncreasing order, be denoted by 
zt<•> z.<•> • • • z,<•> and the lla'OB o1 p,,..(x) in the Batne order by x<•> x<•> • • • z<•> J • J J 1 'J J . J . l,a' 2,aJ ' r,w• 
Under the aaaumptiona of Theorem 4, tOe have 

(8 - 1, 2, .. · 1 r; t < r). 
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Proof. The first relation in (25) follows from the continuity of the zeros of an 
algebraic equation. The second relation follows from · 

p,,,.(z~:!) - p,(z,c~>) ... [p,,,.(z~:!) - p,(z~:!)J + [p,(z~:!) ~ p,(z,<~>)] 
by observing that lp 1,,.(z~:!) - p1(:~:~1>1 :! max_~~1 IPe •• (z) - p,(z)l - 0 
(n- co) , and p,(z~:!) - pc(z, Cr>) (n- co) • 
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On the Construction of Gaussian Quadrature 
Rules from Modified Moments* 

By Walter Gautschi 

Abstract. Given a weight function w(x) on (ot, {J), and a system of polynomials {pk(x)}t=<l> 
with degree Pk(x) = k, we consider the problem of constructing Gaussian quadrature rules 
JU(x)w(x)dx = L~= 1 i.;" 1 f(~;" 1 ) from "modified moments" vk = .f~pk(x)w(x)dx. Classical 
procedures take Pk(x) = xk, but suffer from progressive ill-conditioning as n increases. A 
more recent procedure, due to Sack and Donovan, takes for {pk(x)} a system of (classical) 
orthogonal polynomials. The problem is then remarkably well-conditioned, at least for 
finite intervals [ ot, P]. In support of this observation, we obtain upper bounds for the respec­
tive asymptotic condition number. In special cases, these bounds grow like a fixed power of 
n. We also derive an algorithm for solving the problem considered, which generalizes one 
due to Golub and Welsch. Finally, some numerical examples are presented. 

I. Introduction. Let w(x) be a weight function on the (finite or infinite) interval 
(a, {J), i.e., measurable and nonnegative on (a, {J), with all moments 

(1.1) Jl.k = r xkw(x) dx, k = 0, 1, 2, ... ' 

finite and Jl.o > 0. Given a set {pk(x)}k"=o of polynomials, with degree Pk = k, we 
call 

( 1.2) vk = r Pk(x)w(x) dx, k = 0, 1, 2, ... 

the mod!fied moments of w. Clearly, vk = Jl.k, if Pk(x) = xk. 
A Gaussian quadrature rule associated with the weight function w is a functional 

n 

(1.3) Gnf = L A~n) J(~~n)), 
r= I 

which has the property that 

(1.4) Gnf = r f(x)w(x) dx, all f E p2n-l' 

where P ln-I is the class of polynomials of degree ~ 2n - l. As is well known, Gn 

exists uniquely for each n = 1, 2, 3, .... In fact, the abscissas ~~n) are the zeros of 1tn(x), 
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ture rules, numerical condition, orthogonal polynomials. 
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(1.5) r = 1, 2, ... , n, 

where {nk(x)}k'=o is the system of orthonormal polynomials belonging to the weight 
function w, 

(1.6) degree nk = k, 
(P = 0 
J" n,(x)n.(x)w(x) dx = (),. = 

r i= s, 

r = s. 

The weights A.~">, too, can be expressed in terms of these polynomials, e.g., by 

(1.7) ,t~n) = Ct~ [ 7tk(~~n)w r 1. r = 1. 2 ..... n. 

showing that ,t~n) > 0. 
The problem we want to consider is the computation of the functional Gn (i.e., the 

computation of the abscissas ~~n> and weights A.~">), given the modified moments vk. 

In view of(1.5), (1.7), the problem may be considered as solved, once the orthonormal 
polynomials { nd have been obtained accurately. 

We note, incidentally, that these polynomials are also useful for the construction 
of rules 

n 

Gnf = 1~> /(~) + L 1~"> /(e~">), 
r=2 

where~ is an arbitrary real number with 1tn_ 1 (~) i= 0, and 

(1.4)- Gnf = r f(x)w(x) dx, all f E P2n-2· 

The abscissas e~">, r ~ 2, are then in fact the zeros (other than~) of 

while the weights 1~">, r = 1, 2, ... , n, are still given by the expression on the right 
of ( 1. 7), if ~~n> is replaced by e~n> and e\"> = ~ [2, Sections 1.3-4]. 

The problem stated, in the special case Pk(x) = xk, is classical, and a number of 
methods are known for its solution. However, the problem becomes increasingly ill­
conditioned as n increases, as we have shown in [6]. In order to obtain high-order 
Gaussian quadrature rules in this manner, it is therefore necessary to resort to 
multiple-precision computations. Alternatively, more elaborate procedures may be 

used, such as the one in [ 6], which do not rely on the moments Ilk. 

The general problem was considered recently by Sack and Donovan [12], in the 

case of polynomials {Pk} satisfying a recurrence relation 

(1.8) xp1(x) = a1p1+ 1(x) + bJP1(x) + c1p1_1(x), j = 0, 1, 2, ... ; P- 1(x) = 0, 

with known coefficients a1 i= 0, b1, c1. If {Pk} are themselves orthogonal polynomials 
(e.g., Legendre polynomials, or Chebyshev polynomials of the first and second kind), 
and (ex, p) is a finite interval, the results reported in [12] suggest that the problem is 
now remarkably well-conditioned. This new approach is therefore a useful alternative 
to the procedures mentioned above, in cases where the modified moments are accu­
rately computable. 
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It seems worthwhile, therefore, to investigate the condition of the general problem 
in the case of polynomials {pd which are orthogonal with respect to some other 
weight function w(x) on the interval (a, b) [not necessarily equal to (oc, fJ)], 

(1.9) degree Pk = k, f p,(x)p,(x)w(x) dx = 0 (r =I= s). 

Such polynomials always satisfy a recurrence relation of the form (1.8). In Section 2 
we obtain upper bounds for the condition number of this problem, relative to both 
finite and infinite intervals (a, b). Asymptotic estimates of the condition number are 
given in Section 3 for certain classical weight functions on the interval [ -1, 1]. 
Rather strikingly, these estimates grow only like a fixed power of n. The condition 
is less favorable, in general, if the interval (oc, /J) is infinite. In Section 4 we then derive 
an algorithm for solving the problem under study. The algorithm reduces to one 
given by Golub and Welsch [8} for the case p"(x) = xk and is similar (although not 
identical) to the algorithm of Sack and Donovan [12]. Some numerical examples are 
presented in Section 5. In particular, we obtain Gaussian quadrature rules G" for 
n = 1(1)8, 16, 32, relative to the weight functions 

I ( cos ) w(x) = 2 I + sin mnx , m = 1(1)12, 

on [ -1, 1]. Tables of the respective Gaussian abscissas and weights may be found on 
the microfiche card attached to this issue. 

2. Condition of the Problem. In studying the condition of our problem, it is con­
venient to consider normalized modified moments as defined by 

(2.1) vk = hi: 112 r Pk(x)w(x) dx, k = 0, I, 2, ... , 

where 

(2.2) hk = f pf(x)w(x) dx. 

The normalized moments vk are invariant under different normalizations of the 
orthogonal polynomials {pk}· 

The problem stated in Section 1 is then equivalent to solving the system of 2n 
(nonlinear) algebraic equations 

n 

(2.3) hk- 112 I A.,pk<e,) = vk, k = 0, 1, 2, ... , 2n - 1, 
r= I 

for the unknowns A., e,. We can write these equations in vector form, 

(2.4) F(y) = v, 

by letting YT = [A.I, ... , A.n, el .... , ~n], VT = [vo, VI, ... , v2n-l], FT = 
[F0 , F 1 , ••• , F 2n_ 1], and 

(2.5) 
n 

Fk(y) = hk-112 " 1 p (r) L A, k <,,, 
r= I 

k = 0, 1, ... , 2n - l. 
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In conformity with (1.3), we denote the solution of (2.4) by 

( ') 6) T _ [ 1 (n) '(n) ~(n) ~(•)] 

-· Yo - ll.t • ···'An ' (, 1 • • • • • "• • 

Given a vector norm II · II, and an associated matrix norm, we may define, as in 

[ 6], a (relative) asymptotic condition number Kn for the problem (2.4), viz. 

(2.7) II iill II -Ill 
Kn = IIYoll [Fy(Yo)] ' 

where Fy(y) denotes the Jacobian matrix of F(y). An elementary computation shows 

that . 

(2.8) 

where 

(2.9) H = diag(h0 112, h~ 112 , ... , hi.!_!;), 

are diagonal matrices, and 

A = diag(l, ... , 1, A. 1 , ... , A..) 

:=: = Pt(¢tl ... Pt(¢.) P't(¢tl ... P't(¢.) l Po(¢tl ... Po(¢.) P~(¢t) ... P~(¢.) 

(
2
.l0) P2n-1(¢1) ... P2n-1(¢.) Pln-1(~1) ... Pln-1(~.) 

(For simplicity, we have written ~' for ~~·), and A., for A.:.") in (2.9), (2.10).) Therefore, 

(2.11) 

For the following, it turns out to be convenient to work with the L 1-norm 

2n-1 

(2.12) IIYIIt = L IYkl• 
k=O 

THEOREM 2.1. Let [a, b] be a finite interval. With { l .. (x) }~ = 1 denotiny the Lagrange 

interpolation polynomials associated with the abscissas g~•)}~= 1 , 

(2.13) 

let 

(2.14) 

(2.15) 

Let, furthermore, 

(2.16) 

(2.17) 

n.(x) 

n~( ~<;'))(x - ~<;')) ' 

L. = r J
1 
l~(x)w(x) dx, 

u. = max ll~(¢~•))1. 
l~.l.~n 

A.= max{J~~n)- xi :a~ x ~ b,A. = l,2, ... ,n}. 
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Then, using the L 1-norm (2.12) in (2.7), we hare 

(2.18) 

where 

K~1 ' = max(1, 1/min A.~"')[1 + (2a" + 1) An]/(Jlo + ,t1 le~"'l), 
K~2 ' = max (M1,ih!12 ), 

o~,.~2n-1 

249 

Remarks. l. The quantity K~1 ' depends only on the weight function w(x), the quan­
tity K~2 ' only on w(x), while K~3 ' depends on both w(x) and w(x). 

2. Normally, [ex, P] = [a, b ], in which case An ~ b - a. 
Proof of Theorem 2.1. The key issue in the proof is a bound on the norm of S- 1 H- 1• 

We first determine s- 1 explicitly. 
Let 

(2.20) 

(2.21) 

P;,(x) = li(x)[1 - 2/~(~~nl)(x - ~~"')], 

Q;,(x) = li(x)(x - ~<;'') 

denote the fundamental Hermite interpolation polynomials belonging to the abscissas 
f ~~"'}. Let 

2n-1 2n-1 
(2.22) P;,(x) = L a;,,.p,.(x), Q;,(x) = L b;,,p,.(x). 

,.=o !J=O 

Then, as in [ 4], one shows that 

(2.23) =- 1 _[A] 
- - B ' 

By the orthogonality of {pk(x)}, one obtains from (2.22) 

1 fb 
a;,,. = h P;,(x)p,.(x)w(x) dx, 

I' a 

or, in view of(2.20), (2.21), 

(2.24) 

where 

(2.25) 

and 

(2.26) ex;,, = f l~(x)p,(x)w(x) dx, 

We are now in a position to bound the norm ofE- 1H- 1 • From (2.26), we have 
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(2.27) ).t IIX;,Jll ~ ).t1 r l~(x)IPJl(x)lw(x) dx ~ MIlL", 

(2.28) ).t IPAJll ~ ).t1 f l~(x)jpp(x)llx - e~1jw(x) dx ~ Mil AnLn. 

Therefore, by (2.24), 

n M 
;,~1 ja;,Jlj ~ h: (1 + 2 Anun)Ln, 

n M 
L jb;,Jlj ~ -h Jl AnLn. 

).=1 Jl 

Consequently, 

(2.29) IIS- 1H- 1111 ~ [1 + (2un + 1)An]Ln max M,Jh!12• 

O:i!~t:!2n-1 

The theorem now follows from (2.11) and (2.29), by observing that 

n n 

(2.30) IIYoll1 = L (..1.~"1 + le~"1 1) = Jl.o + L le~"1 1. 
r= 1 r= 1 

and 

(2.31) 

The following theorem is not restricted to finite intervals [a, b]. 

THEOREM 2.2. Let (a, b) be a finite or infinite interval. In addition to the notations of 

Theorem 2.1, let 

Ln, 1 = f.b [I l~(x)J2 w(x) dx, 
a ).= 1 

(2.32) 
Ln,2 = r Lt1 l~(x)lx - e~~~r w(x) dx. 

Then, using the L 1-norm (2.12) in (2.7), we have 

(2.33) 

where 

(2.34) 
k( 11 = max(l, 1/min ..1.~"1) 

n Jl.o + L:=1 ler)l ' 

(2.35) k(2l = (L112 + (1 + 2u )L112 )IIvll . 
II II, 1 II 11,2 1 

Proof The proof is virtually the same as that for Theorem 2.1, except that the sums 

in (2.27), (2.28) are estimated differently, using Schwarz's inequality: 
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~ {f Ltl lx(x)lx - ~~·IJ w(x) dx f p;(x)w(x) dxr
12 

= h~ 12L~!i-
Hence, as previously, 

112- 1 H- 1 II 1 ~ L~!r + (1 + 2a")L~!l. 
and The01em 2.2 follows from (2.11), (2.30), and (2.31). 
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For infinite intervals (rx, /3) the bounds in (2.18) and (2.33) are likely to be very large, 
even for only moderately large n, on account of the smallness of min A.~"•. Severe ill­
conditioning, in such cases, is therefore a potential hazard. Example (iii) of Section 5 
illustrates this point. 

3. Asymptotic Estimates of Condition Number. We illustrate Theorem 2.1 of the 
previous section by considering some special (classical) weight functions. We use the 
notation 

to express the fact that lan/bnl remains between positive bounds not depending on n, 
as n -+ oo. 

THEOREM 3.1. Let [a, b] =[ex, /3] = [ -1, 1). 
(a) ~f w(x) = (1 - x2)~. -i ~ rx ~ 0, then K~0 ~ 1(~0• where 1(~0 ~ n2d 3 as 

n -+ oo. 
(b) ~f w(x) = (1 - xt(l + x)1l, rx > -1, f3 > -1, then, as n -+ oo, K~2 • ~ 

nq+ 112 !f q ~ -i. and K~2 • ~ 1 !f q < -i. where q = max(cx, /3). 
(c) ~f w(x) = w(x), then K~3 • = JlfP. 
(d) ~f w(x) = (1 - x2 )~. -1 < rx ~ 0, and w(x) = (l - x 2)fl, f3 ~ -i. then 

K~3 • ~ 1(~3 •, where,as n-+ oo, 1(~3 • ~ nfl+ 312 ({rx # 0, and 1(~3 • ~ nfl+?/2 ({rx = 0.** 

Proof. (a) The polynomials nk(x), in this case, are the ultraspherical polynomials 
f1~.~•(x), properly normalized. We assume the zeros e, = e~n) of p<:.~•(x) numbered in 
decreasing order, 

(3.1) 

They are symmetrically distributed with respect to the origin, i.e., e, = -en+ I -r· 
It is known [14, p. 121] that for I rx I ~ t, 

(3.2) cos (r n : 1) ~ e, ~cos (r _ D ~. r = 1. 2 ..... [n/2]. 

From this one obtains by an elementary computation 

1t n 1 
cot - 1 $; L lc,l $; . · 

2(n + l) - r=! - - sm(n/2n) 

It follows that :L:~ 1 1~,1 ~ n, and therefore 

**The result in the case ex = 0 could be sharpened to read iC~31 ~ n'+ 512 ln 2n. See footnote***. 
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n 

(3.3) Jl.o + L le,l ~ n as n--+ oo. 
r= 1 

For the corresponding Christoffel numbers A.~"> we have [14, p. 350] min A.~"> = 

A.\">, whenever a: ~ -t. (Note that for a: = -t all A.~"> are equal to njn.) Moreover 
[14, p. 350], A.\"> ~ n- 2"- 2• Therefore, 

(3.4) max(1, 1/min A.~">) ~ n2"+ 2 as n --+ oo. 

In order to estimate a,. in (2.15), we recall (see, e.g., [11, p. 63]) that for a: ~ 0, 

(3.5) vA(x) > I a: I on -1 ~ x ~ 1, 

where 

ViX) = 1 - 2f~(eA)(X - eA). 

We distinguish two cases, depending on whether l~(eA) ~ 0 or /~(eA) < 0. In the 

first case we let x = 1 in (3.5), and obtain 

Using (3.1) and (3.2), we get 

lr I 1 - I a: I < 1 - I a: I = 1 - I a: I 
A(eA) < 2(1 - e1) = 2(1 - COS(1t/2n)) 4 Sin2{1t/4n). 

In the second case we let x = - 1 in (3.5) and obtain by a similar reasoning 

lr <e >I 1 - I a: I < 1 - I a: I < 1 - I a: I 
A A < 2(1 + eA) = 2(1 + e,.) = 4 Sin2(1t/4n) . 

Thus, in either case, 

11, <e >I t - I a: I 
;. ;. < 4 sin2(n/4n) ' 

and it follows that 

(3.6) a,. = max ll~(e;.)i ~ i1,., 
). 

Combining (3.3), (3.4), and (3.6) gives the desired result. 
(b) With p11(x) = P~·fl>(x), and q = max(a:, /3), we have for the quantity M 11 in 

(2.16) [14, p. 166] 

(3.7) M - r<JJ. + q + 1) ~ q "f 1 

ll - r(q + l)r(Jl. + 1) Jl. l q ~ -2' 

and 

(3.8) 

Since 
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h1'2 = 2( .. +/1+ 1)/2 [ r(J.t + oc + l)r(J.t + fJ + 1) ] 1
'
2 

...:... J.t-112, 
(3.9) p. (2J.t + 0( + fJ + 1)r(J.t + 1)r(J.t + 0( + fJ + 1) 

J.t-+ oo, 
the assertion follows. 

(c) Since w(x) = w(x), we have L" = J.to (see, e.g., [11, p. 52]), and v0 = J J.to, 
vk = 0 for k > 0, giving K~3 > = J.t~12 as asserted. 

(d) In the ultraspherical case w(x) = (1 - x2)", -1 < IX~ 0, it is known that 
[14, Problems 58, 60] 

f li(x) ~ -
1

1 
I (- 1 < oc < 0), 

;. = 1 IX 

f [2 < 1 
;.= 1 ;.(x) = tan2(3n/4(2n + 1)) 

(oc = 0), 

uniformly on [ -1, 1]. Therefore, 

L" = mo/IIX I ( -1 < IX < 0), 

(3.10) L" ~ L", 
- 2 3n 
L" = m0/tan 4(2n + 1) (oc = 0), 

where m0 = J~ 1 w(x) dx. In particular***, 

L" ...:... 1 (- 1 < oc < 0), 
(3.11) L" ,..:, n2 (IX = 0). 

From (3.7), (3.9) (with IX = fJ = q) one finds by a simple computation that MJh~12 

is an increasing function of k, if fJ > -!, and constant (for k > 0) equal to 2/Jn, 
if fJ = -!. Therefore, 

2n-1 2n-1 

llvll1 = L lvkl ~ J.to L M Jh~12 ~ J.to2nM 2n- 1/h1~2- 1 , 
k=O k=O 

and using the asymptotic estimates in (3.7) and (3.9), 

(3.12) llvll1 ~ N", 

The desired result now follows from (3.10)-(3.12). Theorem 3.1 is proved. 
As an example, suppose we generate the Gaussian rule G" associated with the 

ultraspherical weight function (1 - x2)", -t ~ oc ~ 0, using as {pk} the ultraspheri­
cal polynomials with parameter fJ, -! ~ fJ ~ 0. Then Theorem 3.1, together with 
(2.18), tells us that the associated condition number K" satisfies Kn ~ K"' where, 
as n-+ oo, 

K" ...:... n2(~~+ P> + 5 if IX =F 0 and IX =F fJ, 
K" ...:... n2P + 7 if oc = 0 and fJ =F 0, 

Kn ...:... n3"+ 712 if IX = fJ. 

***In the case ex = 0, the sharper estimate L. ~ L:, L: ,.;,. n ln 2n could be obtained by using an 
estimate for D= 1 ll,(x)l, due to G. I. Natanson [10], in conjunction with the inequality D= 1 li(x) ~ 
<D= 1 l1,(x)l)2• 
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Theorem 3.1, and the example just given, are presented here for the sole purpose of 
illustrating the magnitude of the condition number for the problem considered. It is 
not suggested that for such classical weight functions Gaussian quadrature rules be 
constructed from modified moments, since the respective orthogonal polynomials 
are explicitly known. 

In practice, w(x) being given, we have no control over "~ll. However, we may 
influence the magnitude of K~2 >, and to some extent that of K~3 >, by an appropriate 
choice of the polynomials {pk}. In this connection, part (b) of Theorem 3.1 suggests 
the Chebyshev polynomials of the first kind, Pk(x) = T k(x), as both convenient and 
well-conditioned. With this choice, in fact, "~2 > = (2/n)1' 2• 

4. An Algorithm for Generating Orthonormal Polynomials. We now derive anal­
gorithm for generating the orthonormal polynomials { nk(x>H=o of (1.6), given a set 
of polynomials {pk(x)} (orthogonal or not), satisfying the recurrence relation 

j = 0, 1, 2, ... ; 
(4.1) 

and given the associated modified moments { vk} ~~ 0 of ( 1.2). Our aim is toward deter­
mining the coefficients rxi, pi (.j = 0, 1, 2, ... , n - 1) in the recurrence relation 

(4.2) xni(x) = rxini+l(x) + Pinix) + rxi_ 1ni_ 1(x), .i = 0, 1,2, ... ; n_ 1(x) = 0. 

We denote by 

(f, g) = r f(x)g(x)w(x) dx 

the inner product with respect to which the nk(x) are orthonormal. Let M = [ m;J be 
the Gram matrix of order n + 1, i.e., 

(4.3) mii = (p;, P) (i,j = 0, 1, ... , n). 

Clearly, M is positive-definite. Let 

(4.4) R = [rii] 

be the Cholesky decomposition of M, and 

(4.5) S = R- 1, S = [sii]. 

Both R and S are upper triangular matrices with positive diagonal elements. By an 
observation of Mysovskih [9), 

(4.6) ni(x) = s0 ip0(x) + s1ip1(x) + .. · + snpi(x), j = 0, 1, ... , n. 

Substituting (4.6) into (4.2), we can write 

x[sojPo + ... + si-l.iPi-l + siipi] 

= rxlso.j+ 1Po + ... + si.i+ tPi + si+ l,i+ tPi+ 1J + PlsoiPO + ... + siipi] 
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Each term on the left, in view of (4.1), can be expressed as a linear combination of 
p's. Having done this, coefficients of equal p's must agree on both sides, because of 
the linear independence ofthe system f Pk(x)}. In particular, comparing the coefficients 
of Pi+ 1 and pi, one gets 

from which 

Since 

1 s .. =-
JJ 'ii 

si.i+ t = 

P·=b-- si.i+t a-+sj-1,ia. 
J J J J-1· 

si+ 1,i+ t sii 

(j = 0, 1, ... , n), 

'i.i+ 1 

riiri+ t,i+ 1 
(1 = 0, 1, ... , n - 1), 

one finally obtains 

(4.7) .i = 0, 1, ... , n - 1. 

p. = b. + 'i.i+ 1 a· - 'i- t.i ai-1, 
1 1 'ii 1 'i-1,j- 1 

For .i = 0, r _ 1,0 is to be interpreted as zero, and r _ 1, _ 1 as an arbitrary nonzero 
number. 

We note that the formulas (4.7) reduce to those of Golub and Welsch [8], if ai = 1, 
bi = ci = 0, i.e., Pk(x) = x1• Also, of course, M = R = I, and thus a.i = ai, 
Pi = bi, if Pk(x) = nk(x). 

Once the Gram matrix M is known, the desired coefficients a.i, pi can thus be ob­
tained from (4.7) by a Cholesky decomposition of M. 

The Gram matrix M, on the other hand, can be built up from the modified mo­
ments vi in the following manner. Applying the recursion (4.1) twice, one has 

that is, 

667



256 WALTER GAUTSCHI 

(4.8) 

Since 

(4.9) m_ 1.i = 0, (.i = 0, l, ... , 2n), 

we have in (4.8) a recursive scheme to progressively build up the matrix M, using (4.9) 

as initial values. 
The involvement of v2" in (4.9) may appear puzzling at first, the Gaussian rule G" 

being determined uniquely by the first 2n modified moments vi,.i = 0, 1, 2, ... , 2n - l. 

Actually, the role of v2" is just that of normalizing n"(x), and its value affects neither 

~~" 1 nor A.~" 1, in view of (1.5), (1.7). 
The algorithm presented here does not compare favorably with the algorithm of 

Sack and Donovan [12] in terms of speed and storage requirements. Our derivation, 

however, appears to us more transparent than the derivation given in [l2l 

5. Numerical Examples. All computations described in this section were carried 

out on the CDC 6500 computer in single precision arithmetic. 
(i) We repeat and extend some of the experiments reported by Sack and Donovan 

[12]. For Pk(x) we choose in turn xk, (1 + x)\ Pk(x), Tk(x), Uk(x), where Pk, Tk> Uk 

denote, respectively, the Legendre polynomial, and the Chebyshev polynomials of 

the first and second kind. We apply the algorithm of Section 4 to produce the coeffi­

cients a., p., r = 0, l, ... , n - l, in the recurrence relation for the normalized 

Legendre and Chebyshev polynomials, making use of the appropriate modified mo­

ments shown in Table 1. (Notations: (2n)!! = 2 · 4 · · · (2n), (2n + 1)!! = 1 · 3 · 5 · · · 
(2n + l), 0!! = (-1)!! = l, (-3)!! = -1.) 

TABLE I. M od(fied moments \' •. 

~ ~ (l-x2)-112 (l- x2)1i2 

xk k even 2/(k + l) (k-l)!!n/k!! (k-l)!!n/(k+2)!! 
k odd 0 0 0 

(1+4 2H 1/(k+l) 21(2k -1)! !n/(2k)!! (2k+ l)!!n/(k+2)! 
P,(x) k even (k !)27t/(k! !)4 -(k-1)! !(k-3)! !n/(k! !(k + 2)! !) 

kodd 0 0 
Tk(x) k even -2/((k+ l)(k-l)) n/2 (k=O) 

-n/4 (k=2) 
k odd 0 0 (otherwise) 

Uk(x) k even 2/(k + l) 7t 
k odd 0 0 

For the first two choices of Pk(x), as is to be expected, the Gram matrix M becomes 

increasingly ill-conditioned with n increasing, and the Cholesky decomposition of M 

eventually breaks down on taking the square root of a negative number. Prior to this, 

the errors in a, and p, steadily increase, except for p, in the first case r Pk(x) = xk~. 
where the algorithm consistently returns the correct value p, = 0. Sample values of 
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errors are shown in Table 2 for the case w(x) = 1. The Cholesky decomposition, in 
this case, fails at n = 23 and n = 12, respectively. The situation is very similar for 
the other two weight functions. 

TABLE 2. Errors in the recursion coefficients for normalized 
Legendre polynomials. 

r = 5 
10 
15 
20 
25 

error in ex. 

1.9 x 10- 12 

5.3 x w- 9 

1.9 X 10-S 
2.5 x 10- 2 

error in ex. 

1.8 X 10-S 
2.3 X 10~ 2 

error in {3. 

1.1 X 10-S 
1.0 x w- 1 

No problems of any kind are encountered for the remaining three choices of Pk(x), 
even going with n as high as 100. The coefficients oc., {3. are obtained essentially to 
machine accuracy, the largest error observed being 7.1 x 10- 14• 

(ii) Weight functions of interest in Fourier analysis are w(x) = cm(x), and w(x) = 
sm(x), where 

(5.1) 
cm(x) = !{1 + cos mnx), 
sm(x) = !(1 + sin mnx), 

-1 ;£ x ;£ 1; m = 0, 1, 2, .... 

Writing Fourier coefficients in the form [15] 

-2
1 I" .f(x)cos mx dx = I1 

f(nx)cm(x) dx - I1 f(nx)s0(x) dx, 
1t _, -1 -1 

(5.2) 

1 I" I1 I1 27t _
11 

.f(x)sin mx dx = _
1 

f(nx)sm(x) dx - _
1 

f(nx)s 0(x) dx, 

m = 1, 2, 3, ... , 

the first integrals on the right may be calculated by an appropriately weighted Gauss­
ian quadrature rule, and the second integrals by classical Gaussian quadrature. To 
the best of our knowledge, no extensive tables exist for Gaussian rules Gn associated 
with the weight functions (5.1). Admittedly, their usefulness is somewhat limited, 
because the set of points at which f must be evaluated differs from one Fourier co­
efficient to another. 

Our algorithm of Section 4 may be used to generate the required orthonormal 
polynomials. It is convenient to use it with Pk(x) = Pk(x), since the modified moments 
can then be expressed in terms of spherical Bessel functions. In fact, using [1, p. 122] 
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f~t eimxxpk(x) dx = ;t (~Y/2 Jk+t/2(mn), 

we obtain in the cosine-case 

(5.3) (-It 
Vo = 1, V2t = (2m) 112 J 2k+ t/2(mn) (k > 0), V2t+ 1 = 0 (k ~ 0), 

and in the sine-case 

(5.4) 
(-l)k+l 

Vo = 1, v2k-t = (2m)112 J 2k-t/2(m7t) (k > 0), V2k = 0 (k > 0). 

To compute the Bessel functions in (5.3), (5.4), we use the procedure Japlusnt of 
[5], and the Gaussian abscissas and weights have been obtained using the relevant 
portions (both sequential and nonsequential) of Algorithm 331 [7]. The results are 
checked by having the quadrature rules regenerate the modified moments. 

Table 3 of the microfiche section gives 120 values of ~~n), 1t~~"\ A.~n) for the Gaussian 
rule (1.3) associated with w(x) = cm(x), for n = 1(1)8, 16, 32, m = 1(1)12. (Because 
of symmetry, only the nonnegative abscissas and corresponding weights are listed.) 
Table 4 contains the analogous information for w(x) = sm(x), m = 0(1)12. 

(iii) To give an example for an infinite interval, we consider the "one-sided" 
Gauss-Hermite quadrature rules (1.3) corresponding to w(x) = e.-x2 on [0, oc ). 
Tables for such rules were recently published in [13], [3]. It seems natural, in this 
case, to choose Pk(x) = Hk(x), the Hermite polynomials orthogonal with respect to 
w(x) on (- oo, oo ). Then clearly, 

(5.5) v0 = Jn/2, v2k = 0 (k > 0). 

To compute v2k+ 1 , we start from the explicit representation 

H (x) = ~ (-1)'(2k + 1)(2r)!22k+1-rx2k+1-2r 
2k + 1 L.. 2 2' ' . r=O , r r. 

Multiplying both sides by e-x>, and integrating between 0 and x, we obtain, in 
view ofJ0 e-x2 x2k+ 1 - 2 ' dx = t{k - r)!, 

foo -xl d ~ , (2k + 1) (2r)! 2k-r 
v2k+t= e H 2k+ 1(x) x= L..(-1) 2 -2, 1 2 (k-r)!, 

0 r=O ' r r. 

or, after simplification, 
k k k 

(5.6) v2k+ 1 = L s~k), 
r=O 

s~k) = 2k(- 1)' n (2i) n (2i + 1). 
i=r+ 1 i=k-r+ 1 

Each s~k) being an integer, the sum in (5.6) can be evaluated in integer arithmetic 
without loss of accuracy, as long as no overflow occurs. Even so, however, it is found 
that the Gauss abscissas and weights obtained by our algorithm gradually deteriorate 

tThis procedure calls the gamma function f(l + a). Since a = 1/2 in our application. we have replaced 
.. gamma(! + a) .. by its numerical value ,/n/2 = .88622692545276 in the procedure body. 
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in accuracy. For n = 6, for example, only 9-11 correct significant digits are obtained, 
while for n = 12 only the first 2-4 significant digits are correct. It is believed that 
this deterioration of accuracy is a reflection of the progressive ill-conditioning of 
our problem. The quantity min ,1.~">, in fact, is about 9.8 x 10-s for n = 6, and 
1.2 x 10- 10 for n = 12, resulting in a value of k~1 > in (2.34) of the order 104 and 
1010, respectively. 

Note Added in Proof. A substantially greater loss of accuracy is observed in 
Example (iii) if for pk(x) one chooses the Laguerre polynomials Lk(x) instead of the 
Hermite polynomials H11(x). It is found that the Cholesky decomposition (4.4), in 
this case, breaks down for n = 7, and the final results for n = 6 are correct to only 
3 decimal digits (using single precision arithmetic on the CDC 6500). 

It is instructive to compare the condition number "" for these two choices of the 
polynomials Pk(x) on the basis of Theorem 2.2. The constant k~1 > in (2.34) being the 
same for both choices of p", it suffices to compare k~2> in (2.35). Using the Gauss 
abscis8as published in Pl to compute the Lagrange polynomials l;.(x), the quantities 
Ln, 1 and Ln.2 in (2.32) may be evaluated by 2n-point Hermite quadrature (if Pk = H") 
and by 2n-point Gauss-Laguerre quadrature (if Pk = Lk). This will give Ln, 1 exactly 
(apart from rounding errors), and Ln,2 at least approximately. For n = 6, ·one obtains 

Ln,1 = 3.25 X 1010, Ln,2 = 3.80 X 1011 (Pk = Hk), 

Ln,2 = 8.42 X 1021 

Since II vii 1 is of comparable magnitude in bothcases(approximately .808 for Pk = H", 
and 1.84 for Pk = L"), one concludes that k~2 > has the order of magnitude 106 in the 
case of Hermite polynomials, but the order of magnitude 1011 in the case of Laguerre 
polynomials. 
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HOW AND HOW NOT TO CHECK GAUSSIAN 
QUADRATURE FORMULAE* 

WALTER GAUTSCHI 

Department of Computer Sciences, Purdue University, West Lafayette, Indiana 47907, U.S.A. 

Abstract. 
We discuss characteristic difficulties inherent in the validation of Gaussian quadrature formulae, in 

particular the futility of moment-related tests. We propose instead more effective tests based on the 
recursion coefficients of the appropriate orthogonal polynomials and on the sum of the quadrature 
nodes. 

1. Introduction. 

The preparation of this note was prompted by the appearance, in the 
chemistry literature, of a 16-digit table of a Gaussian quadrature formula for 
integration with measure dA.(t) = exp (- t 3/3 )dt on (0, co), a table, which we 
suspected is accurate to only 1-2 decimal digits. How does one go about 
convincing a chemist, or anybody else for that matter, that his Gaussian 
quadrature formula is seriously defective? 

The question is not as easy to answer as one might think at first, and is 
not without intrinsic interest, considering that the most obvious test - using the 
n-point quadrature rule to reproduce the first 2n moments of dA. - is totally 
ineffective. The latter, of course, is a manifestation of the extreme ill-conditioning 
(if n is large) of the map from the first 2n moments to the n-point Gaussian 
quadrature rule (cf. [3, § 3.2]). 

In Section 2 we present the nodes r~n> and weights A.~l for the Gaussian 
formula 

(1.1) LCX)f(t)exp( -t3/3)dt = vtl A.~>j(t~n>)+Rn(f) 
with n = 15, on the one hand as published in the literature, and on the other 
as recomputed by us. In Section 3 we discuss two tests, both ineffective, 
designed to determine which of the two formulae is the more trustworthy 
one. More conclusive tests are described in Section 4 which not only allow us 
to decide in favor of one of the two formulae, but also to indicate the accuracy 
of each. 

*) Work sponsored in part by the National Science Foundation under grant MCS-7927158Al. 
Received September 13, 1982. 
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2. Two competing implementations of (1.1). 

In Table 2.1 are listed the nodes and weights of the quadrature rule (1.1) 
as published in [5]. (Integers in parentheses denote decimal exponents.) They 
were obtained by applying a "product-difference algorithm" (a variant of 
Rutishauser's quotient-difference algorithm) of R. G. Gordon [ 4] to produce 
the J-fraction belonging to dA.(t) = exp( -t3j3)dt, starting from the moments 
Jlk = J<ftkdA.(t) = J(k-l)/J x T((k+ 1)/3), k = 0, 1, 2, .... The nodes r~"l can then be 
obtained as eigenvalues of a symmetric tridiagonal matrix (the Jacobi matrix 

Table 2.1. The Gauss formula (1.1) according to [5]. 

v 1(15) 
v 

).~IS) 

I 1.457697817613696( -2) 3.805398607861561(- 2) 
2 8.1 02669876765460(- 2) 9.622028412880550(- 2) 
3 2.081434595902250( -I) 1.572176160500219( -l) 
4 3.944841255669402( -1} 2.091895332583340( -1) 
5 6.315647839882239( -1) 2.377990401332924( -l) 
6 9.076033998613676( -I) 2.271382574940649( -l) 
7 1.21 0676808760832( 0) 1. 732845807252921 (- l) 
8 1.530983977242980( 0) 9.869554247686019( -2) 
9 1.861844587312434( 0) 3.893631493517167(- 2) 

10 2.199712165681546( 0) 9.812496327697071( -3) 
11 2.543839804028289( 0) 1.439191418328875(- 3) 
12 2.896173043105410( 0) 1.088910025516801( -4) 
13 3.262066731177372( 0) 3.546866719463253(- 6) 
14 3.653371887506584( 0) 3.590718819809800(- 8) 
15 4.102376773975577( 0) 5.112611678291437( -II) 

for dA.), and the weights A.~"' in terms of the first components of the associated 
eigenvectors. The procedure, thus, is a particular realization of the (ill-conditioned) 
map from the moments to the Gaussian quadrature rule. (The sensitivity to 
rounding errors of this procedure has been explicitly noted by Gordon, who 
suggests the use of double precision arithmetic or, better yet, exact integer 
arithmetic. It is not clearly stated by the author of [5] what computer, and 
what type of arithmetic, he has used.) Table 2.2 displays the same quadrature 
rule (1.1), produced, however, by an application of the "discretized Stieltjes 
procedure", in combination with a suitable partition of the interval (0, oo) into 
eight subintervals (cf. [3, Example 4.6]), to generate the required orthogonal 
polynomials. Essentially the same method as in Gordon [ 4] was then used to 
obtain the -r~"l and A.~"l. (The computation was carried out in double precision 
on the CDC 6500, using a relative error tolerance of 0.5 x 10- 20 in the 
discretized Stieltjes procedure.) It is seen that the two tables agree only to 
about 1-2 decimal digits. Which one is correct? 
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11 

1 
2 
3 
4 
5 
6 
7 
8 
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10 
l1 
12 
13 
14 
15 

Table 2.2. The Gaussformula (1.1) recomputed. 

1.929765389638693(- 2) 
1.006599142226749( -1) 
2.428468366694404(- 1) 
4.387642946878456(- 1) 
6. 7879650369043 73(- 1) 
9.522620471509191( -I) 
1.249165311141012( 0) 
1.561526358196975( 0) 
1.883496691223344( 0) 
2.213595570164661( 0) 
2.550023378308307( 0) 
2.895208615030500( 0) 
3.254368222416162( 0) 
3.639045691197643( 0) 
4.080805415015807( 0) 

4.940830823126689( -2) 
1.126586278069619(- I) 
1.696700745266622( -1) 
2.136246330297717( -I) 
2.329324905722498(- l) 
2.150021042138036( -1) 
1.59659ll46577856( -I) 
8.939650846589768( -2) 
3.512652914092340( -2) 
8.956321788320709(- 3) 
1.353123731389520(- 3) 
1.076566880888657( -4) 
3.781200408411502( -6) 
4.272835535767259( -8) 
7.218347932277564( -II) 

3. Moment-related tests. 

As already mentioned, the ability of the quadrature formula to reproduce the 
moments accurately is an unreliable test. This will now be documented by 
performing two tests, first a simple moment-reproducing test, then a more 
involved test based on Markov's remainder formula. 

Test #1. Verify Rn(f) = 0 for f(t) = tk, k = 0, 1,2, ... ,2n-1. 

In other words, use the formulae in Tables 2.1 and 2.2 to check the identities 
(with n = 15) 

n 

(3.1) Ilk = L ~n)[ t~">J", k = 0, 1,2, ... ,2n-l, 
v= 1 

where Ilk are the moments Ilk= J0tkexp( -t3 f3)dt = 3<k- 2>13 x r((k+ 1)/3), 
k = 0, l, 2, .... 

Results of Test # 1. Using double precision on the CDC 6500 (which corre­
sponds to a precision of about 29 significant decimal digits) to carry out the 
computations indicated in (3.1 ), we obtain for the relative errors ek = 

l(p,"- I::, 1A.:[-r:]k)/p,"l the results shown in Table 3.1. In the second and third 
columns are listed the errors e" resulting from the quadrature formula (r:,A.!) of 
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Table 3.1. Relative errors e" observed in reproducing the moments ilk by the 
quadrature formulae of T abies 2.1 and 2.2. 

k Table 2.1 Table 2.2 

0 4.56(- 16) 2.02( -17) 
1 8.92( -16) 4.66( -17) 
2 3.20( -15) 1.51( -16} 
3 6.49( -15) 2.45( -16) 
4 1.02( -14} 3.21(-16) 

29 7.48( -14) 4.46( 16) 

Table 2.1 and Table 2.2, respectively. The maximum error in each case ts 
attained for k = 29. 

Discussion. It is rather remarkable that both quadrature rules of Section 2, 
even though they differ already in the first or second decimal digit, manage to 
compute the moments to about 15 correct decimal digits. The reason for this is 
an extreme case of correlation of errors. If we represent the correct quadrature 
rule by a point g0 e!R2

", and the vector of moments by m0 e!R2
", theng0 =M,m0 

for some (nonlinear) map M,: IR 2"-+ IR2" defined in a neighborhood of m0 . For 
sufficiently small perturbations Am of m0, one has L1g ~ Jt.,Am, where Jt,. is 
the Jacobian matrix of M, at m0• Therefore, a small sphere S(m0 ; e) of moment 
vectors, with center at m0 and radius e, is mapped under M ,, approximately, 
into an ellipsoid E(g0 ;e) centered at g0 , whose half axes have lengths e·a;(Jt,J, 
with a;(Jt..) the singular values of Jt,., and directions given by the (ortho­
normal) eigenvectors of Jt,.(Jt..)T. In our case, the ellipsoid E(g0 ; e) happens 
to be extremely elongated and flat, the largest singular value being approx. 
5.78 x 1011

, and the smallest 1.88 x 10- 18 ! It is reasonable to assume that the 
computed Gauss formula g* is the exact Gauss formula belonging to some 
moment vector m* E S(m0 ; e), where e is of the order of magnitude of the 
machine precision, or a few orders larger (to account for rounding errors in the 
computational process). Conversely, then, to g* there corresponds m* e S(m0 ; e }, 
hence Hm* - m0 11 ~ e, explaining the relatively high accuracy of m*. The correlation 
of errors thus consists in the fact that the computed formula g* lies, approxi· 
mately, in the extremely elongated and flat ellipsoid E(g0 ;e). This correlation 
can be confirmed by subjecting either of the two quadrature rules of Section 2 
to random errors of given magnitude e, and letting e vary through 10-1, 10- 2

, 

10- 3
, .... One will find that the resulting relative errors in the moments are 

no longer of the order of magnitude 10- 15
, but rather of the order of magnitude 

e, or significantly larger. The correlation of errors has been broken! 
The discussion just given has merit only in a qualitative, not quantitative, 
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sense, the reason being that the moments ltk vary in a wide range (from about 
1.29 fork= 0 to about 7.14 x 109 fork= 29) and that one really ought to analyze 
the propagation of errors under M 11 consistently in terms of relative errors. 
This can be done by computing a carefuJly defined condition number 
(cond M11 )(m0 ) for the map M 11 at m0 (see (3, §3.2, especially Eq. (3.11)]), with 
the result that (cond M11)(m0 ) = 1.26x 1017 (for n = 15). This means that relative 
errors in the moments Itt of magnitude s must be expected to translate into 
relative errors in the Gauss formula having magnitude ~ 1017 ·e. It would appear, 
therefore, that the formula in Table 2.1, given that it is accurate to only 1-2 
decimal digits (cf. Section 4), was computed in a precision of about 20 decimal 
digits, assuming that the moments were computed correctly to machine 
precision. 

Test # 2. Use the given quadrature nodes -r~nJ and weights ,t~nJ (for n = 15) 
to first generate the coefficients ab {3k, k 0, 1, 2, ... , n -1, in the recursion 
formula 

for the associated (monic) orthogonal polynomials {nk(· ;d.A.)}, where {30 = J0d..1.(t). 
This is easily done (see, e.g., [3, Eq. (3.7)]) and yields the Jacobi matrix 

!Xo .jif; 0 

Jll = Jn(dA.) = 
.jif; (XI JP;_ 

(3.3) 
• ·~ • 

0 • ~ (Xn-1 

Then, using the successive segments J 1, J 2, ••• ,J n _ 1 of J 11(dA. ), generate (by methods 
already mentioned in Section 2) the nodes r~"> and weights A.~"J of the k-point 
Gaussian quadrature rule, k = 1, 2, ... , n- 1, and check the identities 

k 

(3.4) ttzk = 2: A.~k>[ -r~t>]2" + PoPt· · · f3t, k = 1,2, .. . ,n-1. 
v=l 

(These follow readily from Markov's formula for the remainder term in Gaussian 
quadrature.) 

Results of Test # 2. Using double precision as before, this test, too, disap­
pointingly, is as unrevealing as Test # 1. Both quadrature rules of Section 2 
confirm all identities in (3.4) to within a relative error of at most 7.24 x 10- 14 

and 4.36 x 10- 16, respectively. 
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4. Coefficient-based tests. 

More effective are tests based on coefficients, either the coefficients in the three­
term recurrence relation satisfied by the orthogonal polynomials, or coefficients 
of the orthogonal polynomials themselves. We propose two such tests. 

Test lt 3. Generate the coefficients !Xk, pk, k = 0, 1, ... , n -1, as in Test lt 2; 
then check the relations 

(4.1) 

(4.2) D0 = D _ 1 = 1, D 1 = J.lo; D~ = 0, D'1 = J.lt ; 

J.lt Jl2 ... J.llr. Jl.t J.l2 ... J.lk-1 Jlk+t 
Dk = ' Dk = ' k = 2,3, .... 

... ... ... ... ... ... 

J.lk-1 J.lk ... Jl2k- 2 Jlk- 1 J.lk ... J.l2k-3 J.l2k-l 

Table 4.1. Relative errors in the recursion coefficients !X"' P~r. generated by the 
quadrature rules of Table 21 and Table 2.2. 

Table 2.1 Table 2.2 
k &xk {j(Jk btXk {j{Jk 

0 1.35( -15) 4.56( -16) 6.68( -17) 2.02( -17) 
I 5.38( -15) 5.75( -15) 3.75( -17) 2.52( -16) 
2 2.49( -15) 6.42( -15) 2.89( -17) 4.66( -19) 
3 1.32( -13) 6.59( -14) 1.54( -16) 7.72(-17) 
4 1.43( -12) n3( -13) 3.20( -16) 2.01( -16) 
5 2.26( -11) \1.641 -12) 2.10( -16} 7.77( -16) 
6 6.73(- 10) ~ -IJ( -10) 1.85( -16) l.16( -15) 
7 1.29( -8) 6.31( -9) 6.24( -16) 5.13( -16) 
8 9.98( -8) 8.26( -8) 6.08( -16) 4.32( -16) 
9 4.59( -7) 1.94( -7) 4.39( -16) 5.97( -16) 

10 6.36( -6) 5.71( -6) 5.17( -16) 6.93( -16) 
11 2.08( -4) 3.12( -5) 6.55( -16) 2.15( -15) 
12 2.80( -3) 2.01( -3) 4.29( -14) 1.08( -14) 
13 3.66( -2) 1.33( -3) 3.17( -13) 3.14(-13) 
14 8.28(-2) 3.65( -1) 5.71( -12) 4.75( -13) 

Results of Test~ 3. Using the UNPACK double precision routine DGECO 
(see, e.g., (2, Ch. I]) to factor the Hankel matrices in (4.2), and computing the 
determinants D~r., Di, k = 2, 3, ... , as signed products of the diagonal elements of 
the upper triangular factors, one obtains the results shown in Table 4.1. Here, 
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brtk and bf3k are defined by 6rxk = l(rxt-rxk)/rxkl, bf3k = l(/3t-/31J//3kl• where rxf,/3f 
are the recursion coefficients generated as in Test # 2 from the respective 
quadrature rule (r~, ).~)in Table 2.1 and Table 2.2, while rxk, Pk are the recursion 
coefficients as computed from (4.1 ), (4.2). 

Discussion. The map from the Gaussian quadrature formula ('r~">,).~">):=t to 
the recursion coefficients rxk, pk, k = 0, 1, ... , n -1, is usually quite well-conditioned; 
see the discussion in (3, § 3.1]. In the present case, the appropriate condition 
number indeed computes to 28.0. This means that Test # 3 ought to be able 
not only to discriminate between a good and a bad quadrature formula, but 
also to determine, approximately, the accuracy of each. From the results in 
Table 4.1 it indeed becomes plausible that the quadrature rule of Table 2.1 is 
accurate to at most 1-2 decimal digits, while the one of Table 2.2 is accurate 
to at least 11 decimal digits. 

Actually, our quadrature rule in Table 2.2 is probably accurate to all 16 
digits shown. The reason why this is not evident from Table 4.1 is the fact that 
the Hankel matrices Hk and H',. used in (4.2) also become ill-conditioned rather 
quickly, ask increases. Their triangular factorizations, therefore, suffer in accuracy 
accordingly. Fortunately, for the case at hand, double precision on the CDC 6500 
is still sufficient to weather this progressive ill-conditioning. From the condition 
numbers furnished by the routine DGECO, and shown in Table 4.2, we can 

Table 4.2. Condition numbers of the Hankel matrices H~~> H',. in (4.2). 

k oondHt oondH;. k oondHt condHi. 

l l.OO(O} 1.00(0) 9 1.40(11) 2.90(ll) 
2 1.15(1) 7.18(0) 10 5.85(12) 1 .29(13) 
3 1.79(2) 1.48(2) 11 2.58(14) 6.02(14) 
4 3.95(3) 4.17(3} 12 1.20(16) 2.93(16) 
5 1.02(5) 1.33(5) 13 5.81(17) 1.48(18) 
6 3.02(6) 4.61(6) 14 2.93(19) 7.76(19) 
7 9.95(7) 1.72(8) 15 1.53(21) 4.20(21) 
8 3.59(9) 6.85(9) 

see indeed that, in the worst case k = 15, at least 8-10 decimal digits are 
salvaged. However, it would be unreasonable to expect agreement in the 
recursion coefficients rx 14, /314 to much more than 10 decimal digits. As it turned 
out (see Table 4.1), we observed agreement to about 11-12 decimal digits. 

To make Test # 3 effective as a general test, one would normally have to 
consider the use of multiple-precision arithmetic. With the availability of 
precompilers, such as Augment [1), to convert single- or double-precision 
Fortran routines to multiple-precision routines, this would be quite feasible. 
However, we have not done so here. 

For easy reference, we list in Table 4.3 what we believe are the correct 
values (to 16 decimals) of the coefficients rxk> P~c· 
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Table 4.3. The recursion coefficients cxk, Pk· 

0. 7290111329472270 
1.0422198256747441 
1.2537306422019648 
1.4061820889340039 
1.5304717088698266 
1.6371146876931010 
1.7313265280009314 
1.8162157284093990 
1.8938033162945061 
1.9654868263312374 
2.0322783394582394 
2.0949374105669606 
2.1540505128026898 
2.2100811161203424 
2.2634026387069418 

1.2878993168540691 
0.2450009794174209 
0.3530735172799071 
0.4538065447547201 
0.5467091516329361 
0.6327914312656564 
0.7135915502415592 
0.7901716008181790 
0.8632766955003995 
0.9334529739837076 
1.0011143019264016 
1.0665830763064052 
1.1301163055170060 
1.1919228879829775 
1.2521754391488299 

A simpler test, but one that checks only the nodes, is 

Test ~4. Compute the sum of the nodes, S11 = L:'"' 1 1:~"), and check against 

(4.3) 

where D., D~ are the determinants defined in (4.2). 

Results of Test ~4. Using again the LINPACK routine DGECO, one fmds 

D~/D. = 25.7603125030, 
s,. = 25.4984452247 from Table 2.1, 
s, = 25.7603125030 from Table 2.2, 

corroborating the conclusion reached earlier in Test tJ 3. 
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ERROR BOUNDS FOR GAUSSIAN QUADRATURE OF 
ANALYTIC FUNCTIONS* 

WALTER GAUTSCHit AND RICHARDS. VARGM 

To Peter Henrici on his 60th birthday in friendship and admiration 

Abstract. For Gaussian quadrature rules over a finite interval, applied to analytic or meromorphic 
functions, we develop error bounds from contour integral representations of the remainder term. As in 
previous work on the subject, we consider both circular and elliptic contours. In contrast with earlier work, 
however, we attempt to determine exactly where on the contour the kernel of the error functional attains 
its maximum modulus. We succeed in answering this question for a large class of weight distributions 
(including all Jacobi weights) when the contour is a circle. In the more difficult case of elliptic contours, 
we can settle the question for certain special Jacobi weight distributions with parameters±!, and we provide 
empirical results for more general Jacobi weights. We further point out that the kernel of the error 
functional, at any complex point outside the interval of integration, can be evaluated accurately and 
efficiently by a recursive procedure. The same procedure is useful also to evaluate certain correction terms 
that arise when poles are present in the integrand. The error bounds obtained are illustrated numerically 
for two examples-an integral representation for the Bessel function of order zero, and an integral related 
to the complex exponential integral. 

1. Introduction. We consider Gaussian quadrature with respect to some positive 
measure dA (t) on a finite interval which we normalize to be [ -1, 1]. Thus, 

(1.1) 

where r~nl are the zeros of the nth degree orthogonal polynomial 7Tn ( ·; dA) and A ~nl 
the corresponding Christoffel numbers. Iff is single-valued holomorphic in a domain 
D which contains [ -1, 1] in its interior, and r is a contour in D surrounding [ -1, 1], 
the remainder term Rn ( ·) can be represented as a contour integral 

(1.2) Rn(f)= 2
1 . f Kn(z)f(z)dz, 
m Jr 

where the kernel Kn is given by 

(1.3) 

or, alternatively, by 

(1.4) K ( ) = Pn(Z) 
n Z { ) • 7Tn Z 

*Received by the editors September 14, 1982. 
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Here, 1T n (z) is the orthogonal polynomial 1T n ( · ; dA) evaluated at z, while Pn (z) is 
defined by 

(1.5) J1 1Tn(t) 
Pn(z)= -dA(t); 

-1 z -t 

see, e.g., [4, § 1.4]. 
There is an extensive literature using (1.2) to estimate the error Rn in (1.1); see 

the references cited in [4, § 4.1.1] and more recent work in [1], [11], [12]. Basically, 
the estimates take the form 

(1.6) 
/(f) 

IRn(f)l ~ 27T ~:1 IKn(z)l· ~!'rx lf(z)l, 

where /(f) denotes the length of f. The first maximum depends only on the quadrature 
rule (i.e., on dA) and not on f, while the second depends only on f. Similar estimates 
hold for meromorphic functions, if the contributions from the poles are separated 
out. In all the literature on the subject, maxzer IKn (z )I is either bounded from above, 
or estimated asymptotically for large n (or large z, or both). Our objective here is to 
point out that for a large class of measures dA (including the Jacobi measure dA (t) = 
(1- t)"' (1 + t)13 dt for arbitrary a> -1, {J > -1), and in the case where r is a circle 
lz I= r, r > 1, this maximum can be expressed exactly as either Kn (r) or IKn ( -r )I 
(Theorem 3.1) and can be evaluated accurately and efficiently by recursion (Section 
4). For elliptic contours f={z: z =t(pei" +p-1 e-i"), 0~11 ~27T}, p > 1, the problem 
is considerably more difficult. We are able, however, in the case of Jacobi measures 
with a = {J = ±t and a = -t, {J = t, to give explicit representations of the kernel Kn 
on r, and from these to determine the maximum points on the ellipse (Section 5). 
The latter turn out to be located on the real positive axis (Theorems 5.1 and 5.3), 
except when a = [3 = t, in which case they are located on the imaginary axis, if n is 
odd (Theorem 5.2), or nearby, if n is even. For more general Jacobi measures we 
present empirical results. Section 6 contains numerical examples illustrating the quality 
of the error bounds obtained. 

We begin by recalling a preliminary result from [7]. 

2. Inequalities for moment quadrature sums. Here and in the following we restrict 
ourselves to measures dA of the form 

(2.1) dA (t) = w(t) dt, -1 <t< 1, 

where the function w is nonnegative and integrable on [ -1, 1], with moments 

1 

ILk= L1 tk dA (t), (2.2) k =0, 1, 2,- .. ' 

where ILo >0. The orthogonal polynomials associated with (2.1) are denoted by 
1Tn( ·) = 1Tn( ·; dA), their zeros by T~n>, and the corresponding Christoffel numbers by 
A ~n>. The following theorem, proved in [7], shows that, for a large class of weight 
functions w, the Gaussian quadrature sums for approximating the moment ILk approach 
this moment monotonically. (To suit our present purposes, we have slightly weakened 
both the assertions and the hypotheses of the theorem.) 

THEOREM 2.1. Let 

(2.3) 
n 

(n) = "' A (n)[ (n)]k 
ILk L.. v Tv ' k = 1, 2, 3, · · · , n = 1, 2, 3, · · · . 

v=1 

684



1172 WALTER GAUTSCHI AND RICHARDS. VARGA 

(a) lfw(t)/w(-t) is nondecreasing on (-1, 1), then 

(2.4) 0 < (1) < (2) < < ([k/2]+1) -II. ([k/2]+2) - ••• - II. 
=,.,k =,.,k ='. ·=,.,k -,...k - -,...k• 

(b) If w(t)/w(-t) is nonincreasing on (-1, 1), then 

(2.5) 0 < (1) <: (2) < <: ((k/2)+1) _ II ((k/2)+2) - , 0 0 - II =,., k =,., k = ... =,., k -,... k - - r-k 

if k is even and 
(2.6) ,.,k = ... =,., ~k/2]+2) =,., ~k/2]+1) ~,., ~k/2]) ~ ••• ~,., ~2) ~,., kl) ~ 0 

ifk is odd. 
We note, in particular, that for the Jacobi weight function w(t) = (1-t)'"(1 +tl\ 

a >-1, {3 >-1, one has 

w(t) =(1+t) 13 -'", 

w(-t) 1-t 

which is strictly increasing on ( -1, 1) if a < {3, equal to 1 if a = {3, and strictly decreasing 
on ( -1, 1) if a> {3. Accordingly, (2.4) holds if a ~{3. and (2.5), (2.6) if a> {3. 

3. The maximum of the kemel K,. on a drc:le and corresponding error bounds. We 
assume a measure dA of the form (2.1) and propose to find the maximum of the 
kernel K,. (z) in (1.3) on the circle C, = {z: lz I = r}, where r > 1. 

THEOREM 3.1. There holds 

(3.1) IK ( )j = {K,.(r) ifw(t)/w(-t) is nondecreasingon (-1, 1), 
Te~ " z jK,.(-r)l if w(t)/w(-t) is nonincreasing on (-1, 1). 

Remark. If w(t) = w(-t) on (-1, 1) then, by symmetry, K,.(r) = jK,.(-r)j, and 
either statement in (3.1) is valid. 

Proof of Theorem 3.1. By expanding (z- t)-1 in powers oft/ z, one obtains from 
(1.3), when lz I> 1, that 

(3.2) 

We have used the fact that R,.(tk) =0 for O~k <2n. Therefore, 

(3.3) 

If w(t)/w(-t) is nondecreasing, then, by Theorem 2.1(a), since [k/2]i5:;;n fork i5:;;2n, 

([k/2]+1) > (n+1) > (n) 
,.,k = ,., k =,., k =,., k ' k i5:;;2n, 

hence, by (2.2) and (2.3), 

Therefore, 

Comparison with (3.3) shows that maxzec,IK,.(z)j =K,.(r), proving (3.1) in case (a) of 
Theorem 2.1. 
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If w(t)/w(-t) is nonincreasing, one obtains from (2.5), when k is even, as before 
that 

R"(tk)~O for all k (even)~2n, 

while fork ~ 2n + 1 odd, ILk = IL ~k/2]+1) ::1! IL ~n+t) ::1! IL ~"> by (2.6), SQ that 

R" (tk) ::1! 0 for all k (odd)~ 2n + 1. 
Consequently, 

and 

IK (- )l-1- ~ (-1)kRn(tk) 1- ~ IRn(tk)l 
" r - t... k+i - t... k+l , 

k-2n r k=2n r 

yielding maxzeC, IKn(z)l = IKn(-r)l. 0 
In ·the situations described in Theorem 3.1, the modulus of the kernel K" (z) thus 

attains its maximum on the circle C, either at z = r or at z = -r on the real axis. For 
the Jacobi weightfunction w(t) = (1-t)"'(1 +t)13, the remark after Theorem 2.1 implies 
that the maximum occurs at z = r if a ::1! (3, and at z = -r if a > (3. 

We remark that the "bound" used in [12, Eqs. (5) and (6)] for maxzec, IK" (z )I 
in the case of Gegenbauer measures is actually K"(r), hence, by Theorem 3.1, equal 
to the maximum in question. The form given in [12] for K"(r) involves infinite series 
and the zeros of Gegenbauer polynomials. It requires considerably more effort to 
evaluate than the simple recursion (Eqs. (4.3)-(4.5)) to be described below in § 4. 
The approach via recursiont moreover, is not restricted to Gegenbauer measures, but 
is valid for essentially arbitrary measures. 

The error bound (1.6), in combination with, say, the first case of Theorem 3.1, 
now yields the final error bound 

(3.4) IR" (f) I ::1! r · K" (r) · max 1/(z )I. zeC, 

Whether or not this represents a realistic estimation of the error depends largely on 
the behavior off on the contour C,.lf f is highly oscillatory on C, then (3.4) is likely 
to be conservative. Some improvement, for specific functions f, may be achieved by 
optimizing the bound on the right of (3.4) as a function of r; see§ 6 for examples. 

Iff is merom orphic, with poles close to the interval [ -1, 1], the quadrature rule 
(1.1) will converge only very slowly. Moreover, (3.4) ceases to be applicable, since f 
may no longer be analytic in C, r > 1. Valid error bounds can still be obtained by 
employing elliptic contours (see § 5), but they are of limited interest in cases of slow 
convergence. 

It is well known, however, how the poles can be taken into account so as to 
restore the fast convergence one is accustomed to in the case of analytic functions. 
Assuming for simplicity that there are only a finite number of poles p; in the finite 
complex plane, and that all are simple, then in fact (see, e.g., [10]) 

J1 
f(t)dA(t)= f A~")[('r~">)-LKn(p;)(res/)p1 +R"(f), 

-1 v=l i 
(3.5) 

where -r~">, A~"> are as before, and (res f)p1 denotes the residue off at the pole p;. For 
the remainder Rn we have the same representation as before, 

(3.6) Rn(/)= 2
1 . f K"(z)f(z)dz, 
1TZ Jr 
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where r is a contour enclosing the interval [ -1, 1] as well as the poles Pi; the error 
bound (3.4) continues to hold if the circle C, r > 1, contains all poles Pi in its interior. 

As a simple example, suppose that 

g(t) 
(3.7) f(t)=t2+w2• w>O, 

with g an entire function, real-valued on the real axis. Then (3.5), by an elementary 
calculation, reduces to 

(3.8) J1 g(t) d () ~ <n> g(T~">) 1 I [K (' ) (' )] R (f) -:-r:--2 A t = I.. A" [ (n)]2 2 m n rw g lW + n ' 
-1 I +w v=1 T,. +w W 

the remainder being bounded by (3.4), where r>max(l,w) and/ is given by (3.7). 

4. Computation of Kn(±r) and Kn(z). For computational purposes, the second 
of the two expressions (1.3) and (1.4) for Kn (z ), that is, 

(4.1) K ( ) = Pn(z) 
n Z ( )' 1Tn Z 

is the more suitable one, as it is not subject to any loss of accuracy. (This is not 
sufficiently recognized in the literature; Lether [11], for example, refers to the form 
(4.1) as being "inconvenient".) Indeed, {pk(z)} and {1Tk(z)} both are solutions of the 
basic recurrence relation 

(4.2) k =0, 1, 2, ... ' 

satisfied by the (monic) orthogonal polynomials 1Tk(·)=1Tk(·;dA), whereby Y-1=0, 
Yo= 1 for {1Tk}, and Y-t = 1 for {pk}. (It is assumed that f3o = J~1 dA (t).) If z = ±r, r > 1, 
so that z e [ -1, 1], the solution {pk (z )} is the minimal solution of (4.2), hence uniquely 
determined by the single initial value Y-1 = 1; see [5]. It can be computed most 
effectively by backward recursion [5, § 5]: Let 

(4.3) ,~~1 (z) = 0, [v] ( ) f3k k 1 1 0 
r 'k-1 z = [v]( )' =v,v- ,···,'. z-ak-rk z 

Then, if z e[-1, 1], the limit lim,. .... oo r~21 (z) =rk-t(z) exists, and 

(4.4) P-t(z)=1, k = 0, 1, 2, · · · , n. 

Thus, to compute Pn(z) to within a relative error of e, one starts with some initial 
value Vo > n of the index v, and keeps increasing"· say by 5, until lr~~/1 (z)- r~2l (z )I :;§i 

e lr~~/1 (z )I for all k = 0, 1, 2, · · · , n. Thereafter, (4.4) is applied, with rk-t(z) approxi­
mated by r~~{1 (z) for the final index v. The computation of 1Tn(z) proceeds directly 
from (4.2), applied fork = 0, 1, · · · , n -1, with Y-t = 0, Yo= 1. 

In the important special case of the Jacobi weight function w(t) = (1-t)a(l +t) 13, 

a> -1, {3 > -1, the iteration on the index v in (4.3) can be dispensed with. An 
appropriate value for v, when z = ±r, r > 1, is indeed known to be [5, Eq. (5.6')], 
independently of a and {3, the smallest integer v satisfying 

(4.5) In (1/e) 
v~n+ rr-;;. 

2ln(r+vr--1) 

In this case, the computation of Pn(z) by (4.3), (4.4) is particularly efficient, even for 
z =±r relatively close to the interval [-1, 1]. Some numerical values of v/n in the 
case e = .5 x 10-s are shown in Table 4.1. 
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TABLE 4.1 
Numerical values of v/n fore= .5 x 10-5, where vis the smallest integer 

satisfying (4.5). 

r n = 10 n=20 n=40 n =80 

1.01 5.4 3.20 2.100 1.5500 
1.05 3.0 2.00 1.500 1.2500 
1.10 2.4 1.70 1.350 1.1750 
1.50 1.7 1.35 1.175 1.0875 
2.00 1.5 1.25 1.125 1.0625 
5.00 1.3 1.15 1.075 1.0375 

1175 

Doubling the accuracy to e = .25 x 10-10 has the effect, essentially, of doubling 
(v/n)-1, as can be seen from (4.5). For the purpose of error estimation, however, 
five decimal digits are more than enough. 

We stress the fact that the algorithm (4.3), (4.4) is valid for arbitrary complex 
z e[-1, 1]. The estimate for v in (4.5), when dA is the Jacobi measure, however, 
becomes a bit more complicated. We now have to take the smallest integer satisfying 
[5, Eq. (5.6)] 

(4.6) 
ln(1/e) 

where the principal values of arg (z -1) and arg (z + 1) are to be used in evaluating 
the square roots. If z = iy is purely imaginary, (4.6) reduces to 

(4.7) 
ln(1/e) 

v ~n + 2ln (y +JT+?f 
In particular, the algorithm (4.3), (4.4) may also be used to compute the numerators 
of Kn(Pi)=Pn(Pi)/1Tn(Pi) in (3.5) and of Kn(iw)=pn(iw)/1Tn(iw) in (3.8). The 
denominators can be computed directly from the recursion (4.2). 

5. The maximum of the kernel Kn on an eUipse and ~orresponding error 
bounds. Another frequent choice of the contour r is an ellipse ~P = {z: z = !(u + u - 1), 

u = p e 1-~t, 0 ;3; ti ~ 21r} with foci at z = ± 1 and sum of semiaxes equal to p, p > 1. As 
pH, the ellipse ~P shrinks to the interval [ -1, 1], while with increasing p it becomes 
more and more circle-like. Since 

1 2 1 oo Uk(t) 

Z -t=- 2 2t - 1 +1 2 I: ----;z:+T, 
U U - U k=O U 

where Uk denotes the Chebyshev polynomial of the second kind, the expansion 
analogous to (3.2) now reads 

(5.1) K ( ) _ 2 ~ Rn(Uk) 
n Z - /.... k+l • 

k=2n U 

One has symmetry with respect to the real axis, i.e., IKn (z)l = iKn (z )j, but the maximum 
of IKn (z )I, z E ~P' is no longer always attained on the real axis. 

The case of the Jacobi weight function w(t) = (1-t)"'(1 +t)13, a> -1, p >-1, is 
of sufficient interest to be considered in some detail, although precise results are 
difficult to obtain for general parameter values. Note, however, that the known 
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identity for Jacobi polynomials, 'IT~·"'>(z) = (..,..1)n1T~ ... a>(-z), implies IK~·"'> (z)l = 
IK~"'·a> (-z)l = IK~a.al (-i)l, so that an interchange of the parameters amounts to a 
reflection in the complex plane with respect to the imaginary axis. It suffices therefore 
to consider a ~(3. 

5.1. Chebyshev measures of the fint and second kind. Let first a = (3 = -!, that 
is, dA (t) = (1- t2)-112 dt, the orthogonal polynomials thus being the Chebyshev poly­
nomials Tk of the first kind. From the well-known formula 

(5.2) Tn(z)=![(z +~t +(z -v'z2-1t], 

putting z = !<u + u - 1), one gets 

1( -1) z=zu+u . 

Furthermore, using [9, Eq. 3.613.1], one finds 

(5.3) r Tn(t)(1-t2)-112dt= f.,. cosn'l't d-tt= 1T (z-v'?'=lt, 
-1 z-t Jo z-cosU ~ 

hence 

f 1 Tn (t) (1 2)-1/2 d 21T -- -t t= 1 n• 
-1 z-t (u-u )u 

1 ( -1) z=2 u+u . 

It follows that 

Pn(Z) 417" 
1Tn(Z) = (u -u-1)un(un +u n)' 

from which, in particular, 

(5.4) 

where 

(5.5) 

IKn(z)l = 2: {[a2(p)-cos 2-tt][a2n(p)+cos 2n-tt]r112, 
p 

z =!(pe;" +p-1 e-i")e ~P• 

j = 1, 2, 3, ... ' p > 1. 

LEMMA 5.1. The functions in (5.5) satisfy 

(5.6) n = 1, 2, 3, · · · , p > 1. 

Proof. Multiplying numerator and denominator in (5.6) by 2p2n, and using (5.5), 
one gets 

Observe that 
2n · 

-(n-l)P -.1 -(n-1)(p2(n-1) + 2(n-2) + + 1] p 2 p . p . .. . 
p -1 

n-l n-3 -(n-3) -(n-1) =p +p + .. ·+p +p . 

Since x + x -t > 2 for any x > 1, the sum on the right is larger than 2(n/2) = n if n is 
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even, and larger than 2[(n -1)/2]+ 1 = n if n ~ 3 is odd, hence >n for any integer 
n ~ 2, proving (5.6) with strict inequality for n ~ 2. If n = 1, (5.6) is an equality. 0 

THEOREM 5.1. If dA (t) = (1-t2)-112 dt on (-1, 1), then 

(5.7) maxiKn(z)I=Kn(!(p+p-1)), 
zeW,. 

i.e., the maximum of IKn(z)l on ~Pis attained on the real axis. 
Proof. By (5.4) it suffices to prove 

(a2 -cos Ut)(a2n +cos 2nU) ~ (a2 -1)(aan + 1), 0~ -fJ ~71'/2, 

where a1 = a1(p) is given by (5.5). This is equivalent to 

(1 -cos 2-fJ )a:zn - (1-cos 2n-fJ )a2 + 1-cos 2-fJ cos 2n-fJ ~ 0, 

or, introducing half angles, to 

sin2 n-fJ 
(5.8) a2n + 1- (a2 -1) . 2-(} 2 sin2 n-fJ ~ 0, 

Stn 

if -fJ >0. Since 

'

sin nUl 
sin-(} = IUn-t(COs U)l ~n, 

the left-hand side of (5.8) is larger than or equal to 

2 {a2n -1 2} a2n+1-n (aa-1)-2=(aa-1) 1 n , 
a2-

which is nonnegative by Lemma 5.1. 0 
For the Chebyshev measure of the second kind, dA (t) = (1- t2)112 dt, the nth 

degree orthogonal polynomial is 

which yields 

Un(z)= 1 [(z+·v'?-=-i)"+t-(z-v'z 2-1)"+1], 
2v'z 2-1 

n+l -(n+1) u -u 
Un(Z) = , 

u-u 
1 ( -1) z=2 u+u , 

while (cf. [9, Eq. 3.613.3]) 

Therefore, 

(5.9) 

71' { aa(p)-cos 2-fJ }112 
IKn(z)l= p"+i a2n+2(p)-cos2(n+1)U ' 
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THEOREM 5.2. If dA. (t) = (1- t 2)112 dt on ( -1, 1), and n is odd, then 

(5.10) 

i.e., the maximum of !K" (z )I (n odd) on ~P is attained on the imaginary axis. 
Proof. It is obvious that 

az-cosUJ- az + 1 ---=---,;,.__--< for all it, all n, 
a2n+2 -cos 2(n + 1)0 azn+2 -1' 

with equality holding when it= 11'/2 and n is odd. With (5.9), this gives the desired 
result. 0 

If, in Theorem 5.2, n is even, computation shows that the maximum of IKa(z)l 
on ~P is attained slightly off the imaginary axis. 

5.2. Jacobi measure with a= -i and p = i. The orthogonal polynomials in this 
case are those with respect to dA. (t) = ./ (1 + t)/ (1- t) dt, and are given by 

(z) = Tza+1(./!(z + 1)) 
Pn .f!(z + 1) ' 

where T2n+1 is the Chebyshev polynomial of degree 2n +1. With z =!(u +u-1), so 
that ./!(z + 1) = (u + 1)/(2~), we find by (5.2), after a little computation, 

( ) u"+1 +u-" 1( -1) 
Pn Z = U + 1 , Z = 2 U + U • 

Furthermore, 

J1 Pn(t) f1+i dt=J..,.2cos(2n+1){J/2cosit/2 diJ 
-1 z -tv~ 0 z -cos it 

= l.,. cos (n + 1)1J +cos nit dit, 
o z-cosiJ 

hence, using (5.3), 

J1 Pa(t)~+t d _ 21f'(u+1) 
1 l- ( 1) n+1' -1Z-t -t u-u u 

There follows 

Pn(Z) 27T(U+1)2 

11'n(Z) = (u -u-1)u"+\u"+1 +u ")' 

and, by an elementary computation, 

'
K ( )I- 271' a1(p)+cosit 

"z -~ {[az(p)-cos21J][azn+1(p)+cos(2n+1)1J]}172 ' 
(5.11) 

where a1(p) is again given by (5.5). 
LEMMA 5.2. There holds 

(5.12) a1(p)azn+t(p)-1 ( 1) 2 

az(p) -1 > n +2 ' 

1 ( i.'t -1 -i.'t) a> z = 2 p e +p e E rop, 

n = 1, 2, 3, · · · , p > 1. 
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Proof. A simple computation based on the definition (5.5} of ai(p) yields 

al(p)a2n+l(p)-1_!{p2"+2-1}2 !{ p2"-1 }2 
( - "(p2 + n l(p2 1) · a2 p)-1 2 p -1) 2 p -

1179 

Applying to each of the two squares on the right the reasoning used in the proof of 
Lemma 5.1 produces the lower bound ![(n+1)2 +n 2]=n2+n+!>n 2+n+!= 
(n +!)2 • 0 

THEOREM 5.3. IfdA(t)=.J(l+t)/(1-t)dton (-1, 1), then 

(5.13) max IKn(z)l =Kn(!(p +p-1)), 
zeW., 

i.e., the maximum of IKn (z )I on ~P is attained on the positive real axis. 
Proof. We shall show that the expression on the right of (5.11), considered as a 

function of {} on [0, 7r ], attains its maximum only at {} = 0. Using 

a2(P,) = 2[at(P )]2 -1, 

we can write this assertion in the form 

at+cos{J at+1 
------------------------< ' 
(at- cos{} )(a2n+t +cos (2n + 1){}) (at -1)(a2n+l + 1) 

0<{} ~'Tr, 

where ai = ai(P ). Clearing the denominators, and multiplying out everything, produces 
an aggregate of terms that can be combined to suggest the introduction of half angles, 
and then yields the equivalent inequality 

at(a2n+t + 1) !(at -1) sin2 ((2n + 1)iJ-/2) sin2 (2n + 1)~2 > 0. 
at+ 1 2 sin2 (IJ/2) 

Now the left-hand side is larger than or equal to 

at(a2n+t + 1) !(at _ 1)(2n + 1)2 _ 1 = 2(at _ 1) {ata2n+1 -1 (n +-21) 2}, 
at+1 2 a2-1 

which is strictly positive by Lemma 5.2. 0 

5.3. Gegenbauer measure. In the case a = {3 we have only empirical results based 
on computation. These seem to indicate the following. If -1 <a ~ -!, we have the 
behavior exhibited by the Chebyshev polynomials of the first kind: The maximum of 
IK~"'·"'>(z)l on ~Pis attained on the real axis, i.e., we have (5.7). If -!<a <0, the 
maximum is attained on the imaginary axis if n = 1; as n becomes larger, the maximum 
point moves along ~P to the real axis, more rapidly so, the larger p is. If 0 ~a, the 
maximum is attained on the imaginary axis, except when n is even and p not too 
large, in which case it is assumed slightly off the imaginary axis. Thus, the Chebyshev 
polynomials of the second kind (cf. Theorem 5.2) are a prototype for the case a E;O. 

Another interesting empirical observation is the apparent monotonic decrease of 
maxzew., IK~"'·"'l (z )I as a function of a, a > -1, for fixed p and n. 

5.4. General Jacobi measure. For arbitrary -1 <a < {3 we again have only 
empirical information, the extent of computational experimentation being of necessity 
more limited. What appears to be happening, nevertheless, is the following: For all 
-1 <a ~ -!, a < {3, we have (5. 7), i.e., the maximum occurs on the positive real axis. 
For -!<a < {3, the maximum point for IK~"'·~> (z )I on ~P is located to the right of the 
imaginary axis and is moving toward the positive real axis as both p and n increase. 
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As a practical matter, it was determined that a generally good estimate of the 
maximum of IK~a.~> (z)l on ~P can be found as follows, if a ~p: 

max IK~a.s> (z )I= . 
(5.14) {K~'"·~>(!(p +p-1)), if -1 <a~-!, 

ze~p max {K~a.~> (!(p +p - 1)), ~K~a.~>(i(p -p -t)) 1}. otherwise. 

If a > p, the estimate (5.14), by symmetry, continues to hold if K~a.~> (!(p + p - 1)) is 
replaced by IK~a.~> (-!(p +p - 1))1. The value of the kernel K~"·~> (z) on the imaginary 
axis, z = iy, y >0, can be computed to a relative accuracy of e as in (4.3), (4.4), where 
z = iy, and where v may be taken to be the smallest integer satisfying (4.7). 

S.S. Error bound. To obtain the error bound in final form, assume, for definite­
ness, that (5.7) holds. Since the ellipse ~P has length l(~p) = 4e - 1E(e ), where 

(5.15) 
2 

e = 1 p+p 

is the eccentricity of ~P and 

J.
'fr/2 

(5.16) E(e)= 
0 

.J1-e2 sin2 1Jd{J 

the complete elliptic integral of the second kind, we obtain from (1.6) 

(5.17) 2 
e = -1· p+p 

Again it is possible to optimize the bound on the right as a function of p. Also, the 
bound (5.17) can be used in connection with the modified quadrature rule (3.5) if ~P 
contains all the poles Pi· 

6. Examples. 
Example 6.1. 

Jt cos[w(t+1)]dt=!lo(2w), 
-1 .J(3+t)(1-t) 2 

w>O. 

We take for dA the Jacobi measure dA (t) = (1- t)-112 dt with parameters a = -!,.· 
P = 0. Accordingly, 

(6.1) f(z) =cos [w(z + 1)], 
.J3+z 

the square root being understood in the sense of the principal value. We first illustrate 
the error bounds based on circular contours. 

The singularity closest to the origin is the branch point at z = -3; hence all circles 
C, with 1 < r < 3 are admissible. To bound f on Cn we note 

Jcos [w(z + 1)]1 = ile -wy eiw(x+1) +e"'Y e -iw(x+l) I 

z =x +iy, 

and 
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so that 

(6.2) 1/(z)l;:;!c~), 
3-r 

z eC,. 

Since we are in the first case of Theorem 3.1, we obtain, according to (3.4 ), 

(6.3) IRn(f)l;:;! r · Kn(r) · c~h (wr), 
3-r 

1<r<3. 

The bound on the right of (6.3) may be optimized as a function of r by using a 
simple dichotomous search procedure in combination with the recursive algorithm 
(4.3)-(4.5) for evaluating Kn(r). A few optimal values ropt of r thus computed, and 
corresponding optimal bounds, are shown in Table 6.1, together with the modulus of 

TABLE 6.1 
Optimal error bound (6.3) and actual error. 

w n fopt bound error w n fopt bound error 

.5 5 2.853 1.19 (-6) 3.93 (-9) 8.0 5 1.628 3.29 (1) 1.05 (-1) 
10 2.928 3.83 (-14) 6.73 (-17) 10 2.481 4.90 (-5) 3.01 (-7) 
15 2.952 1.05 (-21) 1.25 (-24) 15 2.851 3.19 (-12) 3.50(-15) 
20 2.964 2.68 (-29) m.p. 20 2.925 1.03 (-19) 1.27 (-24) 

1.0 ,5 2.828 4.69 (-6) 4.36 (-9) 25 2.951 2.83 (-27) m.p. 
10 2.922 1.57 (-13) 6.33 (-17) 16.0 5 1.224 1.94 (6) 3.82(-1) 
15 2.950 4.36 (-21) 1.10 (-24) 10 1.615 3;41 (2) 3.10 (-2) 
20 2.963 1.13 (-28) m.p. 15 2.095 1.69 (-3) 9.38 (-7) 

2.0 5 2.752 7.63 (-5) 3.88 (-7) 20 2.558 5.78 (-10) 5.22 (-13) 
10 2.908 2.89 (-12) 7.04 (-17) 25 2.832 3.70(-17) 1.90 (-20) 
15 2.944 8.28 (-20) 1.38 (-24) 30 2.917 1.25 (-24) 3.64 (-27) 
20 2.960 2.17 (-27) 2.27 (-28) 32.0 5 1.074 1.33 (14) 5.21 (-1) 

4.0 5 2.380 1.37 (-2) 7.69 (-5) 10 1.203 8.56 (11) 1.63(-1) 
10 2.860 9.32 (-10) 5.98 (-14) 20 1.608 3.62 (4) 2.14 (-3) 
15 2.929 2.94 (-17) 4.92 (-25) 30 2.109 8.57 (-7) 3.05 (-12) 
20 2.952 8.02 (-25) 2.35 (-27) 40 2.612 7.48 (-20) 1.21 (-24) 

the actual errors. (Numbers in parentheses indicate decimal exponents. Close to 
machine precision, the actual error may be larger than the bound; this is indicated 
by "m. p." for "machine precision".) The actual error was computed in double precision 
on the CDC 6500 computer (machine precision of approx. 29 decimal digits), using 
software for Gaussian quadrature rules currently under development and a well-known 
recursive procedure (see, e.g., [3]) for evaluating the Bessel function J0 • 

Several interesting features are worth noting: The optimal radius r opt increases 
with n, approaching the radius of convergence r = 3 rather quickly when w is small 
or moderately large. This is so, presumably, because of the "weak" nature of the 
singularity. Increasing w, on the other hand, has the effect of reducing r opt· The bounds 
are seen to overestimate the error by several orders of magnitude, becoming ludicrously 
large when w is large and n relatively small. The latter is caused by the highly oscillatory 
behavior off on the circle C,. The use of ellipses, snuggling closely around the interval 
[ -1, 1], improves the matter considerably; see Table 6.3. While it is true that the 
bounds are excessively conservative, it must also be noted that the actual errors 
decrease rapidly with increasing n. Using the bounds to estimate not the error, but 
the appropriate value of n to be used, yields an overestimation of n by only a few 
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units (1-2 in most cases, as was determined by additional computation). In this sense, 
therefore, the bounds obtained are not without practical interest. 

For purposes of reference, we list the true values of the integral (to 27 decimals) 
in Table 6.2. 

(6.4) 

TABLE 6.2 
True values of the integral in Example 6.1. 

w (1T/2)Jo(2w) 

.5 1.20196 97153 17206 49913 66624 46 
1.0 .35168 68134 78300 44589 24008 93 
2.0 -.62384 14625 21423 05380 16654 91 
4.0 .26962 84573 43048 89859 64559 11 
8.0 -.27473 08229 73313 5902911052 65 

16.0 .21689 40013 17366 77422 90002 39 
32.0 .14544 00510 86862 9839153851 72 

Using elliptic contours, we have in place of (6.2), 

lf(z)l ~cosh (!~(p -p~l))' 
.J3-'i,(p+p ) 

Z E 'l:p • 

The empirical information mentioned in§ 5.4 suggests the use of (5.17), giving 

IRn(f)l~~e-lE(e) ·Kn(e-l). cosh(!w(p-p-1)), 
7T .J3-e 1 

(6.5) 
e = 2/(p +p - 1), 1 <p <3 +.J8 = 5.828 · · ·. 

We have also optimized this bound as a function of p, using the polynomial approxima­
tions in [2] to evaluate E(e ). The results are similar to those in Table 6.1, for relatively 
small w, with the bounds being consistently somewhat smaller. The improvement 
becomes more pronounced with increasing w, and is quite dramatic for w = 16 and 
w = 32, as is shown in Table 6.3. 

TABLE 6.3 
Optimal error bound (6.5) and actual error. 

w n Popt bound error 

16.0 5 1.138 2.64 (1) 3.82 (-1) 
10 2.116 5.15 (-1) 3.10 (-2) 
15 3.425 2.05 (-5) 9.38 (-7) 
20 4.589 1.91 (-11) 5.22 (-13) 
25 5.367 1.88 (-18) 1.90 (-20) 
30 5.625 7.11 (-26) 3.64 (-27) 

32.0 5 1.046 7.65 (1) 5.21 (-1) 
10 1.068 5.28 (1) 1.63(-1) 
20 2.063 8.09 (-2) 2.14 (-3) 
30 3.442 1.44 (-10) 3.05 (-12) 
40 4.678 9.87 (-23) 1.21 (-24) 
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The integral could be expressed in terms of the complex exponential integral 
Et(z) as 

(cf. [8, Eq. 5.1.43]). However, it is much simpler to evaluate it by the modified 
Gauss-Legendre quadrature rule (3.8) (where g(t) =e-1). 

We illustrate the use of ordinary Gaussian quadrature (i.e., without separating 
out the poles ±iw ), and compare error bounds based on circular and elliptic contours. 

Circular contours C, can be used only if w > 1 and require 1 < r < w. If we take 
dA (t) = dt, hence 

we find 
e -rcos, 

lf(z )I= {(r2 cos 28 +w 2)2 + r4 sin2 28}112 ' z = r e '" e C,. 

An elementary calculation shows that the denominator attains its minimum at 8 = 'TT'/2, 
so that 

(6.6) 
e' 

lf(z)l~-2 -2, 
w -r 

zeC., 1<r<w, dA(t)=dt. 

We will also consider dA (t) = e -I dt on [ -1, 1], a measure for which part (b) of Theorem 
2.1, hence the second statement in (3.1), is applicable. In this case 

and (6.6) is to be replaced by 

(6.7) 
1 

lf(z)l ~--r---2. w -r 

1 
f(z) = 2+ 2• z (l) 

zeC., 1<r<w, dA(t)=e- 1 dt. 

If w and rare large, one expects the error bound based on (1.6) and (3.1) to be more 
realistic in the case dA (t) = e -I dt than in the case dA (t) = dt, on account of the absence 
of the exponential e' in the bound of (6.7). Some selected numerical examples of 
error bounds that result from (1.6), (3.1) and (6.6), (6.7), after optimization in r, are 
shown in Table 6.4, together with the true errors. The true values of the integral were 
computed by the modified Gauss-Legendre formula (3.8), which converges quite 
rapidly, even for very small values of w. We quote as typical the error bounds 1.59( -3), 
5.45(-11), 3.11(-26) for n =2, 5 and 10, respectively, with associated optimal radii 
6.066, 12.038, 22.022, which hold when w = .1. Some reference values for the integral 
I (w) are given in Table 6.5. 

Before turning to error bounds based on elliptic contours, we digress briefly to 
explain how the Gauss formulae with measure dA (t) = e -I dt on [ -1, 1] were obtained. 
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TABLE 6.4 
Optimal error bounds for Example 6.2, based on circular contours, and actual errors. 

n 

5 
10 
15 
20 

5 
10 
15 
5 

10 

ropt 

1.414 
1.540 
1.559 
1.569 
2.858 
3.037 
3.094 
5.379 
5.995 

(I) 

.1 

.2 

.4 

.8 
1.6 
3.2 
6.4 

dA(t)=dt dA(t)=e-'dt 
bound ropt bound 

3.20 (-3) 1.498 1.06 (-3) 
1.86 (-7) 1.544 5.76 (-8) 
7.99 (-12) 1.561 2.41 (-12) 
3.04(-16) 1.570 9.06 (-17) 
9.63 (-7) 2.941 6.32 (-8) 
2.43 (-14) 3.060 1.31 (-15) 
4.26 (-22) 3.104 2.26 (-23) 
2.87 (-9) 5.854 1.10(-11) 
7.54 (-20) 6.107 1.92 (-22) 

TABLE 6.5 
True values of the integral in Example 6.2. 

1((1)) 

30.30306 13396 82348 898011277 
14.4852160752 92332 62573 9000 
6.49657 69543 56769 22643 33955 
2.53625 92876 02957 26987 44666 

.80972 41454 64440 32089 685001 

.22163 00516 42300 12649 17735 9 

.05686 69117 77072 55597 1157119 

error 

1.19 (-7) 
4.57(-13) 
1.73 (-18) 
6.54 (-24) 
1.97 (-9) 
1.37 (-17) 
9.47 (-26) 
4.45 (-12) 
4.70 (-24) 

We found it expedient to employ the modified Chebyshev algorithm [6, § 2.4] to 
generate the recursion coefficients for the required orthogonal polynomials from 
"modified moments". For the latter we chose Legendre moments, 

1 

( 6.8) f. Pn (t) e -t dt = .J21T i"-1121 n+t/2 (i), n = 0, 1, 2, · · · 
-1 

(cf. [9, Eq. 7.321]), where Pn is the Legendre polynomial. (Actually, they have to be 
normalized to correspond to the monic Legendre polynomials, which requires division 
by kn = (2n)!/(2nn !2).) Being expressible in terms of Bessel functions, these moments 
can be readily computed as minimal solution of the recurrence relation 

(6.9) Yn+l- (2n + 1)yn-Yn-1 = 0, 

especially since the initial value is simply 

(6.10) -1 yo=e -e . 

n = 1, 2, 3, · · ·, 

Once the recursion coefficients for the orthogonal polynomials 1Tn ( ·; e -t dt) are found, 
the corresponding Gauss formulae can be obtained from the associated Jacobi matrix 
by well-known procedures (cf., e.g., [4, § 5.1]). 

Returning now to elliptic contours 'lp, where p is to be constrained by 1 <p < 
w +.J w 2 + 1, we have in place of (6.6), 

exp ( -!(p + p - 1) cos 1J) 
1/(z )I~ {(!(p2 +p 2)-cos 2-tJ +w2 +It +-h(p2 -p 2)2 sin2 2-{}}1/2• 

(6.11) 
1(p j{t -1 -j{t) a> z =:.z e +p e e rop, dA(t) =dt. 
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The derivative with respect to tJ of the radicand in the denominator of (6.11) computes 
to 

-sin 2tJ{cos 2tJ + (p 2 + p - 2)(w 2 + !)}, 

and hence can only vanish at tJ = 0 and tJ = 71' /2 (modulo 71' ). The value of the radicand 
at tJ = 71' /2 is clearly the smaller of the two, so that 

(6.12) If( )IS exp(!(p+p-t)) ze~P• 1<p<w+v'w2+1, dA(t)=dt. 
z 2+1 !(p2+ 2)' w 2-4 p 

(The denominator in (6.12) is positive under the constraint imposed on p and w.) A 
similar bound, without the exponential in the numerator, holds in the case dA (t) = 
e -t dt. Neither in the case dA (t) = dt, nor in the case dA (t),; e -t dt do we have any 
theoretical basis upon which to evaluate max. eitp IKn (z )I. Nevertheless, empirical work 
alluded to in § 5.3 suggests the use of the approximation max.e~p IKn(z)l= 
1Kn((i/2)(p -p-1))j in the case dA(t) =dt. When dA(t) = e-r dt on (-1, 1], it was found 

TABLE 6.6 
Optimal error bounds for Example 6.2, based on elliptic contours, and actual errors. 

dA(t)=dt dA (t) = e-• dt 
w n Popt bound Popt bound error 

.1 5 1.066 1.81 (3) 1.052 6.23 (2) 3.11 (1) 
10 1.056 3.77 (2) 1.065 3.45 (2) 6.83 (0) 
15 1.078 2.74(2) 1.074 1.83 (21 2.96 (0) 
20 1.081 1.11 (2) 1.081 9.00 (1' 1.02 (0) 
40 1.092 3.98 (0) 1.092 3.39 (01 1.94 (-2) 
80 1.098 2.61 (-3) 1.098 2.30 (-3) 6.54 (-6) 

.2 5 1.148 1.52 (2) 1.136 7.87 (1) 3.86(0) 
10 1.167 2.70 (1) 1.169 2.04 (11 4.65 (-1) 
15 1.184 5.53 (0) 1.184 4.20(0) 6.50(-2) 
20 1.192 9.82 (-1) 1.192 7.68 (-1) 8.90(-3) 
40 1.205 6.71 (-4) 1.205 5.38(-4) 3.15 (-6) 
80 1.212 1.65 (-10) 1.212 1.34 (-10) 3.94 (-13) 

.4 5 1.359 7.27 (0) 1.360 4.45 (0) 1.98(-1) 
10 1.410 2.66 (-1) 1.412 1.76(-1) 3.97 (-3) 
15 1.431 7.93 (-3) 1.432 5.27 (-3) 8.07 (-5) 
20 1.442 2.12 (-4) 1.443 1.41 ( -4) 1.63 (-6) 
40 1.459 6.99 (-11) 1.459 4.68 (-11) 2.75 (-13) 
80 1.468 3.90(-24) 1.468 2.61 (-24) 3.51 (-26) 

.8 5 1.892 1.02(-1) 1.909 4.85 (-2) 1.68 (-3) 
10 1.981 1.32 (-4) 1.987 6.16 (-5) 1.12 (-6) 
15 2.013 1.30 (-7) 2.016 5.99 (-8) 7.41 (-10) 
20 2.030 1.14 (-10) 2.031 5.22 (-11) 4.89 (-13) 
40 2.055 4.26 (-23) 2.055 1.93 (-23) 9.46 (-26) 

1.6 5 3.142 3.22 (-4) 3.191 7.62 (-5) 1.19 (-7) 
10 3.313 2.53 (-9) 3.327 5.54 (-10) 4.57 (-13) 
15 3.370 1.45 (-14) 3.377 3.09 (-15) 1.73 (-18) 
20 3.400 7.33 (-20) 3.403 1.54 (-20) 6.54 (-24) 

3.2 5 5.796 5.96 (-7) 5.990 3.38 (-8) 1.97 (-9) 
10 6.198 9.34 (-15) 6.250 4.49 (-16) 1.37 (-17) 
15 6.322 1.00 (-22) 6.346 4.57 (-24) 9.47 (-26) 

6.4 5 10.773 2.62 (-9) 11.764 9.38 (-12) 4.45 (-12) 
10 12.047 6.16 (-20) 12.281 1.46 (-22) 4.70 (-24) 
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by computation that the maximum is attained close to, or on the nef-ative real axis, 
thus suggesting the approximation maxzEWp IKn (z )I""' IKn ( -!{p + p- ))I in the case 
dA(t)=e-'dt. With these approximations replacing Kn(e-1) in (5.17), the error 
estimate (5.17), when optimized as a function of p, yields the bounds shown in Table 
6.6. It can be seen that the bounds in the case dA (t) = e _, dt are consistently better 
than those for dA (t) = dt, appreciably so, if w is large. 
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Gaussian Quadrature Involving Einstein and Fermi 
Functions With an Application to 

Summation of Series* 

By Walter Gautscbi and Gradimir V. Milovanovic 

Abstract. Polynomials wk( ·) = wk( ·; d'A), k = 0, 1,2, ... , are constructed which are orthogo­
nal with respect to the weight distributions d'A(t) = (t/(e' - 1))'.dt and d'A(t} = 
(1/( e1 + 1})' dt, r = 1, 2, on (0, co). Moment-related methods being inadequate, a discre­
tized Stieltjes procedure is used to generate the coefficients a.k, {Jk in the recursion formula 
'~~'k+ 1 (t} = (t- ak}wk(t}- {Jkwk_ 1(r}, k = 0,1,2, ... , w0(t} = 1, w_1(t) = 0. The discretiza­
tion is effected by the Gauss-Laguerre and a composite Fejer quadrature rule, respectively. 
Numerical values of ak, {Jk, as well as associated error constants, are provided for 0 <1> k <1> 39. 
These allow the construction of Gaussian quadrature formulae, including error terms, with up 
to 40 points. Examples of n-point formulae, n = 5(5}40, are provided in the supplements 
section at the end of this issue. Such quadrature formulae may prove useful in solid state 
physics calculations and can also be applied to sum slowly convergent series. 

1. Introduction. We are interested in Gaussian quadrature on [0, oo] relative to the 
weight functions e,(t) = (tj(e 1 - 1))' and cp,(t) = (lf(e 1 + 1))'. These functions 
arise, for example, in solid state physics and are referred to, when r = 1, as Einstein 
and Fermi functions, respectively. Integrals with respect to the measure dA(t) = 
e,(t) dt, r = 1 and 2, are widely used in phonon statistics and lattice specific heats 
[7, §10], [1, §2.4], and occur also in the study of radiative recombination processes [9, 
§9.2]. Specifically, the average energy of a quantum harmonic oscillator of frequency 
w at temperature T (representing thermal vibrations of crystal lattice atoms) is given 
by 

(1.1) 
- hw u = --:----:---

exp( hwjkT) - 1 ' 

where h = h/2., (h is the Planck constant) and k is the Boltzmann constant. 
Therefore, U = kTe1(hw/kT), where e1 is Einstein's function. Letting g(w) denote 
the phonon density of states function, and integrating (1.1) over the entire frequency 
range, the total energy of thermal vibration of the crystal lattice becomes 

r' hw k 2T 2 foo 
(1.2) U = lo exp(hwjkT) _ 1 g(w} dw = -,- 10 e1(t)g((kT/Ii)t) dt. 

Received Aprilll, 1983; revised November 14, 1983 and April 3, 1984. 
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Furthermore, differentiating U with respect to temperature T, yields the crystal 
lattice heat capacity at constant volume, 

au 100 (liwfkT) 2 

Cv =aT= 2 kg(w)exp(liwjkT) dw, 
o (exp(liw/kT)- 1) 

that is, 

(1.3) k 2T1oo Cv = T 
0 

e2(t)f(t) dt where f(t) = e1g((kTjli)t). 

Similarly, integrals of the type f000 cp1(t)f(t) dt (in fact, more generally 
fo cp1(t- t0 )f(t) dt, for some parameter t0 ) are encountered in the dynamics of 
electrons in metals, where they express the specific heat of the electron gas [8, §9.17). 
For an application to heavy doped semiconductors, see also [10]. 

It will be shown in Section 4 that integration with respect to dA.(t) = e1(t) dt and 
dA.(t) = cp1(t) dt is also useful in summing slowly convergent series whose general 
term is expressible in terms of a Laplace transform or its derivative. 

Gaussian quadrature relative to the weight functions e, and cp, will be particularly 
attractive in the case r = 1, since both weight functions then have poles with 
nonzero residues, the former at 2mri, n = ± 1, ± 2, ... , the latter at (2n + 1)7Ti, 

n = 0, ± 1, ± 2, .... Classical integration, even based on Gauss-Laguerre quadrature, 
will often be too slow, but will be used to generate the desired quadrature rules, at 
least in the case of the weight function e,; see (2.3) below. 

The problem, basically, amounts to generating the coefficients ak, Pk in the 
recursion formula 

7Tk+ 1(t) = (t- ak)7Tk(t)- Pk7Tk_ 1(t), k = 0, 1,2, ... , 

7T_ 1{t) = 0, 7T0{t) = 1 

for the (monic) orthogonal polynomials 7Tk( ·) = 7Tk( ·; dA. ), k = 0, 1, 2, .... <Po is 
arbitrary, but will be defined as Po= f000 dA.(t).) Once the first n of these coeffi­
cients, ak, pk, k = 0, 1, ... ,n - 1, and Pn, are known, them-point Gaussian quadra­
ture formula 

(1.4) 

oo m 1 /(t) dA.(t) = L A,J( '7'1.) + Rm{!), 
0 1'=1 

Rm{!) = Ym/(2m)( 'T), 0 < 'T < 00, 

including the error constant Ym• can easily be obtained for any m with 1 ~ m ~ n. 
The nodes '7'" = '~'Jm>, indeed, are the eigenvalues of the (symmetric tridiagonal) 
Jacobi matrix 

ao {li; 0 

{li; a1 {ii; 
J = m 

• vPm-1 

0 vPm-1 am-1 

702



GAUSSIAN QUADRATURE INVOLVING EINSTEIN AND FERMI FUNCTIONS 179 

while the weights A.,.= A.~m> are given by A.,.= {J0v;,~ in terms of the first components 
v,.,1 of the corresponding normalized eigenvectors; see, e.g., [3, §5.1]. Moreover, 

m = 1,2, ... ,n. 

A number of methods are available, and have been analyzed in [4], for computing 
the recursion coefficients ak, {Jk. They are either based on the moments (or modified 
moments) of the weight distribution dA.(t), or else use a suitable discretization of the 
inner product 

(u, v) = 100 u(t)v(t) dA.(t), 
0 

u,v E P, 

where u, v are polynomials. In the next section we discuss the relative merits of these 
methods for constructing the particular orthogonal polynomials at hand. 

2. Generation of the Recursion Coefficients. We consider first the weight function 
e,. The classical approach (for example, the Chebyshev algorithm; see [4, §2.3]) 
departs from the moments of the weight function, which, in the case at hand, can be 
expressed in terms of the Riemann zeta function n z ), 

P.k = fooo tke,(t) dt 

(2.1) 
{ (k + 1)!r{k + 2), r = 1, 

= (k + 2)![r(k + 2)- r(k + 3)], r = 2, 
k = 0,1,2, .... 

It is well-known, however, that the moments P.k define the recursion coefficients ak, 
{J k and the associated Gaussian quadrature formulae poorly in a numerical sense. 
The map G, from the first 2n moments P.k• k = 0, 1, 2, ... ,2n - 1, to the weights "A~"> 
and nodes"·<"> of then-point Gaussian formula, in fact becomes progressively more 
ill-conditioned as n increases. This is illustrated in Table 2.1, where in the second 
and third column the condition number of this map (in the sense of [4, Eq. (3.1l)f]) 
is shown as a function of n for r = 1 and r = 2, respectively. (Numbers m 
parentheses indicate decimal exponents.) 

n 

3 

6 
9 

12 
15 
18 

TABLE 2.1 

The numerical condition of various maps relating to the construction 
of orthogonal polynomials '1T k ( · ; E, dt), r = 1, 2. 

cond G,. condG,. cond G,. n cond H,. cond H, 
r=1 r=2 r = 1 r=1 r=2 

1.686{2) 7.620{1) 1.415(1) 5 7.665(0) 7.980(0) 
1.288(5) 7.171(4) 2.934(3) 10 2.163(1) 2.161(1) 
9.092(7) 5.820(7) 9.795(5) 15 3.299(1) 3.356(1) 
6.334(10) 4.471(10) 4.039(8) 20 4.256(1) 4.244(1) 
4.409{13) 3.344(13) 1.878(11) 30 6.761(1) 6.783(1) 
3.076(16) 2.465(16) 9.441(13) 40 8.531(1) 8.556(1) 
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Sometimes the condition can be improved by employing modified moments 
vk = foPk(t)e,(t) dt, where { Pk} is a system of (monic) polynomials suitably 
chosen. If the support interval is infinite, however, as in the case at hand, the 
improvement is often not sufficient to make this a viable alternative. The fourth 
column of Table 2.1 indeed confirms this. Here, r = 1, and e1(t)- te- 1 as t ~ oo, so 
that the monic Laguerre polynomials with parameter a = 1, 

k = 0, 1' 2, 0; 0' 

appear to be the most natural choices for the polynomials p k· The corresponding 
modified moments can be shown to be expressible in terms of the (forward) 
differences, with unit step, of the Riemann zeta function at z = 2, 

k = 0, 1,2,. 0 •• 

The map Gn in Table 2.1 is the map from the first 2n normalized modified moments 
jik = vk[f0(X)pZ(t)te- 1 dt]-112, k = 0, 1, ... ,2n- 1, to the weights 'A\n) and nodes -rv<n> 
of the n-point Gaussian quadrature formula (1.4) (with d'A(t) = e1(t) dt). The 
entries in the fourth column exhibit the estimate derived in [4, Eq. (3.15)] for the 
condition of Gn. It can be seen that cond Gn, while somewhat smaller than cond Gn, 
is still growing unacceptably fast. 

The modified Chebyshev algorithm (cf. [4, §2.4]), run in single precision on the 
CDC 6500 (machine precision: ca. 15 significant decimal digits), with the modified 
moments (2.2) computed in double precision, indeed loses accuracy very much in 
accordance with the growth of cond Gn; the number of correct decimal digits 
observed in ak, {3k, k = 3(3)18, is 14, 11, 10, 6, 2, 0, respectively, not a single digit 
being correct for k = 18, not even the sign of /318• 

An additional complication arises in connection with the high-order differences in 
(2.2), which are subject to considerable cancellation errors. Fork = 40, for example, 
one must expect a loss of approx. 12 decimal digits. 

In contrast, methods based on discretization appear to be incomparably more 
effective, particularly if one uses the natural discretization based on the Gauss­
Laguerre quadrature rule, 

1oo ( t )' 11oo ( tjr )' p(t) -- dt =- p(t/r) _ 1 e- 1 dt 
0 e1 - 1 r 0 1 - e I r 

(2.3) 
pEP. 

Here, -rf are the zeros of the Laguerre polynomial of degree N, and 'A~ the associated 
Christoffel numbers. The discretized Stieltjes procedure (cf. [4, §2.2]), based on (2.3), 
then converges fairly rapidly as N ~ oo. For example, to obtain the first 12 
recursion coefficients (n = 12) to 12 correct decimals [25 correct decimals] requires 
N = 49 [N = 127], when r = 1, and N = 41 [N = 85], when r = 2. The first 40 
coefficients (n = 40) can be obtained accurately to 25 decimal digits with N = 281 
for r = 1 and N = 201 for r = 2. Also the numerical stability of the procedure, 
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which is roughly determined (cf. [4, §3.4]) by the condition of the map 

is rather good. This can be seen from the last two columns of Table 2.1, which 
display the condition number of Hn in the sense of [4, Eq. (3.8)f]. 

One might expect that a discretization analogous to the one in (2.3) works well 
also for the weight function !p,. This, however, is not the case, at least not if r = 1. 
Convergence turns out to be slow on account of the poles at ± iw, which are twice as 
close to the real axis as in the case of e1. For example, to obtain 20 correct decimal 
digits (in the case r = 1 and for n = 40), requires N = 361. We used instead a 
discretization procedure based on the composite Fejer quadrature rule, decomposing 
the interval of integration into four subintervals, [0, oo] = [0, 10] u [10, 100] u 
(100, 500] U [500, oo ]. Using N = 201 for r = 1, and N = 281 for r = 2, on each 
subinterval, then yields the first n = 40 recursion coefficients accurately to 25 
decimal digits. The same procedure (with n =50 and N = 251) was also used to 
check the computation based on (2.3) for e,, r = 1, 2. The maximum discrepancy 
observed was 1 unit in the 25th digit. 

3. Numerical Results. Using the procedures outlined in the last two paragraphs of 
Section 2, we obtained the results shown in Tables 1-4 of the Appendix. The 
coefficients Po = k(2) = w2/6 in Table 1 and Po = 2[S(2) - !{3)] in Table 2 (cf. Eq. 
(2.1)), agree to all 25 decimal digits with the values obtained from the 41S-table of 
the Riemann zeta function in (6]. Similarly, one checks the values Po = In 2 in Table 
3 and Po = In 2 - t in Table 4. Corresponding n-point Gaussian quadrature for­
mulae, n = 5(5)40, for r = 1 and r = 2, can be found to 25 significant decimal digits 
in Tables 5-8 in the supplements section at the end of this issue. 

We illustrate these formulae by computing the integrals 

100 t 
/1 = e-'--dt = s(2) - 1, 

o e'- 1 

/ 2 = 100 e-'( - 1 - )
2 

dt = 2[r{2, 2) - 2f(3, 2)], 
o e 1 - 1 

100 dt 
/ 3 = e-'-- = 1 -ln2, 

o e 1 + 1 

100 dt 3 
/ 4 = e- 1 =-- 2ln2, 

o (e'+ 1)2 2 

where s(z, a) is the generalized zeta function. Table 3.1 shows then-point approxi­
mations I;(n) to I;. i = 1,2, together with the relative errors r;(n), for n = 5(5)25. 
Similarly, I;( n) and r;( n ), i = 3, 4, are shown in Table 3.2. In each entry the first 
digit in error is underlined. The error term in (1.4) yields the bounds Yn/1;. 
i = 1, 2, 3, 4, for the relative error, which can be computed with the help of Tables 
1-4 of the Appendix and the limit values in Tables 3.1, 3.2; they are summarized in 
Table 3.3 for n = 5(5)25. The bounds for / 2, / 4 are seen to be considerably sharper 
than those for / 1, / 3• 
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TABLE 3.1 

Gaussian approximations of the integrals I 1 and I 2 and relative errors. 

n 11(n) r1(n) / 2 (n) r2 (n) 

5 .644]42 
10 .6449340~94 

15 .644934066848Q17 
20 .64493406684822643!31 
25 .6449340668482264364712 

3.0(-4) 
1.1(-8) 
3.2(-13) 
8.0(-18) 
1.8(-22) 

.4816_J85 

.48164052105]37 

.481640521058075731!84 

.481640521058075731345877§ 

TABLE 3.2 

4.1(-6) 
1.5(-12) 
3.3(-19) 
1.1(-25) 

Gaussian approximations of the integrals I 3 and I 4 and relative errors. 

n 13(n) r3(n) /4 (n) r4 (n) 

5 .3068!71 1.2(-4) .113705J28 9.7(-7) 
10 .306852811!54 2.9( -9) .113705638880Q91 1.5( -13) 
15 .3068528194400]58 6.2(-14) .11370563888010938116_J23 2.0(-20) 
20 .306852819440054690f08 1.2(-18) .1137056388801093811655358 6.1(-26) 
25 .3068528194400546905827697 2.3(-23) 

TABLE 3.3 

Relative error bounds for I; ( n), i = 1, 2, 3, 4. 

n Yn/11(n) Y./12(n) Y./l3(n) Y.ll4(n) 

5 4.8(-2) 8.3(-5) 1.2(-2) 1.3(-5) 
10 1.1(-4) 3.0(-10) 1.6(-5) 1.9(-11) 
15 1.9(-7) 6.7(-16) 2.0(-8) 2.3(-17) 
20 2.7(-10) 1.2( -21) 2.3(-11) 2.5(-23) 
25 3.6(-13) 1.8(-27) 2.5(-14) 2.7(-29) 

4. Summation of Series. As an application of Gaussian integration with weight 
functions e1 and cp1, we consider the summation of series whose general term is 
expressible in terms of the derivative of a Laplace transform, or in terms of the 
Laplace transform itself. Suppose, for example, that ak = -F'(k}, where 

(4.1) 

Then 

that is, 

(4.2a) 

F(p) = 100 e-Ptf(t) dt, 
0 

Rep~ 1. 

00 00 00 00 t 
L ak = L 1 te-k'l(t) dt = 1 -,-f(t) dt, 

k=l k=l o o e - 1 

00 00 

- L F'(k) = 1 f(t)e1(t) dt. 
k=l 0 

Similarly, for "alternating" series, one obtains 

(4.2b) 
00 00 

- L (-1)k- 1F'(k) = 1 f(t)tq>l(t) dt 
k=l 0 
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and 

(4.2c} 
00 00 

L (-1)k-lF(k) = 1 f(t)cpl(t) dt. 
k=l 0 

If the series on the left are slowly convergent and the respective function f on the 
right is smooth, then low-order Gaussian quadrature applied to the integrals on the 
right provides one (among many other) possible summation procedure. Iff exhibits 
singularities, then the weight function may have to be modified if the effectiveness of 
the procedure is to be preserved (cf. Example 4.4). In the following examples, "(a)", 
"(b)", "(c)" refers to a, b, c of Eq. (4.2). 

Example 4.1. (a) Ef:'_ 1(k + 1)-2 = 'TT 2/6 - 1. Here, -F'(p) = (p + 1)- 2, and 
F(p) = (p + 1)-1, the integration constant being zero on account of F(p)---+ 0 as 
p -+ oo. Thus, f(t) = e- 1, and the second column of Table 3.1 shows the rapid 
convergence of Gaussian quadrature in this case. For example, 15-point quadrature 
already yields 12 correct decimal digits. In contrast, ro 000 terms of the series would 
give only 3-digit accuracy. 

(b) Ef:'_ 1(-1)k- 1(k + 1)- 2 = 1- ., 2/12. Applying Gaussian quadrature to the 
integral in (4.2b) yields the results shown in Table 4.1. To guarantee, on the basis of 
Leibniz' convergence criterion, the same accuracy as the one achieved for n = 15 
would require the summation of approximately 690 000 terms. 

(c) Ef:'_ 1(-1)k-l(k + 1r1 = 1- ln2. The convergence behavior of Gaussian 
quadrature applied to the integral in (4.2c) is evident from the second column of 
Table 3.2. 

n 

5 
10 
15 
20 
25 
30 

TABLE 4.1 

Gaussian approximations K ( n} of the integral 

K= 100 e-'t(e'+ 1r1 dtandre/ativeerrors. 
0 

K(n) r(n) 

.177753 1.2( -3) 

.1775329780 6.5( -8) 

.17753296657§25 2.1(-12) 

.1775329665758867~15 5.5(-17) 

.177532966575886781764027 1.3(-21) 

.177532966575886781763792 1.4(-25) 

Example 4.2. F(p) = r 1exp(-ljp), -F'(p) = (p- 1)p- 3 exp(-1/p). The origi­
nal function is here f(t) = J0 (2{i). This being an entire function, we expect 
Gaussian quadrature in (4.2) to converge rapidly. This is confirmed in Table 4.2, 
which shows the relative errors for then-point formula, n = 2(2)12. The exact sums 
(to 24 significant digits), as determined by Gaussian quadrature, are, respectively, 

00 

L (k- 1)k-3 exp(-1/k) = .342918943844609780961838, 
k=l 

00 

L (-1)k- 1(k- 1)k- 3 exp(-1jk} = -.0441559381340836052736928, 
k=l 

00 

L {-1)k-lk-1 exp(-1/k) = .197107936397950656955672. 
k=l 
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The first 10 000 terms of the series yield, respectively, 3, 7 and 4 correct decimal 
digits. The Bessel function J0 was evaluated by means of the rational approximations 

in [5] indexed 5852, 6553 and 6953. 

TABLE 4.2 

Relative errors in Gaussian approximation of the integrals 

in (4.2, a-c), where F(p) = r 1 exp(-1/p ). 

n (a) (b) (c) 

2 4.48(-2) 8.95(-1) 1.77(-2) 
4 3.80( -6) 2.39( -4) 9.65( -7) 
6 3.35(-11) 3.71(-9) 6.32(-12) 

8 7.01(-17) 1.13(-14) 1.05(-17) 
10 6.86( -23) 1.08( -20) 1.27( -23) 
12 1.93( -23) 

Example 4.3. F(p) = (1 + p 2)-112, -F'(p) = p(1 + p 2)- 312• Here, f(t) = 

J0(t)-again an entire function. Convergence of Gaussian quadrature in (4.2), while 

still satisfactory, is not quite as fast as in Example 4.2, presumably since the 

argument of J0 is now essentially squared. The relative errors are shown in Table 4.3. 
For reference, we list the exact values of the respective sums: 

00 

I: k(1 + k 2f 312 = .900524735348125924300853, 

00 r (-1)k-lk(1 + k 2r 312 = .234771442466894018686113, 
k-1 

00 r (-1)k-l<1 + k 2r 112 = .440917473865185397183787. 
k-1 

The first 10 000 terms yield 3, 8 and 4 correct decimal digits, respectively. 

TABLE4.3 

Relative errors in Gaussian approximation of the integrals 

n 

5 
10 
15 
20 
25 
30 
35 

in (4.2, a-c), where F(p) = {1 + p 2t 12• 

(a) 

1.68(-3) 
8.03(-7) 
4.05(-10) 
1.64(-13) 
5.79(-17) 
2.69(-20) 
5.11(-24) 

(b) 

8.15(-3) 
4.75(-6) 
2.99(-9) 
7.61( -13) 
5.64(-16) 
8.25(-20) 
8.01(-23) 

(c) 

1.99(-4) 
2.11(-7) 
9.01( -12) 
2.26(-14) 
2.52(-19) 
2.33(-21) 
3.88(-25) 
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Example 4.4. F(p) = 2r1(p + 1)-112, -F'(p) = (3p + 2)p- 2(p + 1)-31 2• Here 
we have an example in which the original function, f ( t) = 2 erf .fi, is no longer 
smooth, having a square root singularity at t = 0. 

TABLE 4.4 

Relative errors in Gaussian approximation of the integrals in ( 4.2, a-c), where 

F(p) = 2p-1(p + 1f112, using weight functions t 11 2e1(t) and t 11 2cp1(t). 

n (a) (b) (c) 

5 2.10(-5) 4.69(-5) 9.20( -6) 
10 5.47(-10) 1.54(-9) 1.58(-10) 
15 1.24(-14) 3.88(-14) 2.70(-15) 
20 2.62(-19) 8.78(-19) 4.61(-20) 
25 5.17(-24) 1.85(-23) 4.91(-25) 

This severely retards convergence of Gaussian quadrature in ( 4.2). When n = 40, for 
example, the relative errors are still 4.29( -4), 7 .19( -6) and 4.80( -4), respectively. 
Better results can be obtained by integrating with respect to the measures tlf2e1(t) dt 
and tlf2cp1(t) dt. The recursion coefficients for the corresponding orthogonal poly­
nomials have been computed by a discretized Stieltjes procedure [4, §2.2] involving 
two different discretizations, one on the interval [0, 10], where a Gauss-Jacobi 
quadrature with parameters a = 0, fJ = ! (to account for the tlf2-singularity at 
t = 0) was used, and one on the interval [10, oo ], where we used Gauss-Laguerre 
quadrature as before. With the special Gaussian quadrature rules thus obtained, 
convergence of the summation process is very satisfactory; see Table 4.4. The exact 
values of the sums are: 

00 

l: (3k + 2)k- 2(k + 1f312 = 2.571949632310480570278028, 

00 

l: (-1)k-l(3k + 2)k- 2(k + 1)-312 = 1.485761529223412110869727, 
k=l 

00 

I: (-1)k- 12k-1(k + 1fv2 = t.o3952653371156898297162o. 
k-1 

The error function was evaluated by a double precison version of the incomplete 
gamma function routine in [2], observing that erf .fi = g*(!, t) in the notation of [2]. 

Acknowledgment. The authors are indebted to Professors R. Colella and N. D. 
Stojadinovic for discussions of solid state physics applications and for the references 
[1 ], [7]-[10]. 
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Appendix At: Recursion coefficients ak, Pk and error constants 'Yk for orthogonal 
polynomials '1Tk( ·; E,dt), r = 1, 2. 

TABLE 1 
Recursion coefficients and error constants in the case r = 1 

k alpha(k) 

0 1.461525938802876997452073d+OO 
1 3.704191444329339513502262d+OO 
2 5.770998656928091792159882d+OO 
3 7.806080700729485272611407d+OO 
4 9.82866055395294278392255ld+OO 
5 1.184477941123603649109013d+Ol 
6 1.385703960780471652429146d+Ol 
7 1.586677509199924741103502d+Ol 
8 1.787475083747655673320589d+Ol 
9 1.988144159703517937644880d+Ol 

10 2.188715988022024871783867d+01 
11 2.389212101665985380091942d+01 
12 2.589647889789580024594387d+01 
13 2.790034684747346719114197d+01 
14 2.990381042491900192595802d+Ol 
15 3.190693560926138060674934d+01 
16 3.390977421289520548874486d+01 
17 3.59123675702259148598959Bd+Ol 
18 3.791474911571057075454825d+01 
19 3.991694622623751660309063d+01 
20 4.191898156385961846196465d+01 
21 4.392087407159060452589958d+01 
22 4.592263972351102829585861d+01 
23 4.792429209778631102387506d+01 
24 4.992584281999713000914784d+01 
25 5.192730191011571674407B9Sd+01 
26 5.39286780569477520591043ld+Ol 
27 5.592997883731142093202883d+01 
28 5.793121089264575994179349d+Ol 
29 5.993238007249056752337411d+01 
30 6.193349155194253981710560d+01 
31 6.393454992848980916810097d+01 
32 6.593555930237275729008440d+01 
33 6.793652334368491309339130d+Ol 
34 6.993744534872518593930477d+01 
35 7.193832828757930287545616d+01 
36 7.393917484449982621596683d+Ol 
37 7.593998745233871150386916d+Ol 
38 7.794076832204093652786452d+01 
39 7.994151946801537136949917d+01 

beta ( k) 

1.644934066848226436472415d+OO 
1.811783690642112489289654d+OO 
5.676288706260277787680856d+OO 
1.156744408657869148844530d+01 
1.947389445016451747566531d+Ol 
2.939056708923949547049877d+Ol 
4.131469329707496049141402d+Ol 
5.524456680862040935918879d+Ol 
7.117904800086908599819680d+01 
8.911733086545634278259615d+Ol 
l.090588203798980126014925d+02 
1.310030623930625789347323d+02 
1.549497009045172820025340d+02 
l.808984506906222174100004d+02 
2.088490790318381268700652d+02 
2.388013930944475277549535d+02 
2.707552309641486213037546d+02 
3.04710455116924196784213ld+02 
3.406669475630502474295334d+02 
3.786246061681214841053902d+02 
4.185833418200242159627432d+02 
4.605430762155397308587299d+02 
5.045037401085301054018693d+02 
5.504652719072102149716323d+02 
5.984276165390506043752540d+02 
6.483907245234129654656713d+02 
7.003545512072496003149494d+02 
7.543190561301266397056653d+02 
8.102842024927851127149421d+02 
8.682499567093196335570932d+02 
9.282162880274321890289169d+02 
9.90l831682045221630508258d+02 
1.05415057122989259024757ld+03 
1.120118473085291539833540d+03 
1.188086851537513352077144d+03 
l.258055685957963670922452d+03 
l.330024957165022879643043d+03 
l.403994647285782417304167d+03 
l.479964739634320690278091d+03 
1.557935218604162422993492d+03 

gamma ( k) 

l.6449d+OO 
1.490ld+OO 
7.0487d-Ol 
2. 7178d-01 
9.4512d-02 
3.0864d-02 
9.6602d-03 
2.9323d-03 
8.6965d-04 
2.5327d-04 
7.2688d-05 
2.06lld-05 
5.7857d-06 
1.6102d-06 
4.4482d-07 
1.2210d-07 
3.3325d-08 
9.0503d-09 
2.4469d-09 
6.5894d-10 
1.7681d-10 
4. 7287d-ll 
l. 2609d-ll 
3.3531d-l2 
8.8944d-13 
2.3539d-l3 
6.2163d-14 
l.6384d-14 
4. 3103d-15 
1.1320d-15 
2.9682d-16 
7. 77lld-17 
2.0317d-17 
5.3049d-18 
1.3834d-18 
3.6032d-l9 
9.3747d-20 
2.4365d-20 
6.3263d-2l 
1.6410d-2l 
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TABLE 2 
Recursion coefficients and error constants in the case r = 2 

k alpha ( k) 

0 8.110623843271969462056717d-01 
1 2.082489563360933113678297d+OO 
2 3.180472732492342276049514d+OO 
3 4.230464687232567728899659d+OO 
4 5.261814180222519507249016d+OO 
5 6.28397033564142307i715338d+OO 
6 7.300777826737402137770257d+OO 
7 8.314124893536196732880721d+OO 
8 9.325070412859877386826831d+OO 
9 1.033426456179618464586238d+01 

10 1.134213320133091970071013d+01 
11 1.234896912257135049629721d+01 
12 1.335498141987434463665121d+01 
13 1.436032407203413184648565d+01 
14 1.536511338808887561282313d+01 
15 1.636943912406203612259834d+Ol 
16 1.737337182454617157330816d+01 
17 1.837696782017803014429121d+01 
18 1.938027271912508051564886d+Ol 
19 2.038332390222895035094720d+01 
20 2.13861523419118477650827ld+01 
21 2.238878395166622155008636d+01 
22 2.33912406031241676691632ld+Ol 
23 2.439354090348347602881194d+Ol 
24 2.539570079737826452062748d+Ol 
25 2.639773403826193082384386d+01 
26 2.739965256151148169598840d+01 
27 2.840146678261384239170508d+01 
28 2.940318583760677307621679d+01 
29 3.040481777855517934134407d+Ol 
30 3.140636973368393222174353d+Ol 
31 3.240784803948646086438457d+Ol 
32 3.340925835043190608386017d+Ol 
33 3.441060573062978667260308d+Ol 
34 3.541189473086012145546484d+Ol 
35 3.641312945365461559438722d+Ol 
36 3.741431360856105438919087d+Ol 
37 3.841545055929548135777313d+Ol 
38 3.941654336415387638822144d+Ol 
39 4.041759481079403079082453d+Ol 

beta(k) 

8.857543273772643021453540d-01 
s.721932339461376964598JS8d-ol 
1.759962195010899092957389d+OO 
3.452384919203117354550957d+OO 
5.646769389936900623699487d+OO 
8.344355062173523581471496d+OO 
1.154523064520239591047982d+Ol 
1.524904924910513826966172d+01 
I.945541436638288259572407d+01 
2.416397877514391584300045d+01 
2.937445596792765549373146d+01 
3.508661182861105008895423d+01 
4.130025409989901518132003d+01 
4.801522341847326505433396d+01 
5.52ll38632084691795947509d+Ol 
6.294862990488389566003207d+01 
7.116685775941257898687472d+01 
7.988598684014213308377918d+01 
8.910594504902261454319077d+Ol 
9.882666933905573379469390d+01 
1.090481042149328176517281d+02 
1.197702005348084683811837d+02 
1.309929145435295611827254d+02 
1.427162070855731132915232d+02 
1.549400429588849232857666d+02 
1.676643903802234140414907d+02 
1.80889220539524670602025ld+02 
1.946145072259288312221530d+02 
2.08840226511943565234401ld+02 
2.235663564851183557323020d+02 
2.387928770188127033667876d+02 
2.545197695753403827498683d+02 
2.707470170360892004885838d+02 
2.8747460355424~0893092687d+02 
3.047025144265597523463770d+02 
3.224307359812435482146968d+02 
3.406592554795780835373940d+02 
3.593880610292548417862187d+02 
3.786171415077789828663518d+02 
3.983464864945479141401659d+02 

gamma(k) 

8.8575d-Ol 
2.534ld-Ol 
3.7166d-02 
4.2771d-03 
4.3128d-04 
3.9986d-05 
3.4973d-06 
2.9303d-07 
2.3754d-08 
1.8758d-09 
1.4500d-10 
1.1012d-ll 
8.2392d-13 
6.0862d-14 
4.4465d-15 
3. 2172d-16 
2.3081d-17 
1.6433d-18 
1.162ld-19 
8.1686d-21 
5.710ld-22 
3.9715d-23 
2.7497d-24 
1.8958d-25 
1.3020d-26 
8.9102d-28 
6.0775d-29 
4.1327d-30 
2.8022d-31 
1.8950d-32 
1.2783d-33 
8.6024d-35 
5.7764d-36 
3.8708d-37 
2.5888d-38 
1. 7282d-39 
1.1516d-40 
7.6617d-42 
5.0892d-43 
3.3754d-44 
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Appendix A2: Recursion coefficients ak, Pk and error constants "Yk for orthogonal 
polynomials '1Tk( ·; q>,dt), r = 1, 2. 

TABLE 3 
Recursion coefficients and error constants in the case r = 1 

k alpha(k) 

0 l.l86569110415625452821723d+OO 
1 3.096354215396777385868097d+OO 
2 5.072227279535603748526280d+OO 
3 7.060122627907580237773362d+OO 
4 9.052561940107377063359596d+OO 
5 1.104727510638861953173980d+01 
6 1.304331396591818524168138d+01 
7 1.504020434367328423625343d+Ol 
8 1.703767964046364214939868d+01 
9 1.903557704350381572369641d+01 

10 2.103379079950742683676929d+01 
11 2.303224885358531450836922d+01 
12 2.503090019979752716730524d+01 
13 2.702970758679743587962983d+01 
14 2.902864309137106670368192d+Ol 
15 3.102768531646223714519018d+01 
16 3.302681755330956598650822d+01 
17 3.502602653879355465420772d+01 
18 3.702530159288482391627409d+01 
19 3.902463400604857779043088d+01 
20 4.102401659529770734984583d+01 
21 4.302344337664627204795512d+01 
22 4.502290931954042200448238d+01 
23 4.702241016007743824559445d+01 
24 4.902194225707601499580970d+01 
25 5.102150247984585443741200d+01 
26 5.302108811972419260339366d+01 
27 5.502069681965214136421960d+01 
28 5.702032651759905847302053d+01 
29 5.901997540072814624028685d+Ol 
30 6.101964186797382815216901d+01 
31 6.301932449926549963911066d+01 
32 6.501902203004635984103630d+01 
33 6.701873333004339765889443d+01 
34 6.901845738547507308111824d+01 
35 7.101819328405769019780267d+Ol 
36 7.301794020230469238292916d+Ol 
37 7.501769739471571379108481d+Ol 
38 7.701746418453185730908012d+Ol 
39 7.901723995579593585500405d+01 

beta(k) 

6.931471805599453094172321d-01 
1.193356045789508659178946d+00 
4.191806424549042451590083d+OO 
9.215367385434641976544932d+OO 
1.623913244828318399783906d+01 
2.526147321685195747738024d+01 
3.628235105123771646231038d+01 
4.930193771925747304811208d+Ol 
6.432041306075684261406964d+Ol 
8.133793106899114661883749d+01 
1.003546181232714737844363d+02 
1.213705773374930439179113d+02 
1.443858933064312247341199d+02 
1.694006360695312561343422d+02 
1.964148642010325651995636d+02 
2.254286271736712212879007d+02 
2.564419671643648677565733d+02 
2.89454920441689966823BB51d+02 
3.244675184414076026002832d+02 
3.614797BB6084236427B81509d+02 
4.004917550625525317022511d+02 
4.415034391301419740031332d+02 
4.845148597725808406593359d+02 
5.295260339347629377708534d+02 
5.765369768308248977038621d+02 
6.255477021802805949656030d+02 
6.765582224045888408376B74d+02 
7.295685487919013322017815d+02 
7.845786916360230644686497d+02 
8.415BB6603543216590530846d+02 
9.005984635BB3343186160464d+02 
9.616081092900618200644516d+02 
1.024617604796350530317238d+03 
l.OB9626956893303904655591d+03 
1.156636171872303425240697d+03 
1,22564525557893255B332990d+03 
1.296654213455868932332327d+03 
1.369663050580626665464266d+03 
1.444671771698882809763324d+03 
1.521680381254001740382063d+03 

gamma(k) 

6.9315d-01 
4.1359d-01 
1.4447d-01 
4.4379d-02 
1.2869d-02 
3.6122d-03 
9.9286d-04 
2.6896d-04 
7.2081d-05 
1.9160d-05 
5.0599d-06 
1.3293d-06 
3.4770d-07 
9.0616d-08 
2.3543d-08 
6.1002d-09 
1.5770d-09 
4.0683d-10 
1.0476d-10 
2.6935d-ll 
6.9148d-12 
1. 7729d-12 
4.540ld-13 
1.1614d-13 
2.9681d-14 
7.5782d-15 
1.9333d-15 
4.9283d-16 
1.2554d-16 
3.1958d-17 
8.1303d-18 
2.0672d-18 
5.2532d-19 
1.3343d-19 
3.3873d-20 
8.5956d-21 
2.1803d-21 
5.5280d-22 
1.40lld-22 
3.5498d-23 
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TABLE 4 

Recursion coefficients and error constants in the case r = 2 

k a1pha(k) 

0 6.695404638538438232387227d-01 
1 1.664686133009829680011075d+OO 
2 2.619431841015758476604192d+OO 
3 3.593865366974072299756279d+OO 
4 4.579560611244422509231409d+OO 
5 5.570393244889081013183465d+OO 
6 6.563863856463274821282662d+OO 
7 7.558890435710582391017287d+OO 
8 8.554931506945101735350174d+OO 
9 9.551680424073512844025433d+OO 

10 1.054894749426849736758553d+01 
11 1.154660774499827949400336d+01 
12 1.254457487195045007921430d+01 
13 1.354278703591B51122550789d+01 
14 1.45411985846388167319097Bd+01 
15 1.553977497041409480722936d+01 
16 1.653848949597723105885520d+01 
17 1.753732115701126023268357d+01 
18 1. 8536i5316885666471251907d+01 
19 1.953527193452852551824561d+01 
20 2.053436630566769258684606d+Ol 
21 2.153352704286241009913773d+01 
22 2.253274641468520667332283d+01 
23 2.353201789515210436373844d+01 
24 2.453133593225018788013906d+01 
25 2.553069576859866483809419d+01 
26 2.653009330090433519953643d+01 
27 2.752952496866371491931937d+01 
28 2.852898766517794626792057d+01 
29 2.952847866577761073760216d+01 
30 3.052799556945594577910743d+01 
31 3.152753625104640930157417d+01 
32 3.252709882176421757703103d+Ol 
33 3.35266815964358382359483Bd+01 
34 3.452628306611646621975720d+01 
35 3.5525901B7507868194832644d+01 
36 3.652553680137070829557449d+01 
37 3.75251B674030767687262801d+01 
38 3.852485069038683713846996d+Ol 
39 3.952452774121695980565398d+Ol 

beta( k) 

1.931471805599453094172321d-Ol 
3.705278710851684856806622d-Ol 
1.154907853652601365365824d+OO 
2.416782871937569027723998d+OO 
4.178983363598481071166374d+OO 
6.442373341823139342338233d+OO 
9.205824543736968972236729d+OO 
1.246885990410737186232674d+01 
1.623136041040844992228737d+01 
2.049332827585098989839084d+01 
2.525480038308609252223979d+01 
3.051582056896307516793924d+Ol 
3.627643102788570772578227d+Ol 
4.253666988039415434188650d+Ol 
4.929657079160519734344687d+Ol 
5.655616326612624756002118d+Ol 
6.431547313435234317081962d+Ol 
7.257452305464815707363551d+01 
8.133333297094291496385707d+Ol 
9.059192050950994107419572d+01 
1.003503013155485508754740d+02 
1.106084893360278480033078d+02 
1.213664970566454120865567d+02 
1.326243357004168602197873d+02 
1.443820153944878713298334d+02 
1.566395453107226933490024d+02 
1.693969337846574069748673d+02 
1.826541884165723339055932d+02 
1.964113161577435259558123d+02 
2.10668323384365569164109Bd+02 
2.2542521596ll781753560632d+02 
2.406819992964582304786437d+02 
2.564386783897402174805713d+02 
2.726952578733870106688784d+02 
2.894517420489383379229000d+02 
3.067081349190064005746629d+02 
3.24464440215359801741690Bd+02 
3.427206614237321739508610d+02 
3.614768018058060537519Bl9d+02 
3.807328644l87519319245180d+02 

gamma(k) 

1.9315d-Ol 
3.5783d-02 
3.4439d-03 
2. 7744d-04 
2.0704d-05 
1.4820d-06 
1.0336d-07 
7.0810d,-09 
4.7889d-10 
3.2072d-ll 
2.1315d-12 
1.4079d-13 
9.2524d-15 
6.0549d-16 
3.9482d-17 
2.5666d-18 
1.6640d-19 
1.0764d-20 
6.9479d-22 
4.4767d-23 
2.8797d-24 
1.8497d-25 
1.186Sd-26 
7.6022d-28 
4.8653d-29 
3.1106d-30 
l.9869d-31 
1.268ld-32 
8.0864d-34 
5.1529d-35 
3.2813d-36 
2.0882d-37 
1.32Bld-38 
8.4422d-40 
S.3635d-41 
3.4059d-42 
2.1617d-43 
1.3715d-44 
8.6975d-46 
5.5135d-47 

713



190 WALTER GAUTSCHI AND GRADIMIR V. MILOVANOVIC 

Department of Computer Sciences 
Purdue University 
West Lafayette, Indiana 47907 

Faculty of Electronic Engineering 
Department of Mathematics 
University of Ni~ 
18000 Ni§, Yugoslavia 

1. J. S. BLAKEMORE, Solid State Physics, 2nd ed., Saunders, Philadelphia, Pa., 1974. 
2. W. GAUTSCHI, "Algorithm 542-lncomplete gamma functions," ACM Trans. Math. Software, v. S, 

1979, pp. 482-489. 
3. W. GAUTSCHI, "A survey of Gauss-Christoffel quadrature formulae," in E. B. Christoffel-The 

Influence of his Work in Mathematics and the Physical Sciences (P. L. Butzer and F. Feher, eds.), 
Birkhi\user Verlag, Basel, 1981, pp. 72-147. 

4. W. GAUTSCHI, "On generating orthogonal polynomials," SIAM J. Sci. Statist. Comput., v. 3, 1982, 
pp. 289-317. 

5. J. F. HART et al., Computer Approximations, Wiley, New York-London-Sydney, 1968. 
6. A. McLELLAN IV, "Tables of the Riemann zeta function and related functions," Math. Comp., v. 

22, 1968, Review 69, pp. 687-688. 
7. S. S. MITRA & N. E. MASSA, "Lattice vibrations in semiconductors," Chapter 3 in: Band Theory and 

Transport Properties (W. Paul, ed.), pp. 81-192. Handbook on Semiconductors (T. S. Moss, ed.), Vol. 1. 
North-Holland, Amsterdam, 1982. 

8. F. REIF, Fundamentals of Statistical and Thermal Physics, McGraw-Hill, New York, 1965. 
9. R. A. SMim, Semiconductors, 2nd ed., Cambridge Univ. Press, Cambridge, 1978. 

10. R. J. VAN OVER.STRAETEN, H. J. DEMAN & R. P. MERTENS, "Transport equations in heavy doped 
silicon," IEEE Trans. Electron Dev., v. ED-iO, 1973, pp. 290-298. 

714



MATHEMATICS OF COMPUTATION 
VOLUME 44, NUMBER 169 
JANUARY 1985, PAGES S1-Sll 

Supplement to 
Gaussian Quadrature Involving Einstein 

and Fenni Functions with an 
Application to Summation of Series 

By Walter Gautschi and Gradimir V. Milovanovic 

TA.BLE 5. Nodes and weights for n-point Gaussian quadrature with respect to the 

weight function <1(t)=t/(et-l) on (0,~), n=5(5)40. 

n zero(n) weight(n) 

1 3.479535131203533535888906d-01 7.413801893864949064648418d-01 
2 1.789519270251396059078587d+OO 7.11279396853423032472763ld-01 
3 4.317073039784563286568702d+OO 1.810544213015127812690667d-01 
4 8.124316435674601205701546d+OO 1.113156581019995660932093d-02 
5 1.399259503591182245471045d+Ol 8.849349659575965642269187d-05 

n zero(n) weight(n) 

1 1.712764587800172362970467d-01 4.017581983871970550764847d-Ol 
2 8.916728564071628155969295d-01 6.178151502068598877652466d-01 
3 2.154696241995276926728150d+OO 4.309238491671243158403736d-01 
4 3.940962194432075308546014d+OO 1.601831853477292223382136d-01 
5 6.273054978120200583717756d+OO 3.111600156831707548706688d-02 
6 9.219833208404748987213936d+OO 3.002950279906314058385099d-03 
7 1.289612902426177067770092d+01 1.324400356318608169220646d-04 
8 1.749262020229698453921089d+01 2.28073401532276726442836Sd-06 
9 2.337506876689075787489480d+01 1.111475587288852659683946d-08 

10 3.148092990870547794581304d+01 6.689509433931585817256954d-12 

n zero(n) weight(n) 

1 1.122689742882840428560134d-01 2.717674922677317952221318d-01 
2 5.872942570832169304369100d-01 4.852206727225164096245477d-01 
3 1.427134594172779508922935d+OO 4.581586361360587417881249d-Ol 
4 2.616230204390486070960179d+OO 2.806056660239435321238224d-01 
5 4.148505367683641117556727d+OO 1.135140668971388075471236d-01 
6 6.033516951668504802085092d+OO 2.998304918534276590192265d-02 
7 8.294299990936086527007386d+OO 5.098666065215486743990180d-03 
8 1.096384343614386146477958d+01 5-482040128082603574763532d-04 
9 1.408587628929527609167703d+01 3.618564942449709026477206d-OS 

10 1.771999691156769233871477d+01 1.398222595231963340037460d-06 
11 2.19Sl26297803758949286577d+01 2.936603420052541839075062d-08 
12 2.690847821599200481688143d+01 2.982123035751269147999240d-10 
13 3,280454835374218314720542d+01 1.20307931027707265686040ld-12 
14 4.004648974077095940531751d+Ol 1.324544206896025265830478d-15 
15 4.967641464169027902025467d+01 1.54641524Sl23910288693076d-19 
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A NOTE ON THE CONTOUR INTEGRAL REPRESENTATION 
OF THE REMAINDER TERM FOR A GAUSS-CHEBYSHEV 

QUADRATURE RULE* 

WALTER GAUTSCHit, E. TYCHOPOULOS:j:, AND R. S. VARGA§ 

Abstract. It is shown that the kernel K,.(z), n(even) E: 2, in the contour integral representation of the 
remainder term of the n-point Gauss formula for the Chebyshev weight function of the second kind, as z 
varies on the ellipse ~P = {z: z = p e1" +p-I e-1", 0:;;; b ;a 2?T}, p > 1, assumes its largest modulus on the 
imaginary axis if p;;; Pn+I, where Pn+I is the root of a certain algebraic equation. If 1 < p < Pn+I• the 
maximum is attained near the imaginary axis within an angular distance less than 7T/(2n +2). The bounds 
{p,+1} decrease monotonically to 1. 

Key words. Gauss-Chebyshev quadrature, remainder term for analytic functions, kernel of contour 
integral representation 

AMS(MOS) subject classification. 65D32 

1. We are dealing here with the remainder term Rn(f) ofthe Gaussian quadrature 
rule for the Chebyshev weight function of the second kind, 

(1.1) Jl n 

_/(t)(l- t2 ) 112 dt = v~l A S")f( ,sn)) + Rn(f), 

where rS") =cos (v7T/(n + 1)), A sn) = '7T sin2 ( V7T/(n + 1))/(n + 1), v = 1, 2, ... 'n. We 
assume that f is analytic inside of, and continuous on, an ellipse 

(1.2) ?CP = {z: z = !(u + u- 1), u = p e11', 0~-& ~277} 

with foci at z = ± 1 and with the sum of the semi-axes equal to p, p > 1. The remainder 
Rn(f) of (1.1) has the form (cf. [1]) 

Rn(f)= 2
1 . J Kn(z)f(z) dz, 
7Tl 'lfp 

(1.3) 

so that 

(1.3') 

where /( ?CP) denotes the length of ?CP. Since f(z) and ?CP are assumed known, the first 
two terms on the right side of ( 1.3') can be calculated, and our interest then is in 
determining where on lev the kernel Kn(z) assumes its maximum modulus. In view of 
Kn(z) = Kn(z) and Kn( -z) = -Kn(z), the modulus of Kn is symmetric with respect to 
both coordinate axes: 

(1.4) 

Thus, consideration may be restricted to the first quarter of ?CP, i.e.~ to the interval 
0~1't~7r/2 in (1.2). 
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220 W. GAUTSCHI, E. TYCHOPOULOS, AND R. S. VARGA 

It is known that, when n is odd, the maximum of IKn(z)l on ~P is attained on 
the imaginary axis [1, Thm. 5.2]. It is remarked in [1] that when n is even, the maximum 
" ... is attained slightly off the imaginary axis." The purpose of this note is to amplify 
this statement and make it more precise. Defining 

(1.5) a1 =a1(p)=!(p1+p-1}, j=1,2,3,···, p>1, 

we will prove, in fact, the following theorem. 
THEOREM 1. For each positive integer n with n ~ 2, let Pn > 1 be the unique root of 

(1.6} 
a1(p) 1 
--=-
an(P) n 

(p>1). 

Then, if n ~ 2 is even, we have 

(1.7) Te~~ IKn(z)l = IKn (~ (p- P-I}) I if P ~ Pn+lt 

i.e., the maximum of IKn(z)l on ~P' when p ~ Pn+t. is attained on the imaginary axis. 
If 1 < p < Pn+t, then the maximum in (1.7) is attained at some z = z* = 
!(p ei"* + p- 1 e-i"*) E ~P with (n/(n + 1))'11'/2< U*< '11'/2. 

In Table 1 we display Pn for n = 2(1 )40 to 10 decimal places. Since p -<n-l) < 
a1(p)/an(p)<2p/p" =2p-<n-l) for p> 1, putting p=pn we obtain from (1.6) that 

(1.8) 

This shows, in particular, that Pn ~ 1 as n ~ oo. The next theorem establishes monotonic­
ity of the Pn and sharpens the bounds in (1.8). 

THEOREM 2. The roots Pn > 1 of (1.6) satisfy 

(1.9) Pn > Pn+l for all n ~ 2. 

Moreover, if An:= (2n) 11", and if JLn, n ~2, is the unique positive root (by Descartes' 
rule of signs) of 

(1.10) 

then 

(1.11) An< Pn < JLn for all n ~ 2. 

It is easily seen that the bounds in (1.11} are sharper than those in (1.8), except 
when n = 2, in which case the lower bounds are both equal to 2. 

TABLE 1 
The roots p,. > 1 of (1.6). 

n p,. n p,. n p,. n p,. 

11 1.3290434092 21 1.1956793660 31 1.1427199553 

2 2.2966302629 12 1.3068931058 22 1.1884619640 32 1.1390810161 

3 1.9318516526 13 1.2878200461 23 1.181809~074 33 1.1356405646 

4 1. 7390838834 14 1.2712053026 24 1.1756552136 34 1.1323822718 

5 1.6180339887 15 1.2565878778 25 1.1699441267 35 1.1292915806 

6 1.5341771340 16 1.2436169389 26 1.1646282627 36 1.1263554696 
7 1.4722691130 17 1.2320204906 27 1.1596666536 37 1.1235622539 
8 1.4244774799 18 1.2215842188 28 1.1550238943 38 1.1209014162 
9 1.3863414780 19 1.2121368378 29 1.1506692205 39 1.1183634632 

10 1.3551231521 20 1.2035397132 30 1.1465757653 40 1.1159398028 
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REMAINDER TERM FOR GAUSS-CHEBYSHEV QUADRATURE 221 

The proofs of Theorems 1 and 2 will be given in §§ 3 and 4, respectively. Section 
2 contains some auxiliary results. 

2. 
LEMMA 1. For each positive integer n, set 

(2.1) ( ) ._ sin u?T 
'Pn u .-sin ((1-u)?T/(n+1))' 

where 'Pn(l) := limup 'Pn(u). Then 'Pn(u) increases monotonically from 'Pn(O) = 0 to 
'Pn(1) = n + 1 as u varies from zero to 1. 

Proof. Since sin 0"1T = sin [ (1 - u) 1r], we can write 'Pn ( u) as 

'Pn(u)=sin[(~+l)u] where (1-u)?T 
sm u n+ 1 

: u, 

so that O~u~?T/(n+1). Furthermore, 

sin [(n + l)u] 
(cos u =: x), 

Stn U 

where Un(x) is the Chebyshev polynomial (of the second kind) of degree n. It is well 
known that Un(x) is increasing from Un(cos ( ?T/(n + 1))) = 0 to Un(1) = n + 1 as x 
increases from cos ( ?T I ( n + 1)) to 1 (hence u increases from zero to 1), from which 
the assertions of Lemma 1 follow. 0 

LEMMA 2. Let 'Pn be as in Lemma 1, and set 

(2.2) ( 1-u ) · t/ln( 0") :=COS O"?T + (n + l)cpn( u) COS -- 1T , 
n+l 

Then t/Jn(u) increases monotonically from t/Jn(O) = 1 to t/fn(l) = (n + 1)2 -1 as u varies 
from zero to 1. 

Proof. The limit values follow directly from the limit values of 'Pn in Lemma 1. 
Differentiating (2.2), we get 

( 1-u) (1-u) t/l~(u) = -?T sin u?T+ ?Tcpn(u) sin -- ?T + (n + l)cp~(u) cos -- ?T 
n+l n+1 

( 1-u ) = -?T sin u?T + ?T sin u?T + (n + 1)cp~( u) cos -- ?T 
n+1 

=(n+l)cp~(u)cos( 1 -u ?T), 
n+1 

which is positive by Lemma 1. 0 

3. 
Proof of Theorem 1. From [1, eq. (5.9)] we have 

(3.1) 
(1T-Ipn+IIKn(z)l)2= aip)-cos2t't ' 

a2n+iP)- cos 2(n + l)t't 

z =!(p e1" + p- 1 e-1") e 'l:P. 

By (1.4), it -suffices to consider 0~ t't ~ ?T/2. Denote 

(3.2) ( ) _ a2 -cos 2t't 
Kn t't - ( ) , 

a2n+2- cos 2 n + 1 t't 
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where a 2 , a 2n+2 are as defined in (1.5). By symmetry, 

(3.3) 

Let 

(3.4) 
n 1T {} ·=--

»" n+1 2· 

Since cos 2{} ~cos 2{)-" for 0 ~-& ~ {}"' we have 

a2-cos 2-&n 
Kn( {}) ~ = Kn( -&n), 

a2n+2 -1 
(3.5) 

where the equality on the right follows from cos 2(n + 1){)-" =cos n1r = 1, since n is 
even. Differentiating (3.2) gives 

(3.6) [a2n+l -cos 2(n + 1)-& ]K~( {}) + Kn( {}) · 2(n + 1) sin 2(n + 1)-& = 2 sin 2-&, 

from which it follows that (a2n+2 -l)K~( -&") = 2 sin 2-&n, hence 

(3.7) 

Letting max0;;ii~;;;1T; 2 Kn ( {}) = Kn ( -&*), we conclude from (3.5) and (3.7) that 

(3.8) 

Differentiating (3.6) once more, and then setting -& = 1r/2, gives 

(3.9) 1 ( 7T) 2 a2 + 1 [ a 1 ] 
2 

-(a2n+2 +1)K~ - =(n+1) 1= (n+1)- -1, 
4 2 a2n+2 + 1 an+! 

since a2 + 1 = 2ai, a2n+l + 1 = 2a~+t· From the definition of Pn ( cf. (1.6)) and from the 
fact that a 1(p)/an+ 1(p) for p> 1 decreases monotonically, we get from (3.9) that 

(3.1 0) 

If 1 < p < Pn+t, i.e., K~( 7T/2) > 0, it is clear from the second relation in (3.3) that 
-&* < 1r /2 in (3.8), proving the second statement of the theorem. 

If p ~ Pn+t. i.e., K~( 7T/2) ~ 0, we now show that 

(3.11) 

We introduce the variable a by 

(3.12) 
n+a1r 

{}=---
n + 1 2' 

O<a<l. 

Using ( n +a)/ (n + 1) = 1- (1- a)/ ( n + 1), we can rewrite (3.6) in the form 

(3.13) 
[a2n+2 -COS0"7Tf 1 

2 sin ( (1 _a) 1T / ( n + 1)) K n ( {}) = azn+2- ( n + l)a2cpn (a)- rf!n (a), 

with 'Pn (a) and rf!n (a) as defined in Lemmas 1 and 2, respectively. By the assumption 
p ~ Pn+t, which implies an+t ~ (n + 1)a1 , hence 

a2n+2 = 2a~+t -1 ~ 2(n + 1)2ai -1 = (n + 1)2(a2 + 1) -1, 
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and using Lemmas 1 and 2, we find that the right-hand side of (3.13) is larger than or 
equal to 

(n + 1)2(a2 + 1) -1- (n + l)azfPn(u)- 1/!n(u) 

>(n+l)2(a2 +1)-1-(n+1)2a 2 -[(n+1)2 -l)=O, O<u<l. 

Therefore, K~( iJ-) > 0 for fJ-n < iJ- < 'TT/2, showing that f)-*= 7T/2 in (3.8). 0 

(4.1) 

4. We precede the proof of Theorem 2 with the following lemma. 
LEMMA 3. With An and JLn as defined in Theorem 2, there holds 

An > JLn+t for all n ~ 2. 

Proof Since Mn(JL), n ~ 2, in (1.10) has a unique positive zero JLn, and since 
Mn( +oo) = +oo, it is evident that Mn+t (p,) > 0 implies JL > JLn+t. It suffices, therefore, 
to show that · 

(4.2) 

This is clearly true when n = 2, since A2 = 2 and M3(A2) = 1. We may thus assume that 
n~3. 

We have 

Mn+ 1(An) =A~· A~ -(n+ l)(A~+ 1) =A~· 2n -(n+ 1)(A~ + 1) = -(n + 1) +(n -l)A~. 

When we write An= e1", ln = n-• log 2n, there follows 

Mn+ 1(An) = -(n + 1) + (n -1) e21" = -(n + 1) + (n -1)[1 +2ln + e21" -(1 +2ln)J 

= 2[ -1 + (n -l)ln] + (n -l)[e21"- (1 + 2/n)J. 

Here, the expression in the last bracket is clearly positive, and an elementary calculation 
shows that -1+(n-1)ln=-1+(1-n-1)log2n>O if n~3. 0 

Proof of Theorem 2. To establish (1.9), it suffices to prove the inequalities (1.11), 
since combining them with the inequality in Lemma 3 immediately gives Pn > An > 
JLn+l > Pn+t for all n ~ 2. 

Now (1.6) is equivalent to 

(4.3) 

Clearly, Ln (by Descartes~ rule of signs) has at most two positive zeros. Since Ln(O) = 1, 
L" ( 1) = 2- 2n < 0, and Ln ( +oo) = +oo, there are exactly two positive zeros, one in (0, 1) 
and the other in (1, oo). (Because p and p- 1 occur symmetrically in (1.6), one zero is 
the reciprocal of the other.) The larger of the two, as in Theorem 1, is denoted by Pn· 

We have 

Ln(P) = p2" + pzn-z_ pzn-z_ npn-l(p2+ 1)+ l 

= p2n-2( p2+ 1)- p2n-2- np"-1( p2 + 1) + 1, 

so that the equation in (4.3), after division by p"- 1(p 2+ 1), can be written in the form 

n-1 l n-t __ P __ + n 
p p2+ 1 pn-1( p2+ 1) . 

(4.4) 

Since Ln(P") = 0, dropping the third term on the left of ( 4.4), we arrive at 
n-1 

p~-·- :t+l <n or p:+ 1 -n(p~+l)<O. 
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In terms of the function M, in (1.10), this says M,( p,) < 0, and hence implies p, < f-t,, 
the right inequality in ( 1.11). 

To prove the left inequality of (1.11), we will show that 

(4.5) 

We now express L,(p) from (4.3) as 

L,(p) = p2 " -2np" + 1 +2np"- np" (p +~) 
= p"(p" -2n)+ 1 + np" [2- (P +~) ]. 

Since A,= (2n) 11 " = e'", I,= n-1 log 2n, this gives 

L,(A,) = 1 +4n 2(1- cosh I,)= 1- 2n 2 1~ -4n2[cosh 1, -1-!1~]. 

The expression in brackets, when expanded in Taylor's series, involves only positive 
terms and hence is positive, while 1 - 2n2 1~ = 1 - 2(log 2n )2 < 0 for all n ~ 2. This 
establishes (4.5) and completes the proof of Theorem 2. 0 
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Abstract: A study is undertaken of the kernels in the contour integral representations of the remainder terms for 
Gauss-Radau and Gauss-Lobatto quadrature rules over the interval { -1, 1). It is assumed that the respective end 
points in these rules have multiplicity two, and that integration is with respect to one of the four Chebyshev .weight 
functions. Of particular interest is the location on the contour where the modulus of the kernel attains its maximum 
value. Only elliptic contours are considered having foci at the points ± 1. 

Keywords: Gauss-Radau and Gauss-Lobatto quadrature rules, multiple end points, remainder term for analytic 
functions, contour integral representation. 

1. Introduction 

We continue here the analysis of the remainder term of quadrature rules for analytic 
functions, initiated in [3,4] for Gaussian quadrature rules, to deal with Gauss-Radau and 
Gauss-Lobatto rules with multiple end points, in particular, end points of multiplicity two. The 
case of simple end points was treated in [2]. The object is to determine where precisely the kernel 
in the contour integral representation of the remainder attains its maximum modulus along the 
contour. Of special interest are elliptic contours. As in [2], we will concentrate on the four 
Chebyshev weight functions. 

The Gauss-Radau rule with (positive) weight function w and end point -1 of multiplicity r 
is given by 

r-l n 

j 1 f(t) w(t) dt = L K~j<P>( -1) + L ,\~f( T,R} + R~.Af), 
-1 p~O .~1 

* Work supported, in part, by the National Science Foundation under grant CCR-8704404. 
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where the remainder R~ A f) is zero whenever I is a polynomial of degree ,;:; 2n + r- 1, 

R~ r{f) = 0, all IE IP>2n+r-1· (1.2R) 

This in particular implies that r,R must be the zeros of the polynomial 'lTn( ·; wR) of degree n 

orthogonal on [ -1, 1] with respect to the weight function 

wR(t) = (t+ 1)'w(t). (1.3R) 

(The case where + 1 is the given end point is easily reduced to (1.1R) by a change of variables.) 

Similarly, the Gauss-Lobatto rule (with end points of the same multiplicity, for simplicity) is 
r-1 n r-1 t l(t)w(t) dt = L K:;f(P)( -1) + L A.:l( 'f"L) + L ( -l)PJt~l(p)(1) + R~.r{!), 

-1 p~O v~l p~O 

where now 

R~.r{f) = 0, all IE IP>2n+2r-l• 

and r,L are the zeros of 'lTn( ·; wL), with 

wL(t) = (t 2 -1)' w(t). 

Letting 

w~,r(z; w)=(z+1)''1Tn(z; wR), w~,r(z; w)=(z 2 -1)''1Tn(z; wL), 

and defining 

! I WR,L(t· w) 
P~,';(z;w)= n,~_'1 w(t)dt, zEC\[-1,1], 

-I 

(1.1L) 

(1.4) 

(1.5) 

(where, to save space, we have combined two formulae into one), we have for the remainders in 

(l.lR) and (1.1L), when I is analytic in a domain !!J containing [ -1, 1], 

R~:;{!) = 2~i fKn~~L(z; w)l(z) dz. (1.6) 
r 

Here, r is any contour in !!J surrounding [ -1, 1], and the kernels Kn~L are given by 

R,L( . ) _ P~,'rL(z; W) 
Kn r z' w - R L( ) ' z E r. 

' "'n,'r z; w 
(1.7) 

This follows readily from Hermite's formula for the remainder term of interpolation (cf. [1, 
Theorem 3.6.1 and Corollary 3.6.3]) and subsequent integration over t. Clearly, 

KR,L(z· w) =KR,L(z· w) (1.8) 
n ,r ' n~r ' • 

It is useful to note that the normalization of the orthogonal polynomial 'lTn in (1.4) is 

unimportant, since any nonzero multiplicative factor will cancel out when the kernel is formed in 

(1.7). We shall frequently make use of this freedom later on, without special mention. 

From (1.6) one obtains the estimate 

1 
jR~:;{!)j,;:;-2 l(T)maxjKn~~L(z; w)jmaxJI(z)j, (1.9) 

'lT zET zET 

where /(T) is the length of r. Our interest will focus on the first maximum in (1.9), where it is 

useful to know the location on r where the maximum is attained. For the actual computation of 
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Kn~~L(z; w), for fixed z E r, we refer to the discussion in [4, §4]. In the following, we limit 
ourselves to elliptic contours, 

T=@"P={zEC: z~t(pe;11 +p- 1e-i8 ),0.::;;0.::;;2'1T}, p>1, (1.10) 

which we consider to be more flexible than circular contours. Indeed, they can be chosen (by 
selecting p sufficiently close to 1) to snuggle tightly around the interval [ -1, 1], thereby avoiding 
possible singularities off and preventing excessive growth of f along r. We shall furthermore 
assume throughout that r = 2 in (1.1R,d, i.e., we are dealing only with end points of multiplicity 
2. 

We begin in Section 2 with collecting explicit expressions for the kernels Kn~iL( ·; w) in the 
cases where w is any one of the four Chebyshev weight functions. The study of their maxima on 
r is then carried out in Section 3 for Radau, and in Section 4 for Lobatto formulae. Precise 
theorems will be established whenever possible, numerical and asymptotic analyses given 
otherwise. 

2. The remainder kernels for Chebyshev weight functions 

In this section we are gathering explicit expressions for the kernels KnR2L( z; w) in (1. 7), in the 
case where w is any one of the four Chebyshev weight functions 

2 -1/2 2 1/2 w1(t)=(1-t) , w2(t)=(1-t), 
w3(t) = (1- t)-1/2(1 + !)1/2, w4(t) = (1- t)1/2(1 + t)-1/2. 

(2.1) 

The expressions will all be in terms of the variable u, which is connected with z through the 
familiar relation 

(2.2) 
Since the derivations are often very similar to those in [2], we will limit ourselves to brief 
indications. More details will be provided only when new considerations are required. 

2.1. Gauss-Radau formulae 

For w = w1, we have from (1.3R) that 

wf(t) = (t + 1)2w1(t) = (1- t) -1/2(1 + t) 312 , 

so that by (1.4) and [2, Lemma 3.3) 

w~_2 (z; wJ=(1+z){~+ 1 (z)+ ;::i ~(z)}, (2.3) 

where V,. is the Chebyshev polynomial of the third kind. Therefore, by (1.5), since (1 + t) w1 ( t) = 
w3 ( t), 

(2.4) 
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Now using in (2.3), (2.4) the known expressions for V,(z) and /~ 1V,(I)w3 (1) dl/(z- t) in terms 

of the variable u of (2.2) (cf. [2, Eq. (3.14)]), and applying (1.7), one obtains 

2n + 1 
R ( . ) - 4'1T U + 2Jl+3 

Kn 2 Z' WI - ( 2 ) 2 + 1 . 
' U -1 Un 2:+ 3 [un+2+u-(n+I)]+[un+I+u-n] 

(2.5) 

In the case w = w2, we have w2R(t) = (1- t)112(1 + t) 512 , which requires two applications of [2, 

Lemma 3.2] to obtain 

R n+3 (n+3)(2n+5) 
wn,2(z; w2) = U,+2(z) + 4 2n + 3 U,+I(z) + (n + 1)(2n + 3) Un(z ), (2.6) 

with U, denoting the Chebyshev polynomial of the second kind. In combination with (1.5) and [2, 

Eq. (3.6)], this then yields 

R . - '1T(U2- 1) 
Kn 2(z, w2)- +4 ' un 

n+1 
an= 42n + 5' 

(n + 1)(2n + 3) 
Pn = (n + 3)(2n + 5) · (2.7) 

Similarly, when w = w3 , then w3R(t) = (1- t) -I/2(1 + t) 512 , and two applications of [2, Lemma 

3.3 and Eq. (3.14)] give 

R . _ 2'1T(u+1) 
Kn,2(z, w3)- (u-1)un+2 

2n + 1 
an= n + 2 ' 

(n + 1)(2n + 1) 
Pn= (n+2)(2n+5) · 

(2.8) 

Finally, for w = w4 , we have w4R(I) = (1- 1)112(1 + 1) 312 , and [2, Lemma 3.2 and Eq. (3.6)] 

combine to produce 

2.2. Gauss-Lobatto formulae 

For w = w1 we have from (1.3d that 

2 3/2 
W1L(1) = (1- 12 ) w1(t) = (1- 12 ) , 
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so that (2, Lemma 3.1] and the same argumentation as used in (2, §3.2] yields 

w!-,2 (z; w1 ) = -Hn + 1)(n + 2)(1- z 2 ){ U,+ 2(z)- ~: i U,(z)}. 

Then (1.5) and (1- t 2)w1(t) = w2 (t), in conjunction with [2, Eq. (3.6)] and (1.7), gives 

2 n+1 
L 4'TT u - n + 3 

Kn 2(z; wl) = ( 2 ) +2 + 1 · , u - 1 un ~ + 3 [un+3- u-(n+3)1- [un+l- u-(n+l)] 
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(2.10) 

(2.11) 

In the case w = w2 , we have w2L(t) = (1- t 2 ) 511, thus by (1.4) and [2, Lemma 3.1], w!-.2(z; w2) 
= (1- z 2 ) 2 T,:;(z). Using repeatedly the differential equation for 1',+ 3 and the expressions of 
1',+3 and 1','+ 3 in terms of the U's (cf. [2, §3.2]), we get 

w!-.2 ( z; w2 ) = ( n + 3) { ( ( n + 3 f - 1) ( z 2 - 1) + 3 z 2} U, + 2 { z ) 

-Hn + 3fz{U,+ 3(z)- un+l{z)} 

= Hn + 3){(n + 1)(n + 2)Un+ 4 (z)- 2(n + 1)(n + 5)Un+ 2 (z) 

+(n + 4)(n + 5)U,(z)}. 

Inserted in (1.5), and using [2, Eq. (3.6)] and (1. 7), this yields 

L 'TT(u2-1) 
Kn 2{z; w2) = +6 , un 

n+1 
an= 2 n + 4' 

(n+1)(n+2) 
Pn = { n + 4 ){ n + 5) · 

Assume next w = w3 • Here, w3L(t) = (1- t) 312(1 + t) 512 , hence 
2 wL (z· w) = const · (z 2 - 1) p(3/l.S/2l(z) n,2 ' 3 n ' 

(2.12) 

(2.13) 

{2.14) 

where p~a,/3) is the Jacobi polynomial with parameters a, {3. The second formula in [5, Eq. 
(4.5.4)], with a= f3 = f, yields 

1 (2n + 5)P(312·312l(z) + 2(n + 1)P<312•312l(z) p(3/2,5/2l(z) = __ n n+l 
n 2n + 5 z + 1 (2.15) 

On the other hand, from [5, Eq. (4.21.7)] one finds that 

p(J/2,3/2)( ) = 4cn+2 T" { ) = 4 -(n+2)( 2n + 4) 
n z (n + 2)(n + 3) n+2 z ' cn+2 n + 2 . 

Using this in (2.15), and disposing of the constant in (2.14) appropriately, gives 

L ( ) ( )( 2 ){ , () (n+3)(n+4) , ( )} 
wn,2 z; w3 = 1- z 1- z 1',+3 z + (n + 1)(n + 2) 1',+2 z · 
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Now the differential equation for Chebyshev polynomials, and an argument similar to the one 
that led to [2, Eq. (3.10)], finally yields 

w!;,2 (z; w3 )= -Hn+2)(n+3)(l-z){U,+ 3(z)- ::~un+ 1 (z) 
n+4[ n+3 ]} +n+ 2 Un+ 2(z)-n+ 1 Un(z). (2.16) 

Since (1 - t}w3(t) = w2(t), one readily obtains p!;_2(z; w3 ) in terms of the integrals 
J~ 1U,(t)w2 (t) dtj(z- t), which then, together with (2.16), in the usual manner establishes 

L ( W ) = 2'TT( U + 1) 
Kn2 z; 3 (u-1)un+4 

n+1 
an= n + 3' 

f3 = (n+1)(n+2) 
n (n+3)(n+4). 

(2.17) 

Finally, the case w = w4 , by a change of variables, is easily reduced to the preceding case: 

KnL2 (z; w4 ) = -KnL2 ( -z; w3 ). (2.18) 
' ' 

3. The maximum of the Radau kernels on elliptic contours 

In this section we seek to determine the precise location of maxzES I KnR2(z; w) I on the 
elliptic contour cffP (cf. (1.10)). Because of (1.8), it suffices to consider the ~pper half of the 
ellipse, i.e., 0 ~ 0 ~'IT in (1.10). For w = w1 and w = w4 (cf. (2.1)), we shall prove that, for any 
fixed p > 1, the maximum occurs on the negative real axis, that is, for 0 = 'IT (Theorems 3.6 and 
3.7). For the other two Chebyshev weights, the state of affairs is more complicated, and we limit 
ourselves, in Section 3.3, to stating conjectures based on numerical and asymptotic analyses. 
Section 3.1 contains a number of auxiliary results, some possibly of independent interest. 

3.1. Preliminary lemmas 

We begin with two elementary trigonometric inequalities. 

Lemma 3.1. We have, for n = 0, 1, 2, ... , 

l sinn81 lcos(2n+1)81 2 1 
sinO ~n, cosO ~ n+ · (3.1) 

Proof. The first inequality is well known. The second, being true for n = 0, follows by induction: 

I cos(2n + 1)81 = 12 cos 0 cos 2n0- cos(2n- 1)0 I 
cos 8 cos 0 

I cos(2n- 1)0 I 
~ 21cos 2n0 I+ cos 0 

~2+(2n-1)=2n+L 0 
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For the remaining results, we define 

a1 =a/p)=-!(pi+p-J), j=l,2,3, ... , p>l. 

Lemma 3.2. For any p > 1, there holds 

a2n(P) -1 2 2 a2n+I(p) -1 > (2 + l)2 
a 2(p)-l ~n' a 1(p)-l n ' n = 1, 2, 3, .... 

Proof. The first inequality is known [4, Lemma 5.1]. The second is proved similarly: 
2 

a 2n + 1 - 1 { p2n + 1 - 1 } 
al-l = pn(p-1) 

={pn+pn-1+ ... +p-(n-l)+p-n}2>(2n+lf 0 

Lemma 3.3. For any p > 1, there holds 

_1_ a2n+3(p) -1 __ 1_ a2n+I(p) -1 > 2 
2n+3 a 1(p)-l 2n+l a 1(p)-l · 

Proof. We first note that 

__ l_(p(2n+3)/2 _ p-(2n+3)/2) ___ l_(p(2n+l)/2 _ p-(2n+l)/2) > 0. 
2n + 3 2n + 1 

Indeed, for p = 1, the left-hand side vanishes, while its derivative is 
!( pn+l/2 + p -n-5/2 _ pn-1/2 _ p-n-3/2) = -!(pl/2 _ p -1/2 )(pn _ p -n-2) > 0. 

Now the left-hand side of (3.4) can be written as 

__ 1_ ( p(2n+3)/2 _ p-(2n+3)/2 ) 2 ___ 1_ ( p(2n+l)/2 _ p-(2n+l)/2 ) 2 

2n+3 PI/2_P-I/2 2n+l pl/2_p-l/2 , 
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(3.2) 

(3.3) 

(3.4) 

(3.5) 

which by (3.5) and subsequent application of the second inequality in Lemma 3.2 is seen to be 
larger than 

[ __ 1_( 2n + 3 )2 __ 1_}( P(2n+l)/2 _ p-(2n+l)/2 )2 
2n + 3 2n + 1 2n + 1 P1;2 _ P -112 

[ 2n + 3 1 l 2 > 2 - 2+T (2n + 1) = 2n + 3- (2n + 1) = 2. 
(2n+l) n 

0 

Lemma 3.4. For any p > 1, and 8 E [0, 'IT], there holds 

[ a 2n+ 2 (p)- 1] sin28- [ a 2(p)- 1] sin2(n + 1)8 ~ 0. 

Proof. By the first inequality in (3.3), the left-hand side is larger than, or equal to 

[ (n + 1)2 sin28- sin2 (n + 1)8 )[ a 2(p)- 1], 

which is nonnegative by virtue of the first inequality in (3.1). 0 
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Lemma 3.5. For any p > 1, and 0 E [0, 'IT], we have 

( 2n~ 3 [a2n+3(p) -1]- 2n ~ 1 [a 2n+ 1(p) -1]) cos2tO 

+ [a 1(p) -1]( 2n ~ 1 cos2t(2n + 1)0- 2n ~ 3 cos2t{2n + 3)0) ~ 0. 

Proof. By Lemma 3.3, the left-hand side, after division by a1 - 1, is larger than 

21 1 21( )0 1 21( )0 2 cos 28 + 2n + 1 cos 2 2n + 1 - 2n + 3 cos 2 2n + 3 

= 1 +cos 0 + 2(2n\ 1) [1 + cos(2n + 1)0] - 2(2n1 + 3) [1 + cos(2n + 3)0] 

== s(O). 

Now, s( 'IT)= 0, and 

s'(O) =-sin 0- t sin(2n + 1)0 + t sin(2n + 3)0 =-sin 0 + cos(2n + 2)0 sin 0 

= -sin 0[1- cos(2n + 2)0] < 0 for 0 < 0 <'IT. 
Therefore, s( 0) ~ 0 on [0, 'IT]. D 

3.2. Main results 

We are now ready to establish the desired results for the weight functions w1 and w4 • 

Theorem 3.6. We have, for any p > 1, 

maxJKn~2 (z; w1)j 
zE6"P 

=!Kn~2(-t(p+p-l); w1)1 

4'1T 
(p _ 1)pn+l 

2n + 1 
P- 2n + 3 

Remark. The denominator in the last expression of (3.6) is positive, since it vanishes for p = 1 
and its derivative computes to 

(p _ 1}[ (n + 22~~~ + 1} (pn _ p-(n+3)) + n(pn-1 _ p-(n+2))), 

which is clearly positive for p > 1. 

Proof of Theorem 3.6. By virtue of (2.2) and (1.10), we have z E @"P if and only if u = pei8• It 
suffices, therefore, to study the modulus of the kernel KnR2 in (2.5) for u = pei8, 0 < 0 <'IT. 

Straightforward calculus shows that 

u + 2n + 3 { 
2n + 1 } 

u + 1 : u = peio, 0 < 0 <'IT 
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attains its maximum at 0 ='IT. We must show, therefore, that 

(u -1)( ;~:; [un+1 + u-(n+l)] + [un+l + u-nJ) 

= u{ ;~:; [un+2- u-(n+2)] + 2n: 3 [un+l- u-(n+l)J- [un- u-n]} 

has minimum modulus at 0 ='IT. Since 1 u 1 = p, it suffices to study the modulus of the expression 
in braces, the square of which, considered as a function of 0 for fixed p > 1, we denote by f( 0). 
An elementary (though tedious) computation gives 

1 2n + 3 [ ( ) ( )] 2n + 1 . 2 ( ) 4 . 2 ( ) 4 2n + 1 f 0 - f 'IT = 2n + 3 sm n + 2 0 + (2n + 1)(2n + 3) sm n + 1 0 

2n+3. 20 2[ -20 . -2( )o) + 2n + 1 sm n + a1n+ 1 sm - a1 sm n + 1 

- 2n ~ 1 [ a1n+l cos2!0- a 1 cos2t{2n + 1)0) 

+ 2n ~ 3 ( a2n+J cos2!0- a 1 cos2 t{2n + 3)0), 

where a1 = a1(p) is as defined in (3.2). Subtracting 1 from each a1 appearing in this expression 
and adding back the respective trigonometric terms, results in a purely trigonometric expression 
and an expression involving terms containing a1 - 1. Using elementary trigonometric identities, 
the former expression can be shown to be 

2n+1(. ( )0 2 . ( )0 2n+3. o)1 

2n + 3 sm n + 2 + 2n + 1 sm n + 1 - 2n + 1 sm n > 0. 

To the latter, we apply Lemmas 3.4 and 3.5 to obtain 

2 ( (a 1 n + 2 - 1) sin20 - (a 2 - 1) sin2 ( n + 1) 0) 

+4{[ 2n ~ 3 (a1n+3 -1)- 2n ~ 1 (a2n+l -1)] cos2!0 

+ (a1 -1)[ 2n ~ 1 cos2t(2n + 1)0- 2n ~ 3 cos2t{2n + 3)0]} > 0. D 

Theorem 3.7. We have, for any p > 1, 

maxjKn~2 (z; w4 )j=IKn~1 (-t(p+p- 1 ); w4 )1 
zEG'P 

n+1 
= 2'1T p + 1 p- n+2 

(p _ 1)pn+1 n + 1 [ ) [ ] · n + 2 pn+2- p-(n+2) - pn+l- p-(n+l) 

(3.7) 

Remark. The positivity of the last denominator in (3.7) is shown similarly as in the remark 
following Theorem 3.6. 
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Proof of Theorem 3.7. We now must analyze the modulus of the kernel K,.~2 in (2.9) with 
u = pei9, 0 ~ 0 ~'IT. As in the proof of Theorem 3.6, it is elementary to show that 

u+--
n+2 . _ iiJ {I n + 1 ) I u + 1 . u- pe , 0 ~ 0 ~ '1T 

takes on its maximum at 0 ='IT, and the same is true for I u- 11. It suffices, therefore, to show 
that 

has a minimum at 0 = '1T. We have 

+ 2[ a 2 ,.+ 3 cos2!0- a 1 cos2l{2n + 3) 0 ]. 

Proceeding as in the proof of Theorem 3.6, we decompose this into a purely trigonometric 
expression, and one involving terms with a j - 1. The former turns out to be 

: : ~ (sin( n + 2) 0 + : : ~ sin( n + 1) 0 ( ~ 0, 

while the latter becomes 

2[(a 2,.+ 3 -1) cos2!0- (a1 -1) cos2 l{2n + 3)0] 

~ 2( a1 -1)[ (2n + 3)2 cos 2!0- cos 2 t{2n + 3)8] ~ 0, 

on account of the second inequalities in (3.3) and (3.1). D 

3.3. Numerical and asymptotic results 

Numerical experimentation revealed that the behavior of I K,.~2 ( z; w) I for z E @"P, in the cases 
w = w2 and w = w3 , is considerably more complicated than in the cases of the other Chebyshev 
weights treated in Section 3.2. The location of the maximum not only depends on n, but for 
some n also on the value of p. 

More specifically, for w = w2 , numerical evidence suggests that when 1 < n ~ 11, then 

(3.8) 

while for n ~ 12 there exist numbers 1 < p~ < p, such that (3.8) holds if either 1 < p ~ p~ or 
p ~ p,. lnbetween, the maximum point on @"P moves from close (and to the left of) the imaginary 
axis towards the negative real axis asp increases from p~ top,. Numerical values of p~ and p, for 
12 < n ~ 20 are given in Table 3.1. 
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Table 3.1 Table 3.2 
The bounds p;, p., n = 12, ... , 20, for Radau formulae 
with Chebyshev weight w2 

The bounds p., n = 2, ... , 20, for Radau formulae with 
Chebyshev weight w3 

n p~ Pn n Pn 
12 1.6304 2.3454 2 2.1789 
13 1.4073 3.4034 3 1.4045 
14 1.3160 4.7165 4 1.2308 
15 1.2602 5.8433 5 1.1549 
16 1.2214 6.7472 6 1.1131 
17 1.1928 7.5730 7 1.0871 
18 1.1701 8.3574 8 1.0697 
19 1.1523 9.1161 9 1.0573 
20 1.1373 9.8574 10 1.0481 

11 1.0411 
12 1.0356 
13 1.0312 
14 1.0276 
15 1.0246 
16 1.0221 
17 1.0200 
18 1.0182 
19 1.0166 
20 1.0153 

An asymptotic analysis for p J, 1 and p ~ oo yields results consistent with the findings above. 
Indeed, as p J, 1, one obtains by a lengthy computation that 

{ 

(2n + 3)(2n + 5)'TT 

I R )I 4(n+1)(n+2)(n+3) 
Kn,2(z; w2 zECP- 180'!T 1 -4 

(n + 1)(n + 2)(n + 3)(2n + 3)(2n + 5) (p- ) 

if 8 = 0, 

if 8 ='IT' 

(3.9) 

whereas for 0 < 8 <'IT, the behavior is 0(1) or O((p- 1)-1), the latter only for isolated values of 
8 E (0, 'IT) satisfying 

(n + 1)(2n + 3) sin(n + 3)0 + 4(n + 1)(n + 3) sin(n + 2)8 

+ (n + 3)(2n + 5) sin(n + 1)8 = 0. 

Likewise, as p ~ oo, one finds 

I R ( ) I (n + 3)(2n + 5) -(2n+J) 
Kn,2 z; w2 zECP- (n+1)(2n+3)p 

{ 48(n + 2) _1 } 112 

X 1 - (2n + 3)(2n + 5) p cos 8 (3.10) 
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For w = w3 , numerical results suggest the existence of numbers Pn > 1 such that for n;:.;;. 2 

if 1 < P ~ Pn, 
(3.11) 

if P ;:_;;. Pn' 

while for n = 1, the first relation holds for all p > 1. Table 3.2 lists the quantities Pn for 
2 ~ n ~ 20, which evidently are the roots of the equation 

An asymptotic analysis for p ! 1 and p -> oo again corroborates these results. In the former 
limit, we find 

{
2'1T(p -1) -I 

I KS(z; wJ lzE.Cp- 180'!T 1 -4 

(n + 1}(2n + 1}{2n + 3)(2n + 5) (p- ) 

if {} = 0, 

if {}='IT, 
(3.12) 

with values of 0(1) or O((p -1)-I) for{} E (0, 'IT), while in the latter limit we have 

I R ( • ) I _ 2(n + 2)(2n + 5)'1T -(Zn+J) 

Kn,2 z, w3 zECP (n + 1}(2n + 1) p 

( 
2(2n2-5) I )I/2 

X 1 + ( n + 1) ( n + 2) p- cos {} (3.13) 

4. The maximum of the Lobatto kernels on elliptic contours 

As in the previous section, it suffices to study I KnLz I on the upper half, 0 ~{}~'IT, of the 
ellipse CP (cf. (1.10)). For w = wi and w = w2, since I K!:,z( -z; w;) I= I Kn~2 (z; w;) I, i = 1, 2, we 
can even restrict ourselves to the interval 0 ~ {} ~ t'IT. We have a rigorous result only for w = wi, 

stating that I Kn~z 1 attains its maximum on the real axis. For the other Chebyshev weight 
functions, we present numerical and asymptotic results in Section 4.2. 

4.1. Main re~ult 

For the Chebyshev weight function of the first kind, w = wi, we prove the following theorem. 

Theorem 4.1. For any p > 1, we have 

max I Kn~2 (z; wi) I= Kn~z(t(p +p-I); wi) 
zE<fP 

(4.1) 
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Remark. The last denominator in (4.1) is positive, which can be seen similarly as in the remark to 
Theorem 3.7. 

Proof of Theorem 4.1. Referring to the expression (2.11) for Kn~2 , we first note that 

2 n+1 2 n+1 
u - n:t3 =11 + _2 __ 1_1,;::: 1 + _2 __ 1_ = p - n:t3 

u2 - 1 n + 3 u2 - 1 '""' n + 3 P2 - 1 P2 - 1 

i.e., the modulus on the left attains its maximum for u = peiiJ at 0 = 0. It remains, therefore, to 
determine the minimum of 

An elementary calculation shows that 

where a 1 = a 1( p) is as defined in (3.2). Subtracting 1 from the a 1 and readjusting the first two 
terms produces an aggregate of purely trigonometric terms and of terms involving a 1 - 1. The 
former becomes 

2 

::~(sin(n+3)0+ ::isin(n+1)o) ~0, 

whereas the latter, by the first inequalities in (3.3) and (3.1), is larger than, or equal to 

2(n+2)2[a2 -1] sin28-2[a2 -1] sin2(n+2)0 

~ 2[ a 2 -1] sin2 (n + 2)0- 2[ a 2 -1] sin2(n + 2)0 = 0. 

This establishes h(O)- h(O) ~ 0 and completes the proof of Theorem 4.1. 0 

4.2. Numerical and asymptotic results 

For w = w2 , it is found numerically that I Kn~2 ( ·; w2 ) I attains its maximum on f!P on the real 
axis if 1 ~ n ~ 9. The same holds for n > 10, if 1 < p ~ Pn for some Pn > 1, while for p ~ Pn the 
maximum occurs on the imaginary axis. Clearly, Pn must be such that 

(4.2) 

The root Pn of (4.2) was determined for 10 ~ n ~ 20 by means of a bisection procedure, using 
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Table 4.1 
The roots Pn of (4.2) 

n Pn 

10 1.7531 
11 1.4925 
12 1.3730 
13 1.3012 
14 1.2525 
15 1.2169 
16 1.1898 
17 1.1683 
18 1.1509 
19 1.1365 
20 1.1244 

(2.13) (with u = p and u = ip, respectively) to evaluate the left- and right-hand sides of (4.2). The 
results are shown in Table 4.1. 

Asymptotically, as p .t 1, we find by a lengthy computation that at 0 = 0, 

while at 8 = t'lT, 

when n is even, 

otherwise. 

For 0 E (0, !'IT), the kernel is 0(1) in general, except when 8 satisfies 

(n + 1)(n + 2) sin(n + 5)8- 2(n + 1)(n + 5) sin(n + 3)8 

+(n + 4)(n + 5) sin(n + 4)8 = 0, 

in which case it has a peak of O((p -1)- 1). Likewise, asp--+ oo, 

[ ( 12( n + 3) ) ]112 

X 1-21- (n+l)(n+ 4) cos28 , 

which shows that the maximum is indeed attained on the real axis when 1- 12(n + 3)/(n + 2)(n 
+ 4) < 0, i.e., n < 10, and on the imaginary axis, otherwise. 

Finally, for w = w3, numerical as well as asymptotic computations indicate that 

I Kn~2( z; w3 ) I z E tff• always takes on its maximum on the positive real axis (i.e., for 8 = 0), but it 
seems difficult to prove this rigorously. 
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Dedicated to Wolfgang Thron on his 70th birthday 

ABSTRACT. We study the kernels in the contour integral 
representation of the remainder term of Gauss-Lobatto and 
Gauss-Radau quadratures, in particular the location of their 
maxima on circular and elliptic contours. Quadrature rules 
with Chebyshev weight functions of all four kinds receive spe­
cial attention, but more general weights are also considered. 

1. Introduction. Let r be a simple closed curve in the complex 
plane surrounding the interval [-1, 1] and V be its interior. Let f 
be analytic in V and continuous on V. We consider an interpolatory 
quadrature rule 

{1.1) 

with 

{1.2) 

30. 

1 N j f(t)w(t) dt = L >..vf(Tv) + RN(f) 
- 1 · v=l 

-1 < TN < TN -1 < · · · < T1 :::; 1 

N 

{1.3) WN(z) = WN(z; w) = II (z- Tv), z E C, 
v=l 

denote its node polynomial (which in general depends on w), and define 

{1.4) 
' 

( 1 WN(t;w) 
PN(z;w)=J_1 z-t w(t)dt, z E C\[-1, 1], 

Work supported in part by the National Science Foundation under grant DCR-
8320561. 

Received by the editors on July 21, 1988. 
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210 W. GAUTSCHI 

then, as is well known, the remainder term RN in (1.1) admits the 
contour integral representation 

(1.5) RN(f) = -21 . J KN(z; w)f(z) dz, 
7rl lr 

where the "kernel" KN can be expressed, e.g., in the form 

{1.6) K ( . ) - PN(z; w) r 
N z, w - ( ) , z E . 

WN z;w 

This is easily verified by applying the residue theorem to the inte­
gral (27ri)- 1 fr[f(z)wN(t)/((z- t)wN(z))] dz and subsequent integra­
tion in t, recalling that the weights Av in (1.1) are given by Av = 

f~ 1 [wN(t)j((t- rv)w~(rv))Jw(t) dt, since (1.1) is interpolatory. Note 
that WN in {1.3) and {1.4) may be multiplied by any constant c f:: 0 
without affecting the validity of (1.6). It is also evident from {1.6) that 

(1.7) 

In order to estimate the error in {1.1) by means of 

(1.8) 

where i(f) is the length of the contour r, it becomes necessary to study 
the magnitude of I K N I on r. This has been done in a number of papers 
(see [1, §4.1.1] for references) for Gauss = type and other quadrature 
formulae, and for contours r that are either concentric circles centered 
at the origin or confocal ellipses with focal points at ±1. The thrust 
of this work has been directed towards upper bounds, or asymptotic 
estimates, for the maximum of IKNI in (1.8). In an attempt to remove 
uncertainties inherent in such estimates, we determined in [2] (see also 
[3]), for Gauss formulae, the precise location on r where IKNI attains 
its maximum, and we suggested simple recursive techniques to evaluate 
KN(z; w) for any z E C\[-1, 1]. Here we investigate, in the same spirit, 
quadrature rules of Gauss-Lobatto and Gauss-Radau type, especially 
for any of the four Chebyshev weight functions 

(1.9} 
w1 (t) = (I - t 2)-i, 

1 1 
w3 (t) = (1- t)-2 (1 + t)2, 

w2 (t) = (1- t2)i, 
1 1 

W4(t) = (1- t)2 (1 + t)-2, 
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In Section 2 we consider circular contours and general weight func­
tions. In Section 3 explicit formulae are derived for the Lobatto and 
Radau kernels KN( ·; w) with w = Wi, i = 1, 2, 3, 4. Their maximum 
moduli are analyzed in Section 4, both on circular and elliptic contours. 

2. Some general results for circular contours. In this section, 
r = Cr, Cr = { z E C : lzl = r }, where r > 1. For positive weight 
functions w and quadrature rules of Gaussian type, with N = n, it is 
known from [2] that 

(2.1) max IKn(z; w)j 
zEC,. 

{ 
Kn(r; w) 

- IKn(-r;w)l 

if w(t)jw( -t) is nondecreasing on ( -1, 1), 

if w(t)/w( -t) is nonincreasing on ( -1, 1). 

We now explore the implications of this result to Gauss-Lobatto (Sub­
section 2.1) and Gauss-Radau formulae (Subsection 2.2). 

2.1. Gauss-Lobatto formulae. These are the quadrature rules (1.1) 
with N = n + 2, TN = -1, Tt = 1 and RN(f) = 0 whenever f E P2n+l 
(the class of polynomials of degree :::; 2n + 1). They are clearly 
interpolatory. We denote wL(t) = (1 - t2)w(t) and write 11"n(·; wL) 
for the polynomial of degree n (suitably normalized) orthogonal with 
respect to the weight function wL. It is well known that 

(2.2) 

from which there follows 

( . ) -11 (1 - t2)11"n(t; wL) (t) dt Pn+2 z,w - W 
-1 z- t 

11 11" (t· wL) 
= n ' wL(t) dt = Pn(z; wL) 

-1 z- t 

and, therefore, by (1.6), 

(2.3) 

Here, Kn(·; wL) is the kernel for then-point Gauss formula relative to 
the weight function wL. Since II ...,. z2 1 attains its minima on Cr at 
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z =rand z = -r, and since wL(t)jwL( -t) = w(t)jw( -t), we have as 
an immediate consequence of (2.1) that 

(2.4) { 
r2~ 1 Kn(r; wL), 

max 1Kn+2(z; w)l = 1 I ( . L)l 
zECr r2_ 1 Kn -r, W , 

depending on whether w(t)jw( -t) is nondecreasing or nonincreasing, 
respectively. In particular ( cf. [2, p. 1172]), for the Jacobi weight 
function w(t) = (1- t) 0 (1 + t).B, a> -1, (3 > -1, the first relation in 
(2.4) holds if a :::; (3 and the second if a > (3. 

2.2. Gauss-Radau formulae. There are pairs of such formulae, 
namely, (1.1) with N = n + 1, TN = -1, and (1.1) with N = n + 1, 
r1 = 1, both having Rn(f) = 0 for f E P2n· It suffices to consider one 
of them, say the former, since the kernels of the two formulae are simply 
related. If we denote w( -t) = w*(t) and write K~=t= 1 )(·; w) for the kernel 
of the Radau formula with TN= -1 and r 1 = 1, respectively, a simple 

computation indeed will show that K~+ 1) ( z; w) == - K1- 1) (-z; w*), 
where bars indicate complex conjugation. Therefore, 

(2.5) 

i.e., the modulus of K}:1) for the weight function w at the point z has 

the same value as the modulus of K~-1 ) for the weight function w* at 
the point - z, the mirror image of z with respect to the imaginary axis. 

For the Radau formula with 'TN = -1, we write wR(t) = (1 + t)w(t) 
and have, as is well known, 

(2.6) 

There follows, similar to the case of Lobatto formulae, 

Kn(z;wR) 
Kn+1(z;w)= , 

. 1 + z 
(2.7) 

where Kn(·; wR) is the kernel for then-point Gauss formula relative to 
the weight function wR. Since 11 + zi on Cr attains its minimum at 
z = -r, we can now apply the second result in (2.1), giving 

(2.8) 
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provided wR(t)jwR( -t) is nonincreasing on ( -1, 1). Unfortunately, 
this condition is not satisfied for the Chebyshev weights w1, w2 , w3 ( cf. 
(1.9) ). We conjecture, in fact, that the maximum in (2.8) is attained 
at z = r, rather than z = -r, when w = w3 (cf. Subsection 4.2). 

3. Remainder kernels for Chebyshev weight functions. In 
this section, after some preliminaries on orthogonal polynomials, we 
provide explicit formulae, for Lobatto = and Radau = type rules, of 
KN(·;w) when w = wil i = 1,2,3,4 (cf. (1.9)). 

3.1. Preliminaries. We shall need some facts about Jacobi polynomi­
als with half-integer parameters. They are given here in a form general 
enough to be applicable (if need be) to Lobatto and Radau formulae 
with multiple fixed points. 

Lemma 3.1. The polynomial of degree n orthogonal on ( -1, 1) with 
respect to the weight function (1- t 2 )-112+k, 'k 2:: 0 an integer, is given 
by T~~k(t), where Tm denotes the mth =degree Chebyshev polynomial 
of the first kind. 

Proof. See Equation (4.21.7) in [4] and the paragraph following this 
equation. o 

The following two lemmas are also known, but are stated here in 
a form more suitable for our purposes. We recall that Chebyshev 
polynomials U n, Vn of the second and third kind (orthogonal relative to 
the weight functions (1- t2 ) 112 and (1 - t) - 112 (1 + t) 112 , respectively) 
are given by 

(3.1) Tr ( 8) _ sin(n + 1)8 
un COS - • () , sm 

( . O) cos(n+ !)O Vn COS = 1 • 
cos 2() 

Lemma 3.2. Let Un,k be the polynomial of degree n orthogonal on 
( -1, 1) with respect to the weight function (1- t)ll2 (1 + t) 112+k, k > 0 
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an integer. Then 

{3.2o) Un,o(t) = Un(t), 

{3.2k) 
U, . __ 1_ {u. (n + k + ~)(n + k + 1) U, } 

n,k(t) - 1 + t n+l,k-1 (t) + (n + ~k + ~)(n + ~k + 1) n,k-l(t) , 

k = 1, 2, 3, .... 

Proof. Define Un,k(t) = [(n!(n + k + 1)!J7f)/(2r(n + k/2 + 1)r(n + 
k/2+3/2))]PA1/2'1/ 2+k}(t), and use the second relation in [ 4, Equation 
(4.5.4)) with a= 1/2, /3 = -1/2 + k. o 

Lemma 3.3. Let Vn,k be the polynomial of degree n orthogonal on 
( -1, 1) with respect to the weight function (1-t)-112(1+t) 112+k, k 2:0 
an integer. Then 

(3.3o) Vn,o(t) = Vn(t), 

(3.3k) 
1 { (n+k)(n+k+~) } 

Vn,k(t) = 1 + t Vn+l,k-1(t) + (n + ~k)(n + ~k+ ~) Vn,k-1(t) , 

k = 1, 2, 3, .... 

Proof. Define Vn,k(t) = [(n!(n + k)!J1f)j(r(n + k/2 + 1/2)r(n + 
k/2 + 1)))PA - 1/2'1/2+k) (t), and use the second relation in ( 4, Equation 
(4.5.4)) with a= -1/2, /3 = -1/2 + k. D 

3.2. Chebyshev-Lobatto formulae. We begin with the weight function 
w1 and consider (1.1) with w = w1, N = n + 2, TN = -1, T1 = 1, 
RN(f) = 0 for f E P2n+1· Since the nodes Tv, 2 ~ v ~ N- 1, are the 
zeros of ?Tn(·; (1- t2)wt) = ?Tn(·; w2), we may take 

(3.4) Wn+2(z; wt) = (1- z 2)Un(z), 
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giving 

11 (I- t2)Un(t) 11 Un(t) (3.5) Pn+2(z;wi) = · w1(t)dt= --w2(t)dt. 
-1 z- t -1 z- t 

Now it is well known (cf. [2, p. 1177]) that 

(3.6) 11 Un(t) 1f 
--w2(t)dt = -:tT' _ 1 z- t un 

where z and u are related by the familiar conformal map 

(3.7) I -1 z = 2(u+u ), lui> I, 

which transforms the exterior of the unit circle, { u E C : lui > 1}, into 
the whole z-plane cut along [-I, 1]. Concentric circles lui = p, p > 1, 
thereby are mapped into confocal ellipses 

with foci at ±1 and sum of semiaxes equal top. 

Substituting (3.6) in (3.4) and (3.5), and noting that z2 - 1 
(u- u-1) 2 /4, one obtains 

(3.9) 

Proceeding to the weight function w2 , we recall that the nodes rv, 
2 < v < N -1, are now the zeros of 7rn(·; (l-t2)w2) = 7rn(·; (1-t2) 312), 
hence, by Lemma 3.1 (with k = 2), the zeros of r::+2 • Therefore, 

which, by the differential equation satisfied by Tn+2 , becomes 
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With the help of 

1 
Tn+2(z) = 2[Un+2(z)- Un(z)], T~+2 (z) = (n + 2)Un+t(z) 

one then gets 

n+2 
Wn+2(z; w2) = - 2 -{ -(n + 2)[Un+2(z)- Un(z)] + 2zUn+t(z)}, 

which can be simplified, using the recurrence relation 2zUn+1 = Un+2+ 
Un, to 

· In terms of the variable u, cf. (3.7), using the first relation in (3.6), this 
can be written as 

( .. ) __ (n + 1)(n + 2) { n+3 _ -(n+3) 
Wn+2 z,w2 - 2(u- u-1) u u 

- ~: ~ ( un+l _ u-(n+l))}. 

From (3.10) and the second relation in (3.6), we find 

( . ) __ (n + 1)(n + 2) { ~1 Un+2(t) (t) dt 
Pn+2 z, W2 - 2 t W2 

-1 z-

- n + 3 {1 Un(t) w2(t) dt} 
n + 1 }_1 z- t 

= _ (n + 1)(n + 2)7r {u- 2 _ n + 3}. 
2un+l n + 1 

Therefore, finally, 

In the case w = W3 we have Wn+2(t; ws) = (1- t2)7rn(t; (1- t) 112(1 + 
t)312 ); hence, by Lemma 3.2 (with k = 1) and (3.21), 

Wn+z(z; ws) = (1- z2)Un,1(z) = (1- z) { Un+l (z) + ~: ~ Un(z)}. 
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Using (3.6) together with 1- z = -(u- 1)2 /2u yields 

w (z· w ) = _! u- 1 {un+2 - u-(n+2) + n + 2 fun+1 - u-(n+1))}. 
n+2 ' 3 2 U + 1 ri + 1 \ 

Furthermore, 

{ 1 Wn+z(t; w3) 
Pn+2(z; w3) = J _1 z _ t w3(t) dt 

= /_1 Un+1(t) + ~Un(t) Wz(t) dt 
-1 z- t 

1r ( _ 1 n+2) = un+1 u + n + 1 ' 

giving 
(3.12) 

The case w = w4 is easily transformed to the previous case, 
since w4(t) = wa( -t) implies Wn+z(z; w4) = ( -1)nwn+2( -z; wa) 

.and Pn+z(z;w4) = (-1)n+1Pn+z(-z;wa). Therefore, Kn+2(z;w4) 
-Kn+z( -z; wa) or, equivalently, 

(3.13) 

The kernel for w = w4 is thus obtained from that for w = W3 essentially 
by reflection on the imaginary axis. 

3.3. Chebyshev-Radau formulae. In analogy to (3.6) one has 

un+1 + u-n /_1 Vn(t) 27r 
(3.14) Vn(z) = 1 , -w3(t) dt = ( 1) . u + _1 z - t u - un 

The first relation follows from the second relation in (3.1) by writing 
all cosines in exponential form, using Euler's formula, and then putting 
u = ei0 • To prove the second relation, substitute t = cos (} to obtain 

/_
1 V..n(t) () 11T cos(n + !)fJcos !fJ --w3 t dt = 2 dfJ 

-1 z - t 0 z - cos(} 
·= {'~~'cos(n+l)fJ+cosnfJ dfJ, 

lo z- cosfJ 
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and then use Equation (5.3) in [2] and the equation immediately 
following it to evaluate the last integral. 

For reasons indicated in Subsection 2.2, we consider only Radau 
formulae with the fixed point at -1. Thus, N = n + 1, TN = -1 
in (1.1), and RN(f) = 0 for f E P2n· We treat in turn the four weight 
functions wi, i = 1,2,3,4 (cf. (1.9)). 

For w = Wt, in view of 7rn(·; (1 + t)w1) = 7rn(·; w3), we can take 
Wn+l(z;wi) = (1 + z)Vn(z), which, by the first relation in (3.14) and 
1 + z = (u + 1)2 j2u, gives 

. 1 
Wn+l (z; wi) = 2( u + I)(un + u-(n+l)) 

and, by the second relation in (3.14), 

hence 

(3.15) 

27r 
Pn+l(z; wi) = (u _ 1)un, 

In the case w = w2, we are led to 7rn(·; (1+t)w2) = 7rn(·; (1-t)112(1+ 
t)312) and may apply Lemma 3.2 and (3.21) to obtain 

n+2 
Wn+1(z;w2) = (1 + z)Un 1(z) = Un+1(z) + --1Un(z). ' n+ 

Using (3.6), we find 

w (z· w ) = 1 {un+2- u-(n+2) + n + 2 (un+l - u-(n+l))} 
n+ 1 ' 2 u - u -1 n + 1 

and 
1r ( _ 1 n+2) 

Pn+I(z; w2) = un+l u + n + 1 ' 

giving 
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For w = w3, since 7rn{-; (1 + t)w3) = 1rn(·; (1 - t)-112 (1 + t) 312), we 
can appeal to Lemma 3.3 (with k = 1) and (3.31) and obtain, similarly 
as above, using (3.14), that 
(3.17) 

2 -1 + 2n±3 
K z· w = 2 u + 1 u 2n+l 

n+I( ' 3) un u- 1 un±2 + u-(n±l) + ~ (un+l + u-n). 
2n±1 

Finally, when w = W4, we have {l+t)w4 = w2, so that Wn±t(z; w4) = 
(1 + z)Un(z), and we find, using (3.6), that 

(3.18) 

4. The maximum of the kernel for Chebyshev weight func­
tions. In this section we present results, in part theoretical, in part 
empirical, concerning the location of the maximum of IKN(z; w)l as 
z varies on the circle Cr or the ellipse Ep, both for Lobatto and 
Radau type formulae, and for the Chebyshev weight functions w = Wi, 
i = 1, 2, 3, 4 ( cf. (1.9) ). 

4.1. Lobatto formulae. For circular contours, the question of interest 
is already settled by the discussion in Subsection 2.1, for any of the four 
Chebyshev weight functions (in fact, for arbitrary Jacobi weights). For 
elliptic contours Ep ( cf. {3.8)) we must insert u = peiiJ in the respective 
formulae for Kn+2(·; Wi) and study the behavior of 1Knt2(·; wi)l as a 
function of {}. Because of ( 1. 7), it suffices to consider 0 < {} < 1r, and 
for the weight functions w1 and w2 to consider 0 < {} < 1r /2, because 
of the additional symmetry IKn+2( -z; Wi)l = 1Kn+2(z; Wi)l, i = 1, 2. 

The analysis is simplest in the case of w = w1 • We have 

which, for any natural number m, attains its minimum (pm - p-m )2 at 
{} = 0. Therefore, from (3.9), one immediately obtains 

(4.1) 
max 1Kn+2(z; Wt)l = Kn+2 (-2

1 (p + p:-1); w1) zE£p · 

47r 
(p _ p-1 )(p2n±2 _ 1)' 
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Thus, we have 

Theorem 4.1. The kernel of the (n + 2)-point Lobatto formula for 
the Chebyshev weight function w1 attains its maximum on the ellipse 
£p on the real axis; ·the value of the maximum is given by (4.1). 

For w = w2 and w = W3 we have only empirical and asymptotic 
results. In the case w =· w2, computation shows that 1Kn+2(z; w2)1, 
z E £p, attains its maximum on the real axis if n =.1 or n = 2. If n is 
odd and> 3, the maximum is attained on the real axis if 1 < p < Pm 
and on the imaginary axis if Pn < p (at either place if p = Pn)· If 
n 2:: 4 is even, the behavior is more complicated: we have a maximum 
on the real axis if 1 < p < p~, on the imaginary axis if Pn < p, and in 
between if p~ < p < Pn, where p~, Pn are certain numbers satisfying 
1 < p~ < Pn· Numerical values for n = 3(1)20 have been determined 
by a bisection procedure and are shown i;n Table 4.1. 

n 

3 

4 

5 

6 
7 

8 

TABLE 4.1. The bounds p~, Pn, n = 3(1)20, for Lobatto 

formulae with Chebyshev weight w2. 

p~ Pn n p~ Pn n p~ 
1.4142 9 1.0350 15 

1.2093 1.5955 10 1.0287 1.3138 16 1.0113 

1.1170 11 1.0235 17 

1.0822 1.4483 12 1.0199 1.2756 18 1.0089 

1.0580 13 1.0169 19 

1.0451 1.3671 14 1.0147 1.2466 20 1.0073 

Pn 
1.0127 

1.2237 

1.0099 

1.2051 

1.0080 

1.1896 

The empirical observations above can be verified asymptotically as 
p .J. 1, or as p -+ oo, for any fixed n. In the first case, a lengthy 
calculation reveals that when{)= 0 (i.e., z = (p + p-1)/2), 
(4.2) 

Kn+2 (~(p + P-1; w2) "' (n + 1)(n ~ 2)(n + 3) (p -1)-2, P .l-l, 

whereas, for other values of fJ, including {) = 1r /2, Kn+2 is either 
0(1) or O((p - 1)-1) as p .l- 1. Interestingly, for example, there 
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are local peaks of O((p- 1)-1 ) for values {) E (0,11"/2) satisfying 
(n + 1) sin(n + 3){)- (n + 3) sin(n + 1)tJ = 0. When p --+ oo, one 
finds 
(4.3) 

( n + 3)11" { n2 - 5 -2 . } 1/2 
1Kn+2(z;w2)1"" (n+ 1)p2n+a 1-2(n+ 1)(n+ 3)p cos2{) , 

p--+ 00. 

For n = 1 and 2, the coefficient multiplying cos 2{) in ( 4.3) is positive, 
while for n > 3 it is negative, which explains the behavior observed, at 
least when p is large. 

In the case w = w3 , there is numerical evidence that the maximum 
of IKn+2(·; wa)l on £pis attained consistently on the positive real axis. 
This can be verified asymptotically, both for p ..f.. 1 and p --+ oo. In the 
first case, 

( 1 _1 ) (2n + 3)11" _2 (4.4) Kn+2 2(p+p );wa ""(n+ 1)(n+ 2)(p-1) , p..f..1, 

the value at z = -(p + p-1)/2 being of the same order, but with 
smaller coefficient 311" / ( ( n + 1) ( n + 2) ( 2n + 3)). Again, there are sharp 
peaks of 0 ( (p - 1) -l) at values of {) E ( 0, 1r) satisfying, this time, 
(n + 1) sin(n + 2){) + (n + 2) sin(n + 1){) = 0. In the second case, 
(4.5) 

2(n + 2)11" { 2n2 + 4n + 1 _1 } 1/ 2 

1Kn+2(z; wa)l"" (n + 1)p2n+3 1 + 2 (n + 1)(n + 2)p cos'!? ' 

p--+ 00. 

The same behavior, modulo reflection at the imaginary axis, holds for 
w = w4 , by virtue of (3.13). 

4.2. Radau formulae; circular contours. The case w1, again, is 
amenable to analytic treatment. We now have z = rei9 , r > 1, and, by 
(3.7), 

(4.6) u = z + .J z2- 1 = ei9 (r+ .Jr2- e-2i9), 

where the branch of the square root is taken that assigns positive values 
to positive arguments. There follows 

1 . . )-1 u - = (2e'o .J r2 - e-2i9 ' u2 -1 u- u-1 
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hence 
u < 1 

u 2 - 1 - 2v'r2 - 1' 
the bound being attained for (} = 0 and () = 1r. Furthermore, 

lu2n+l + 11 = I (r + Vr2- e-2i8) 2n+l + e-(2n+l)i81 

2:: lr + Vr2- e-2i012n+l- 1 2:: (r + Vr2- 1) 2n+l- 1, 

with equality holding for (} = 1r. Consequently, by (3.15), 

(4.7) 

where 

(4.8) 

We have shown 

Theorem 4.2. The kernel of the (n +I)-point Radau formula (with 
fixed node at -1) for the Chebyshev weight function w1 attains its 
maximum modulus on Cr on the negative real axis; the maximum is 
given by (4.7), (4.8). 

For w = w2, we conjecture 

max1Kn+l(z;w2)1 = 1Kn+l(-r;w2)1 
zECr 

7r ( R - R- 1) ( R - ~) 
- Rn+2 ~$~ (Rn+2 _ R-(n+2)) _ (Rn+l _ R-(n+l)) 

(where the denominator is easily shown to be positive for R > 1), and, 
for w = w3, 

max IKn+l(z; w3)l = Kn+I(r; w3) 
zECr 

21r R+1 R+~ 
- Rn+l R _ 1 ~~$~ (Rn+2 + R-(n+l)) + (Rn+l + R-n)' 

where R is given by ( 4.8). When w = W4, the kernel (3.18) is 
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sufficiently simple to be treated analytically. Note, first of all, that 
by (4.6) we have lui> R (with equality for()= 1r), hence 

lun+l _ u-(n+l)l > luln+l _ 1 > Rn+l __ 1_ 
- luln+l - Rn+l ' 

again with equality holding for () = 1r. Next, from the relation (3.7) 
between z and u, there follows ( z - 1) I ( z + 1) = [ ( u - 1) I ( u + 1) ]2, so 
that 

u - 1 z - 1 r - 2r cos() + 1 r + 1 R + 1 4 2 2 ( )2 ( )4 
u + 1 = z + 1 = r 2 + 2; cos() + 1 :::; r - 1 = R - 1 

Here again, the bound is attained for()= 1r. Consequently, by (3.18), 

(4.9) R+l 1 max IKn+l ( z; w4)l = IKn+l ( -r; w4) I = 21r R 1 R2 +2 1 · zECr - n -

This proves 

Theorem 4.3.. The kernel of the (n + 1) -point Radau formula (with 
fixed node at -1) for the Chebyshev weight function W4 attains its 
maximum modulus on Cr on the negative real axis; the maximum is 
given by (4.9), (4.8) . 

. 4.3. Radau formulae; elliptic contours. Putting u = pei11 in (3.15), 
one obtains, for w = w1 , 

IKn+t(z;wt)l 

= [(p4- 2p2 cos 2'!9 + l)(p4n+2 + 2p2n+l cos(2n + 1)'!9 + 1))1/2' 

which clearly takes on its maximum at '!9 = 1r. Thus, 
(4.10) 

~~ IKn+t(z; wt)l = Kn+l ( -~ (p + P-1)) - (p2 _ 1 )~;::+1 -1)' 

and we have 

Theorem 4.4. The kernel of the (n +!)-point Radau formula (with 
fixed node at -l) for the Chebyshev weight function Wt attains its 
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maximum modulus on Ep on the negative real axis; the maximum is 
given by {4.10). 

For w = w2 and w = w3, the kernel is found by computation to behave 
more curiously. In the former case, we have a situation similar to the 
Lobatto formula for the same weight function, namely, the maximum 
is attained on the negative real axis, when n = 1, 2, 3, and also when 
n > 4, but then only if 1 < p < p~ or Pn < p, where p~, Pn are shown 
in Table 4.2; otherwise, the maximum point moves on· the ellipse Ep 
from somewhere close to the imaginary axis to the negative real axis 
as p increases. 

TABLE 4.2. The bounds p~ 1 pn,n = 4(1)10, for 

Radau formulae with Chebyshev weight w2. 

n p~ Pn n p~ Pn 
7 1.0681 12.267 

4 1.2845 4.7385 8 1.0506 14.385 

5 1.1518 7.7651 9 1.0394 16.470 

6 1.0965 10.087 10 1.0317 18.533 

Asymptotically one finds, consistent with the above, that 
{4.11) 

1 

(n+2)7r { 2n+3 _1 } 2 

IKn+l(z; w2)i"' (n + 1)p2n+2 1-2 (n + 1)(n + 2)p cos19 , 

p-+ co, 
and 
( 4.12) 

K ( 1 ( 1) ) 61r ( -1)-2 I 1 
n+l -2 p + p- ; w2 "' ( n + 1 )( n + 2 )( 2n + 3) p ' p + ' 

the value at the other end approaching the finite limit {2n+3)7r/{2{n+ 
l)(n+2)) when pi 1, and there being the familiar peaks of O((p-1)-1) 

when (n + 1) sin{n + 2)19 + (n + 2) sin(n + 1)19 = 0, 0 < 19 < 1r. 

For w = w3, there is numerical evidence to suggest that the maximum 
is attained on the negative real axis for 1 < p < Pn and on the positive 
real axis for p > Pn, where Pn is as shown in Table 4.3. 
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TABLE 4.3. The values Pn, n = 1(1)10, for 
Radau formulae with Chebyshev weight wa. 

n Pn n Pn 
1 1.1339 6 1.0022 
2 1.0318 7 1.0015 

3 1.0126 8 1.0010 
4 1.0063 9 1.0008 

5 1.0036 10 1.0006 

There is, again, asymptotic corroboration: 
(4.13) 

225 

2(2n + 3)1r { 4n2 + 4n - 1 _1 } 
1Kn+l(z;w3)1"' (2n+1)p2n+2 1+4(2n+1)(2n+3)p cos'~? ' 

and 
(4.14) 

p-+ oo, 

Kn+l ( -~(p + p-1);w3) 61r ( 1)-2 
"" (n + 1)(2n + 1)(2n + 3) p- ' 

p-l-1. 

There are secondary peaks, asp .l. 1, of order O((p- 1)-1) at '19 = 0 
and at values of '19 E (0, 1r) satisfying (2n + 1) cos(n + 3/2)19 + (2n + 
3) cos(n + 1/2)19 = 0. 

The values Pn in Table 4.3 are conjectured to be solutions of the 
equation 

p2n+3 + 1 + ~p (p2n+l + 1) _ (p+ 1)2 p+ ~ 
(4·15) p2n+3 _ 1 _ ~:$~P (p2n+l _ 1) - p- 1 p _ ~:$! 
expressing equality of the values of 1Kn+1 (·; w3 )1 at both real vertices 
of the ellipse £p. 

Finally, when w = w4 , Equation (3.18) for u = peid implies 

IKn+l ( z; w4) I 
1 

27r { . p2 - 2p cos '19 + 1 } 2 

= pn+I (p2+2pcos'!9+1)(p2n+2 +p-(2n+2)- 2cos(2n+2)19) ' 
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which is largest when{)= 1r, giving 

( 4.16) 

Thus, we have 

Theorem 4.5. The kernel of the (n + 1)-point Radau formula (with 
fixed node at -1) for the Chebyshev weight function W4 attains its 
maximum modulus on £p on the negative real axis; the maximum is 
given by ( 4.16). 
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Abstract 
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Gautschi, W. and S. Li, Gauss-Radau and Gauss-Lobatto quadratures with double end points, Journal of 
Computational and Applied Mathematics 34 (1991) 343-360. 

We develop explicit formulae for generalized Gauss-Radau and Gauss-Lobatto quadrature rules having end 
points of multiplicity 2 and containing Chebyshev weight functions of any of the four kinds. 

Keywords: Generalized Gauss-Radau and Gauss-Lobatto rules, Chebyshev weight functions. 

1. Introduction 

Gaussian quadrature formulae for special weight functions, especially of Chebyshev type, have 
been known for a long time. Already in 1864, Mehler [11] studied the general case of Jacobi 
weights and noted the remarkable simplifications afforded by the Chebyshev weight function of 
the first kind. Chebyshev weights of the other kinds were later considered independently by 
Posse [12] and Stieltjes [13]. Markov [10] soon thereafter obtained the Radau and Lobatto 
versions of the (1st-kind) Gauss-Chebyshev formula (in which one or both of the end points are 
included among the nodes). The more general case of Jacobi weights, in particular all four 
Chebyshev weights, had to wait until 1952 when Bouzitat [I] developed the corresponding 
Gauss-Radau and Gauss-Lobatto formulae in detail. Explicit (as opposed to numerical) 
generalizations of these formulae to end points having multiplicity > I do not appear to have 
received much attention, except for the generalized Gauss-Lobatto formula with Legendre 
weight, which was studied by Gatteschi {2]. In the present paper, we develop for all four 
Chebyshev weight functions both Gauss-Radau and Gauss-Lobatto formulae having end points 
of multiplicity 2. This supplements earlier work of ours [7] devoted solely to a study of their 
remainder terms (for analytic functions). We expect these new quadrature rules to be potentially 

* Work supported, in part, by the National Science Foundation under grant CCR-8704404. 
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useful in applications, most likely in the solution of boundary value problems by spectral 
methods, where Lobatto-type formulae have been in use for some time. 

Section 2 is devoted to Radau-type formulae. We begin in Section 2.1 with positivity results 
for general weight functions and then develop the desired multiple end point formulae in detail 
for the Chebyshev weight function of the first kind in Section 2.2, and for the other Chebyshev 
weights more summarily in Section 2.3. The same program is carried out in Section 3 for 
Lobatto-type formulae. Section 4 concludes with numerical examples. 

2. Gauss-Radau formulae 

In this section we develop the Gauss-Radau formula on the interval [ -1, 1], with a double 
node at the end point - 1, both for general weight functions and weight functions of Chebyshev 
type. In the latter case we give detailed derivations only for the Chebyshev weight function of the 
first kind. For the other three Chebyshev weights the derivation is similar and will only be briefly 
summarized. 

2.1. General weight function 

Given any positive integrable weight function w on [ -1, 1], the associated Gauss-Radau 
quadrature rule to be studied has the form 

I n J /(t)w(t)dt=K~/(-1)+K~/'(-1)+ LA~/(r_a)+EnR(/), (2.1) 
-1 v=l 

and is characterized by the requirement of having maximal degree of exactness 2n + 1, 

£:(/)=0 ifjEP2n+I· (2.2) 

It is well known that the nodes r. = r.R must be the zeros of 1rn( ·) = 1rn( ·; wR), the nth-degree 
orthogonal polynomial relative to the weight function 

wR(t)=(l+t)2w(t). (2.3) 

The weights in (2.1) admit various representations, the ones obtained via interpolation having the 
form 

v = 1, 2, ... , n. (2.4.) 

The weights A~ for the interior nodes can be re-expressed by a standard application of the 
Christoffel-Darboux formula as follows: 

(2.5.) 
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Here, II· II R is the L2-norm weighted by wR, the polynomials 'lT", 'lTn+! are assumed monic, and 
Ap are the weights of the Gaussian quadrature rule relative to the weight function wR. 

Theorem 2.1. All weights in (2.1) are positive. 

Proof. The positivity of A~ follows immediately from the second equality in (2.5p). 
weights in the boundary terms we easily obtain from (2.1), (2.2) that 

R 1 !'[ 2'1T;(-1)( )] 2() () 
Ko = '1Tn2 ( _ 1) _ 1 1 - 'lTn ( _ 1) 1 + t 'lTn t W t d t, 

R 1 J' 2 K 1 = 2 ( ) (1+t)'1Tn(t)w(t)dt, 
'lTn -1 -1 

from which their positivity follows at once, since 'lT;( -1)/'lTn( -1) < 0. D 

For the 

(2.6) 

(2.7) 

The Ap and rp in (2.5J, being the Gauss weights and nodes for the weight function wR (cf. 
(2.3)), are best computed in terms of eigenvalues and eigenvectors of the symmetric, tridiagonal 
Jacobi matrix Jn(wR) of order n. The latter, in turn, can be obtained from the Jacobi matrix 
Jn+ 1(w) of order n + 1 (assumed known or computable) by applying one step of the QR 
algorithm with shift -1 and then discarding the last row and column; cf. [5, §5.1] or [9]. 

2.2. Chebyshev weight of the first kind 

In this subsection we let w(t) = (1- t 2)-lf2 on [ -1, 1], so that by (2.3), 

wR(t) = (1- t)- 112(1 + t)312 (2.8) 

is the Jacobi weight with parameters a= -}, /3 =f. The corresponding (monic) orthogonal 
polynomial of degree n, by [7, Eq. (2.3)], is given by 

• R 1 1 { 2n + 3 } 
'1Tn(t, W )= 2n+l 1+t V,+,(t)+ 2n+1 V,(t)' 

where V, is the Chebyshev polynomial of the third kind, 

( 0 ) _ cos(n + !-)O 
V, cos - , 0 cos 2 

As is well known, and easily derived from (2.10), V, satisfies the differential equation 

( 1 - t 2 ) V," ( t) + ( 1 - 2t) V,' ( t) + n ( n + 1) V, ( t) = 0. 

For convenience we let 

Lemma 2.2. The polynomial ifn in (2.12), with wR given by (2.8), satisfies for any n;:;;, 1 

ifn( -1) = t( -1)"(n + 1)(2n + 3), 

.;;;( -1) = ~( -1)"+ 1n(n + 1)(n + 2)(2n + 3). 

(2.9) 

(2.10) 

(2.11) 

(2.12) 

(2.13) 

(2.14) 
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Proof. Letting()-> 'IT in (2.10), and using the rule of Bernoulli-L'Hospital, gives 

v,( -1) = ( -1r(2n + 1). 

Putting t = -1 in (2.11) then yields 

V,'( -1) = H -1r+ 1n(n + 1)(2n + 1). 

(2.15) 

(2.16) 

Another application of Bernoulli-L'Hospital's rule, this time to the right-hand side of (2.9), gives 

_ ( ) , ( ) 2n + 3 '( ) 
'!Tn -1 = V,+ I -1 + 2n + 1 V, -1 ' 

which together with (2.16) yields (2.13). 
To prove (2.14), first multiply (2.9) by 1 + t, differentiate the resulting equation twice, and 

then set t = - 1, to get 

_,( ) 1 { , ( ) 2n+3 "( )} 
'!Tn -1 = 2 V,+l -1 + 2n + 1 V, -1 . (2.17) 

Differentiating (2.11) once, and then letting t = -1 and using (2.16), on the other hand, gives 

V,"( -1) = -fs( -1)n (n -1)n(.n + 1)(n + 2)(2n + 1), 

which, inserted in (2.17), yields the desired result. 0 

Theorem 2.3. The weights"~ and ~ef in (2.1), where w(t) = (1- t 2 )- 11 2, are given by 

R 3 6n 2 + 12n + 5 
"o = s'lT (n + 1)(2n + 1)(2n + 3)' 

(2.18) 

R 3'lT 
" 1 = (n + 1)(2n + 1)(2n + 3}" 

(2.19) 

Proof. In the following we need the integral relation 

! 1 -1/2 n 
V,(t)(1-t 2 ) dt=(-1) 'IT, n~O, 

-1 

(2.20) 

which is easily derived from (2.10) by the change of variable t =cos 0. 
The formula (2.19) is a direct consequence of (2.41 ) together with (2.9), (2.20), (2.12) and 

(2.13). 
To prove (2.18), we first note from (2.40 ) that 

R 1 !1 _ ( ) ( ) w; (- 1) R 

"o = -ffn( -1) -I'!Tn t W I dt- -ffn( -1) "t. (2.21) 

We now show, for w as given in the theorem, that 

! I n(n+1)2 

_/i'n(t)w(t)dt=2'!T(-1) 2n+ 1 (2.22) 

To do this, we expand iin in Chebyshev polynomials of the third kind, 
n 

-ffn(t) = L ckVk(t), (2.23) 
k=O 
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so that, by (2.9), (2.12), 
n 2n + 3 

(1 + t) L ckVk(t) = V,+ 1(t) + 2n + 1 V,(t). 
k=O 

Using tVo = -!( Vo + V1) and t Vk = -!( Vk+l + Vk_ 1) for k = 1, 2, ... , this can be written as 
n-l 

(~co+ -!cl)Vo + L (-!ck-l + ck + -!ck+l)Vk + (-!cn-1 + cJV, + -!c,V,+l 
k=l 

2n + 3 
= V,+l + 2n + 1 V,.. 

Equating coefficients on both sides yields 

3c0 +c1 =0, ck_ 1 +2ck+ck+l=O; k=1,2, ... ,n-1, 
2n + 3 

c,_ 1 +2c,=2 2n+ 1 , c,=2. 
(2.24) 

The last two equations determine c, = 2 and c,_ 1 = - 2(2n- 1)/(2n + 1). The second equation 
in the first line is a linear difference equation with constant coefficients and has the general 
solution 

c k = (a + bk) ( - 1) k. 

There are two boundary conditions for determining a and b: the first relation in (2.24) and the 
value of c,_ 1 found above. These give 

2(-l)n 4(-1)" 
a = 2n + 1 ' b = 2n + 1 ' 

hence 

(2.25) 

(It is easily verified that (2.25) is also valid in the case n = 1.) Now using (2.20), we get from 
(2.23) 

I n I n f w, ( t ) w (, ) d t = L: c k f vk ( t ) w ( t ) d t = 'lT L: ( - 1) k c k , 
-1 k=O -1 k=O 

which, upon inserting (2.25) in the sum on the far right, yields (2.22). 
The formula (2.18) now follows from (2.21), (2.22), (2.19) and (2.13), (2.14). 0 

While expressions for the weights A~ have already been given in (2.4p), (2.5.) for general 
weight functions w, alternative, more explicit, formulae can be obtained for Chebyshev weight 
functions. Those for the Chebyshev weight of the first kind, given in the next theorem, are 
particularly simple. 

Theorem 2.4. The weights A~ in (2.1), where w( t) = (1 - t 2 ) -liZ, are expressible in the form 

'lT 4(n + 1)2 + 1 + (4(n + 1)2 - 1}T. 
A~= (n+1)(2n+1)(2n+3) 1+T. v= 1• 2····,n, 

(2.26) 

where T. are the zeros of the polynomial 'IT,(·; wR) in (2.9). 

773



348 W. Gautschi, S. Li / Gauss quadrature with double end points 

Proof. The point of departure is the first equation in (2.5,), where ?Tn( ·) = ?Tn( ·; wR) is the monic 

Jacobi polynomial with parameters a= - t, P = 1 (cf. (2.8)). From well-known formulae for the 

norm and leading coefficient of Jacobi polynomials one finds 

2 'IT 2n + 3 
JI?TniiR= 22n+1 2n+1" 

A simple computation based on {14, Eq. (4.5.7)], transcribed to monic polynomials, yields 

'lT; ( 'T,) = - 2( n + 1) 'lTn + 1 ( 'T;) 
1 - 'T, 

Therefore, by (2.5.), 

A_R = _'IT_ 2n + 3 1 - r. 
" 22n+2 (n + 1)(2n + 1) (1 + r,)'1T}+ 1( r,) · 

To complete the proof, we show that 

2n + 3 
'lTn+ 1 ( r.) = -y;+T T,+ 1 ( r.)' 

where T,+ 1 is the Chebyshev polynomial of the first kind, of degree n + 1, and that 

2() 1-r. 
Tn + 1 r, = 4( n + 1) 2 + 1 + ( 4( n + 1) 2 - 1 }r. . 

Letting t = r, =cos 0, in (2.9) and using (2.10), we find 

( 3 ) 2n + 3 ( 1 ) cos n + 2 0, + 2n + 1 cos n + 2 0. = 0, 

from which. by the addition formula for the cosine, 

tan(n + 1)0. tan !O. = -2(n + 1). 

Squaring both sides and using tan2a = cos- 2a- 1 gives 

( 1 )1-r, 2 
2 ( ) - 1 1 + ,. = 4( n + 1) , 

T,+I r. • 

which implies (2.29). 

(2.27) 

(2.28) 

(2.29) 

(2.30) 

To prove (2.28), we use again (2.9) [with n replaced by n + 1] together with (2.10) to obtain 

'lTn+I( r,) = 2}+ 3 ( 2 3; 310 { (2n + 3) cos( n + ~ )o. + (2n + 5) cos( n + t)O,}. 
n+ cos 2 • 

The expression in braces is now written as 

(2n + 3)[ cos( n + ~)o. + cos(n + t )o.] + 2 cos(n + t)O,, 

and reduced by means of elementary trigonometric identities to 

4 cos( n + 1)0, cos to.( (2n + 3) cos2!0,- (n + 1)] 

-2 sin{n + 1)0, sin !0.[2{2n + 3) cos2!0. + 1]. 

(2.31) 
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Applying (2.30) to the last term simplifies the expression to 

4(2n + 3)2 cos(n + 1)0. cos3fO., 
which, inserted in (2.31), yields (2.28). 0 

2.3. Other Chebyshev weight functions 

349 

(a) We begin with the Chebyshev weight of the second kind, w(t) = (1- t 2 ) 112, for which in 
place of (2.8) we now have 

wR(t) = (1- t) 112(1 + t)512 • (2.32) 
The corresponding (monic) orthogonal polynomial, by [7, Eq. (2.6)], is 

'1Tn(t; wR) = 2L2iin(t), 

_ 1 { n+3 (n+3)(2n+5) } 
'1Tn(t)= (1+t)2 U,+2(t)+42n+3U,+I(t)+ (n+1)(2n+3)U,{t). 

(2.33) 

Here, 

( 0 ) sin(n + 1)0 
U,cos = . 0 sm 

is the Chebyshev polynomial of the second kind, which satisfies the differential equation 

(1- t 2 )U,"(t)- 3tU,'(t) + n(n + 2)U,(t) = 0. (2.34) 
To derive the analogue of Lemma 2.2, one now has to apply the rule of Bernoulli-L'Hospital 

twice to iin, and use two differentiations of the differential equation (2.34), to obtain the values 
of iin and .;;; at -1. Other than that, the derivation proceeds along the same lines as before. We 
state the results as Lemma 2.5. 

Lemma 2.5. For the polynomial iin defined in (2.33) we have, for any n ~ 1, 

ifn( -1) = -fs( -1r(n + 2)(n + 3)(2n + 5), 

if;( -1) = 1 ~5 ( -1t+ 1n{n + 2)(n + 3)(n + 4)(2n + 5). 

The proof of the next theorem is similar to the proof of Theorem 2.3, using 

j 1 1 ~ 1 U,(t)(1-t2 )l/2 dt=(-·1)n'IT, n~O, 
-1 

in place of (2.20) and Lemma 2.5 in place of Lemma 2.2. We omit the details. 

Theorem 2.6. The weights K~ and K~ in (2.1), where w(t) = (1- t 2 ) 112, are given by 

R 15 10n 2 + 40n + 21 
"o = T'IT (n + 1}(n + 2)(n + 3)(2n + 3}(2n + 5)' 

R 45'1T 
" 1 = (n + 1)(n + 2)(n + 3)(2n + 3){2n + 5) · 

(2.35) 

(2.36) 

(2.37) 

(2.38) 

(2.39) 
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The weights A~ corresponding to interior nodes could again be expressed in terms of n and rv 

alone, as was done in Theorem 2.4 for the Chebyshev weight of the first kind, but the expressions 
are now rather more complicated and do not seem to offer any advantage over the general 
formula (2.5v). We therefore do not state them here. 

(b) For the Chebyshev weight of the third kind, w(t) = (1- t) - 1; 2(1 + t)112, we have wR(t) 

= (1- t)- 112(1 + t) 512 , and two applications of [6, Lemma 3.3] give 

'1Tn (t; WR) = 2}+ 2 idt ), 

_ 1 { 2n+5 (n+2)(2n+5) } 
'1Tn(t} = (1 + t}2 v;,+2(t} + n+T v;,+1{t} + (n + 1)(2n + 1) vn(t} ' 

{2.40} 

with V, defined as in (2.10). Since 

/
1 /1 -1/2 

?Tn(t)w(t) dt = {1 + t)?Tn(t)(1- ! 2 } dt, 
-1 -1 

the techniques used in the proof of Theorem 2.3, in particular (2.20), become applicable and 
yield the following theorem. 

Theorem 2.7. The weights K~ and Kf in (2.1), where w(t) = (1- t) -I/2(1 + t)ll2, are given by 

R 3o 5n 2 + 15n + 7 
Ko = T'IT {n + 1)(n + 2)(2n + 1}(2n + 3){2n + 5)' (2.41) 

R 45'1T 
K1 = (n + 1)(n + 2)(2n + 1)(2n + 3}{2n + 5) · 

(2.42) 

(c) Finally, the Chebyshev weight of the fourth kind, w(t) = (1- !)112(1 + t)- 112, has wR(t) 

= (1- t)112(1 + t) 3f2, so that [6, Lemma 3.2] yields 

'/Tn (I; WR) = 2n1+ 1 ?Tn (f)' 

_ 1 { n+2 } 
'1Tn(t) = 1 + t l1,+1(t) + n + 1 Un(t) . 

(2.43) 

The relation 

!1 !I 1 1/2 
'17n(t)w(t}dt= 1 + 1?Tn(t){1-t2 ) dt 

-1 -1 

allows us to proceed as in the proof of Theorem 2.6, to obtain the following theorem. 

Theorem 2.8. The weights K~ and Kf in (2.1), where w(t) = (1- t)ll2(1 + t)- 112, are given by 

R 6 3n 2 + 9n + 5 
Ko = s'lT (n + l)(n + 2)(2n + 3)' (2.44) 

R 3'11' 
K1 = (n + 1)(n + 2)(2n + 3) · 

(2.45) 
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Although the zeros of the polynomial 'IT,.(·; wR) for any of the four Chebyshev weights could 
be computed as roots of certain trigonometric equations, it is more convenient, and probably 
faster, to use the general procedure described at the end of Section 2.1 to compute not only the 
zeros, but also the respective Christoffel numbers A •. 

3. Gauss-Lobatto formulae 

Here we briefly report on the results obtained by carrying out the program of Section 2 for 
Gauss-Lobatto quadrature rules on { -1, 1] having double nodes at each end point. 

3.1. General weight function 

Let w be again a positive integrable weight function on ( -1, 1]. Our concern is with the 
quadrature rule 

1 n j f(t) w(t) dt = K~/( -1) + K:f'( -1) + .E A;/( 7}·) + #L~/(1) -#L~/'(1) + E,.L(/) 
-1 •=1 

of maximum degree of exactness 2n + 3, 

E,.L(J) = 0 if /E P2,.+ 3. 

(3.1) 

(3.2} 

The nodes r, = 7•L are then the zeros of the orthogonal polynomial 'IT,.(·)= 'IT,.(·; wL), where 

wL(t} = (1- t 2 } 2w(t}. (3.3) 
The formula (3.1) enjoys perfect symmetry whenever w is an even function; indeed, 

JLL- VL o- ••o• 
'L _ 'L 
1\n+l-v- A.,, v=1,2, ... ,n, 

( w even). {3.4) 

Interpolation theory provides explicit formulae for the weights in (3.1), viz., 

K~ = 4'1T}-l) !~ J 1 + ( 1 - :: i = :n (1 + t) ](1 - l )2 'IT,. ( l) w( t) dt, 

L 1 !1 2 ( ( "t = 4 '1T,.(-l) _/1+t)(1-t) 'IT,. t)w t)dt, 

and similar formulae for /L~, JL~ (with the point - 1 replaced by + 1, the sign of 'IT; reversed, and 
1 + t, 1 - t replaced by 1 - t and 1 + t, respectively). Likewise, 

L _ !1 ( 1 - l 2 ) 
2 'IT,. ( l) ( ) A..- 2 w t dt, v=1,2, ... ,n. 

-1 (1- 7,2 ) 'IT;( 7..}{t- r.) 

This can be transformed by the Christoffel-Darboux formula to 

>..L = - II 'IT,. Ill A. 
• ( 1 - 7.2) 2 'IT,.+ 1 ( 7.) 'IT: ( 7.) ( 1 - 'T.2) 2 ' 

(3.6,) 
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with notations analogous to those in (2.5.). The last equation, containing the Gauss nodes r. and 
weights A. relative to the weight function wL in (3.3), is again the one most convenient for 
computation. The required Jacobi matrix Jn(wL) is now obtained from Jn+ 2(w) by applying two 
QR steps in succession, one with shift 1, the other with shift -1, the last row and column being 
discarded each time. 

Theorem 3.1. The values of"~' "~' p.~, p.~ and A~, v = 1, 2, ... , n, are all positive. 

Proof. The positivity of A~ is immediate· from (3.6.). The one for "~ and "~ follows by 
respectively inserting 

1 [ ( 2w;(-1)) ] 2 
f(t}= 4w}(-1) 1+ 1- wn(-1) (1+t} (1-t} 7Tn2(t} 

and 

in (3.1), and noting (3.2) and the fact that w;( -1)/wn( -1) is negative. A similar argument (with 
the changes indicated after (3.5d) works for p.~, p.~. 0 

3.2. Chebyshev weight of the first kind 

The lemmas and theorems contained in this and the following subsection look deceptively 
simple, but are the result of rather lengthy computations. The lemmas are included here to 
facilitate verification by the interested reader. 

For the Chebyshev weight of the first kind, w(t) = (1- t 2)-lf2, we have wL = (1- t 2)312, and 
[7, Eq. (2.10)] yields 

wn{t; wL) = 2n1+2wn(t}, 

_ 1 { n+3 } 
wn(t} = t2 -1 U,+2(t)- n + 1 Un(t) . 

Lemma 3.2. The polynomial wn in (3.7) satisfies, for all n::? 1, 

wn ( - 1) = t ( - 1) n { n + 2) ( n + 3) , 

w;{ -1) = ~( -1r+'n(n + 2)(n + 3)(n + 4). 

(3.7) 

(3.8) 

(3.9) 

Proof. Bernoulli-L'Hospital's rule applied to (3.7) and subsequent use of the differential 
equation (2.34) at t = - 1 yield the first relation. The second is obtained by differentiating 
(t2 - 1)-ffn(t) twice to express w;( -1) in terms of U,"( -1), U,'~2( -1) and wn( -1), and then 
using (3.8) and the differential equation (2.34), differentiated once and evaluated at t = - 1, to 
complete the computation. 0 
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Theorem 3.3. The weights of the boundary terms in (3.1), where w(t) = (1- t 2 )- 112, are given by 

L L 3 3n2 + 12n + 10 
Ko = J.Lo = TQ'IT (n + 1)(n + 2)(n + 3)' (3.10) 

L L 3'1T 
Kt = f.Lt = 4(n + 1)(n + 2)(n + 3) · (3.11) 

Proof. Equality between the K's and p.'s is a consequence of symmetry. Equation (3.11) follows 
directly from (3.5 1), (2.37) and (3.8). To prove (3.10), we first note from (3.50 ) that 

L 1 j 1 ( )2-() () ( .;;;(-1)) L 
Ko= 4'Ji'n(- 1) _ 1 1-t 7Tnt Wt dt+ 1-#n(- 1) K1, (3.12) 

and then use 

f l 2 !1 1 1/2 _/1- t} 'li'n(t}w(t) dt = -l ( 1 + t) (1- t)'li'n(t)(1- t 2 ) dt 

and expansion of (1- t)'li'n(t) in Chebyshev polynomials of the second kind, together with (2.37), 
to proceed as in the proof of Theorem 2.6. 0 

3.3. Other Chebyshev weight functions 

(a) For the Chebyshev weight of the second kind, w(t) = (1- t 2 ) 112, we have wL(t) = (1-
i2)512, so that [7, Eq. (2.12)] gives 

1 -7Tn(t} = 2n+47Tn(t}, 

_ 1 { n+5 (n+4)(n+5) } 
7Tn(t} = (1- t2)z Un+4(t)- 2 n + 2 U,+z(t) + (n + 1)(n + 2) Un(t) . 

Lemma 3.4. For the polynomial 'li'n in (3.13), we have for all n ~ 1 

?Tn ( - 1) = fs- ( - 1 r ( n + 3 )( n + 4 )( n + 5) ' 

?T;( -1) = 1~5 ( -1r+ 1n(n + 3}(n + 4)(n + 5}(n + 6). 

(3.13) 

(3.14) 

(3.15) 

Proof. The first equation follows from (3.13) by two applications of Bernoulli-L'Hospital's rule, 
and the second by differentiating (1 - t 2 ) 2'li'n(t) three times at t = -1. 0 

Theorem 3.5. The weights of the boundary terms in (3.1), where w(t) = (1- t 2 )li2, are given by 

L L 15 5n2 + 30n + 28 ( ) 
Ko = J.Lo = T4'IT (n + 1)(n + 2)(n + 3)(n + 4)(n + 5)' 3·16 

L L 45'1T ( ) 
Kt = f.Lt = 4(n + 1)(n + 2}(n + 3)(n + 4)(n + 5) · 3·17 
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Proof. As in the proof of Theorem 3.3, the formula for K1L follows from (3.51), (2.37) and (3.14). 
For K~ we use (3.12) in conjunction with (3.14), (3.15), (3.17) and 

f l 2 fl 1 2 
(1-t} ii'n(t}w(t)dt= 1 + 1 (1+t}(1-t) ii'n(t}w(t}dt. 

-1 -1 

The last integral is evaluated by expanding (1 + 1)(1- t) 21Tn(t) in Chebyshev polynomials of the 
second kind and using once more (2.37). 0 

(b) Continuing with the third-kind Chebyshev weight w(t) = (1- t)- 112(1 + t)112, for which 
wL(t) = (1- t) 312(1 + t) 512, we get from [7," Eq. (2.16)] 

'!Tn(t; wL) = 2n1+31i'n(t), 

_ . 1 { n + 4 n + 4 [ n + 3 ]} 
'!Tn(t)= (t-1}(t+1)2 un+3(t)- n+2un+1(t)+ n+2 u,+2(t)- n+1 U,(t) . 

Techniques similar to those used in Section 3.2 yield the following lemma. 

Lemma 3.6. The polynomial iin in (3.18) satisfies, for n ~ 1, 

iin( -1) = -fs( -1((n + 3}(n + 4)(2n + 5), 

if: ( -1) = 1~5 ( -1r+ln ( n + 3)( n + 4)( n + 5)(2n + 5), 

iin(1) = Hn + 3}(n + 4), 

ii;(1) = -fsn(n + 3)(n + 4)(n + 5). 

(3.18) 

(3.19) 

(3.20) 

(3.21) 

(3.22) 

Theorem 3.7. The weights of the boundary terms in (3.1), where w(t) = (1- t)-112 (1 + t) 112 , are 

given by 

L 15 10n2 + 50n + 49 
"o = 28 '11" (n + 1)(n + 2)(n + 3)(n + 4)(2n + 5)' 

(3.23) 

L 45'11" 
" 1 = 4(n + 1}(n + 2)(n + 3)(n + 4)(2n + 5)' 

(3.24) 

L 3 (2n + 5}(6n 2 + 30n + 25) 
P.o = 20 '11" (n + 1)(n + 2)(n + 3}(n + 4)' 

(3.25) 

L 3 2n + 5 
P.1 = 4'~~" (n + 1)(n + 2)(n + 3}(n + 4) · 

(3.26) 

(c) Finally, the Gauss-Lobatto formula for the Chebyshev weight of the fourth kind, 
w(t) = (1- t)112 (1 + t)- 112 , is readily obtained from the one for the third kind by the change of 
variable t +-1 -t. As a result, the weights K 0 , K1 formerly associated with the node -1 become 
those at the node 1, and vice versa, whereas the interior weights become associated in reverse 
order with the new nodes - rn + 1 _., v = 1, 2, ... , n. 
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4. Examples 

It seems to be a widely-held belief, already expressed by Christoffel ( cf. [4, p.86]), that the use 
of preassigned nodes in Gauss-type quadrature formulae, chosen judiciously at locations where 
the integrand function is predominant, should be advantageous. Our first example is intended to 
question, if not dispel, this belief. We experiment with integrands on [ -1, 1] that peak at the left 
end point - 1 with a severity that can be controlled by a parameter. If we choose, according to 
the expectation expressed above, a Gauss-Radau formula with preassigned node at -1, we 
should see advantages over straight Gaussian integration, presumably even more so if both the 
function value and its derivative at - 1 are preassigned. Somewhat disappointingly to us, 
Example 1 will show that this need not be the case. On the other hand, Example 3, in another 
context, will demonstrate that the use of preassigned nodes can indeed be helpful. Since the 
example involves computing Bessel-Fourier coefficients, hence the use of Bessel functions, we 
precede it by Example 2-an integral identity involving Bessel functions-which allows us to 
test our computer program for Bessel functions (a FORTRAN transcription of the algorithm in 
[3]). 

All computations reported in this section were carried out in double precision on the Cyber 
205 (machine precision ca. 29 decimal places). 

Example l(a). 

W !I (1- t 2 / 12 
I=- dt 

'IT -1 (1 + t }2 + w2 ' 
w>O. 

Here we treat (1- t 2 ) 112 = w(t) as a weight function (Chebyshev second kind), so that 

f(t) = w 1 . {4.1) 
'IT (1 + t)2 + w2 

Clearly, this function exhibits a peak at t = - 1, with increasinl! <>teepness as w ! 0, and indeed 
approximates the Dirac delta function centered at t = - 1. It seems reasonable, therefore, to 
employ the Gauss-Radau rule (2.1), (2.38), (2.39), using 

/( -1) = w0 , /'( -1} = 0, (4.2) 

where w0 = 1/( 'ITW ). We are comparing this rule with the ordinary Gaussian rule having the same 
weight function w and the same number n of interior nodes. For each of these two rules, we 
determine the smallest value of n such that the two consecutive quadrature approximations for n 
and n + 1, as well as those for n + 1 and n + 2, agree with each other to within a relative error of 
! · 10- 20• The results are shown in Table 4.1 for w0 = 16 -I, 8 -I, ... , 1, ... , 32, 64. It can be seen 
that for "flat" functions ( w0 small), both formulae converge rapidly, with Gauss-Radau (R) 

Table 4.1 
Comparison of Gauss-Radau and Gauss quadrature for Example 1(a) 

"'o 16- 1 8-1 4-1 2-1 2 4 8 16 32 64 

R 11 15 21 30 43 60 84 118 167 234 320 
G 12 16 22 30 43 61 85 118 166 233 321 
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Table 4.2 
Comparison of Gauss-Radau and Gauss quadrature for Example l(b) 

R 
G 

8 
9 

8-1 

10 
10 

12 
13 

15 
16 

1 

21 
22 

2 

31 
32 

4 

46 
47 

8 

68 
69 

16 

108 
108 

32 

158 
158 

64 

298 
298 

having a slight edge on Gauss (G). With increasing w0 , convergence slows down as expected, and 
neither formula has any significant advantage over the other. The same experiment was repeated 
with an asymmetric (with respect to 1 = -1) function obtained by multiplying f in (4.1) by 
1(1 - I). This yields values w0 and - iw0 in place of ( 4.2), but produces results which are almost 
identical with those of Table. 4.1. 

To convince ourselves that this behavior is not tied to the special nature of the function (4.1), 
we selected another approximation to the Dirac delta function, namely the one in the following 
example. 

Example l(b). 

I= {f; j 1 e-"'<1 +1)2(1- 12 ) 112 dl, w > 0. 
-1 

We carried out the same experiment as in Example 1(a), with w = 'ITW~, w0 = 

16-\ g- 1, ••• , 1, ... , 32, 64. Here, the function f is given by 

(4.3) 

and its value and derivative at 1 = - 1 are the same as in ( 4.2). The results obtained are shown in 
Table 4.2. They clearly exhibit a behavior similar to the one in Table 4.1. Again, multiplication in 
( 4.3) by 1(1 - 1) does not affect the results appreciably. 

What can be learned from this example is that the addition of a quadrature point to a Gauss 
formula, even if strategically placed and of multiplicity > 1, and the consequent modest increase 
in polynomial degree of exactness, is simply not enough to cope with severely ill-behaved 
integrands such as those in Examples 1(a), 1(b). 

Example 2. 

11J0 (w1) ,P = t'!f[J0 {tw}] 2 , w > 0. 
0 1- 12 

This is a well-known relation involving the Bessel function of order zero ( cf. [8, Eq. 6.552.4]). 
Since the weight function as well as the integrand /(t) = J0 ( wl) are even functions, the 
Gauss-Lobatto formula (3.1) applied to the integral from -1 to 1 (which is twice the integral of 
Example 2) yields, when again halved, 

n 11/(1 )(I - 12 f 112 dl = JL~/(1)- JLif' (1) + L' "A~f( -r,L ), 

0 v;=l+[n/21 

(4.4) 
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Table 4.3 
Relative errors of (4.4) for Example 2 

n w=0.5 t.l =1.0 w=2.0 w=4.0 w=8.0 w=16.0 

2 3.5 ·10- 10 9.8·10- 8 3.5·10- 5 7.4·10- 2 1.4·10° 2.4·10° 
5 2.5·10- 20 4.4·10-16 1.0·10- 11 1.6·10- 6 3.7·10- 3 7.5 ·10° 
8 2.3·10- 25 2.9·10- 19 3.1·10- 12 5.8·10- 7 2.9·10- 1 

11 4.2·10- 26 1.0·10-18 1.4·10- 11 8.3·10-4 
14 1.8·10-26 8.7·10- 17 4.6·10-7 
17 1.7 ·10-22 7.5·10- 11 

20 4.4·10-15 
23 1.1·10-19 
26 1.1·10-24 

where the prime in the summation is to indicate that the weight >..'; in the first term must be 
halved if n is odd. Here, 

/(1) =J0 (w), /'(1} = -wJ1(w), (4.5) 
and, if n is odd, T1L+tn;21 = 0, so that 

f( '1"1\ln/21 ) = 1, n odd. (4.6) 
It should be noted that the computation of J0 ( w) by the familiar backward recurrence scheme 
yields also J 1{ w) at essentially no cost. The relative error of (4.4) (which is readily computable, 
since the exact answer is known) is shown in Table 4.3 for selected values of n and w. Tabulation 
is halted in each column once the vicinity of machine precision is reached. 

For reference, we list in Table 4.4 the true values of the integral to 25 significant digits. 
If we count ( 4.5) as one function evaluation and disregard the cost of evaluating ( 4.6), we find 

that (4.4) requires exactly l!(n + 2)J nontrivial function evaluations. The same effort is required 
by the ( n + 2)-point Gauss-Chebyshev formula, which, having the same degree of exactness 
2n + 3 as (4.4), indeed produces comparable results. 

Example 3. 

lk= [V 1 ~ 1 e-~oUo.kt)dt, j 0,k=kthzeroofJ0 , k=1,2,3, .... 
0 

The integrals here, except for normalization, are Fourier coefficients of the function [ t(l -
t))- 112 exp(-t) in the orthogonal system (J0(j0,kt)}~=t· Their exact values are probably not 

Table 4.4 
Exact values of the integral in Example 2 

0.5 1.522280866779341971766504 
1.0 1.383440504568685638988006 
2.0 0.9197444454734640661260756 
4.0 0.07873943468335510847352319 
8.0 0.2477585182255676323480832 

16.0 0.04628194233018786678533456 
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Table 4.6 
Exact values of the integrals in Example 3 

1 0.3111453623157881257431808 
2 -0.03189867185858781126668228 
3 0.06441715855367780488160133 
4 -0.02011734319990536683786198 
5 0.03396279031350273365741716 
6 -0.01449294488742138939879033 
7 0.02274181563294370855827056 
8 -0.01134211831713856256822432 
9 0.01699275052361748571975268 

10 -0.009331134066709908414813902 

known analytically, but we have confidence in their determination by two independent methods: 
the Gauss-Lobatto formula (3.1), (3.23)-(3.26) on the one hand, and the ordinary Gauss 
formula on the other, both relative to the Chebyshev weight function of the third kind, 

(4.7) 

A change of variable brings the integral into the canonical form (3.1), with w as in (4.7), and 

f(t) = te-(l/l)(l+t>J0{tJ0,k(1 + t)), -1 ~ t ~ 1. (4.8) 

Thus, 

/( -1) = t. J'(-1)= -L /(1) = 0, 

Since these boundary values are easily precomputable, we will not count them here in the cost of 
evaluating the quadrature sum of (3.1). We therefore compare the results of (3.1) with those 
obtained, at the same cost, by the n-point Gauss formula for the weight function (4.7). We did 
our computations for k = 1, ... , 10 and n = 1, ... , 30, but in Table 4.5 show only selected results. 
The three entries headed by L, G and r represent respectively the relative error of the generalized 
Gauss-Lobatto formula (3.1), the relative error of the Gauss formula, and the ratio of the two 
errors. It can be seen that the Gauss-Lobatto formula produces results which are several orders 
of magnitude more accurate than those furnished (at comparable cost) by the Gauss formula. 
This is entirely due to the higher degree of exactness, 2n + 3, of the Gauss-Lobatto formula; 
indeed, repeating the computations with G the ( n + 2)-point Gauss formula (which has also 
degree of exactness 2n + 3) gives results which are even slightly more accurate than those 
produced by L. 

The (presumed) true values of the integrals, for k = 1, ... , 10, are given to 25 significant 
decimal places in Table 4.6. 
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Gauss-type Quadrature Rules for Rational 
Functions* 

Walter Gautschi 

Abstract. When integrating functions that have poles outside the interval of 
integration, but arc regular otherwise, it is suggE'.sted that the quadrature rule 
in question ought to integrate exactly not only polynomials (if any), but also 
suitable rational functions. The latter are to be chosen so as to match the most 
important poles of the integrand. We describe two methods for generating such 
quadrature rules numerically and report on computational experience with them. 

Introduction 

111 

Traditionally, Gauss quadrature rules are designed to integrate exactly polynomi­
als of maximum possible degree. This is meaningful for integrand functions that are 
"polynomial-like". For integrands having poles (outside the interval of integration) it 
would be more natural to include also rational functions among the functions to be 
exactly integrated. In this paper we consider n-point quadrature rules that exactly 
integrate m rational functions (with prescribed location and multiplicity of the poles) 
as well as polynomials of degree 2n- m -l, where 0 $ m $ 2n. The limit case m = 2n, 
in which only rational functions are being integrated exactly, is a rational counterpart 
of the classical Gauss formula; the latter corresponds to the other limit case m = 0. 

In §1 we characterize these new quadrature rules in terms of classical (polynomial) 
Gauss formulae with modified weight functions. We also identify special choices of 
poles that are of interest in applications. The computation of the quadrature rules is 
discussed in §2, and numerical examples are given in §3. 

·work supported in part by the National Science Foundation under grant DMS-9023403. 
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1. Gauss quadrature for rational functions 

Let d). be a measure on the real line having finite moments of all orders. Let (Jj E C, 

J.L = 1, 2, ... , M, be distinct real or complex numbers such that 

(lA # 0 and 1 + (~>t # 0 for t E supp(d>..), Jt = 1, 2, ... , M . (1.1) 

For given integers m, n with 1 ~ m ~ 2n, we wish to find an n-point quadrature rule 
that integrates exactly (against the measure d).) polynomials of degree 2n - m - 1 as 
well as the m rational functions 

where s~> ~ 1 and 
M 

l:siA '= m. 
~t=l 

(1.2) 

(1.3) 

In the extreme case m = 2n (where polynomials of degree -1 are understood to be 
identically zero) the formula integrates exactly 2n rational functions (with poles of 
multiplicities Sp at -1/(1,.), but no nontrivial polynomials. The formula, therefore, 
can be thought of as the rational analogue of the classical Gauss formula; the latter 
corresponds to the other limit case m = M = 0. 

The solution of our problem is given by the following theorem. 

THEOREM 1.1. Define 

M 

Wm(t) = IT (1 + (IAt)''"' (1.4) 
~t=l 

a polynomial of degree m. Assume that the measure d>..fwm admits a (polynomial) 
n-point Gaussian quadrature formula 

(1.5) 

with nodes t~ contained in the support of d>., 

t~ E supp(d>.). (1.6) 

Define 
tv= t~, >. .. = w~wm(t~), v = 1,2, ... 'n. (1. 7) 

Then 

~ g(t)d)..(t) = t Avg(tv) + /ln(g), 
lit v=l 

(1.8) 
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u1here 

. { g(t) = (1 + (,..t)-8 , 

R,~(g):;;;; 0 tf 

9 E ll»2n-m-l • 

p.=1,2, ... ,M; s=l,2, ... ,s,.., 
(1.9) 

Conversely, (1.8) with t11 E supp{dA) and {1.9) imply (1.5), (1.6) with t~,w~ as 
defined in ( 1. 7 ). 

Remark. Theorem 1.1, for real (,.. and either all s,. = 1 and m = 2n, or all but one 
s,.. = 2 and m = 2n- 1, is due to Van Assche and Vanherwegen [13]. The quadrature 
I'Ule (1.5), especially its convergence properties for analytic functions J, has previously 
been studied by Lopez and Ulan (9, lOj. 

Proof of Theorem 1.1. Assume first ( 1.5 ), ( 1.6). For p. = 1, 2, ... , M; s = 1, 2, ... , .<>1,, 

define 
Wm(t) 

q/l,s(t) = (I + (,.t)s 

Since m .::; 2n and s ~ l, we have q,..,s E lP'm-s C lP'2n-11 and therefore, by (1.5), 

d>.( t) sf~~).( t) n k (I + (,..t)s = k q,.,s(t) Wm{t) = ?; tn~qp,.s(t~) 
= t uP Wm{t~) = t ).II ' 

II= I " ( l + (,,t~)s v=l ( l + (,.t, )• 

{LIO) 

where { 1. 7) has been used in the last step and none of the denominators on the far 
right vanishes by ( 1.6) and ( 1.1 ). This proves the assertion in the top line of ( 1.9). The 
bottom part of (1.9) follows similarly: Let p be an arbitrary polynomial in 1"2n-m-l· 
Then, since pwm E lP'2n-t. again by {1.5) and (1.7), 

~/Jr) 
AS {t) { p(t)d>.(t) = { p(t)wmW d).((t)) 
I' }P. 1\ }R Wm t 

To prove the converse, we first note that w~ is well defined by {1.7), since wm(t,) -:f. 
0 by the assumption on t, and ( l.l). One then easily verifies that ( 1.5) holds for 
all polynomials (1.10) (of degree < m) and all polynomials of the form pwm where 
p E lP'2n-I-m· The collection of these polynomials, however, spans lP'2n-t· 0 

We will concentrate on six special choices of the parameters (14 that are of interest 
in applications. 
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114 W.Gautschi 

Case 1 (Simple real poles). All Sp = 1 in (1.2) {hence M = m), and all (JJ are real, 

distinct, and nonzero, 

(v = {v E R, {v =f. 0, v = 1, 2, ... , m. (l.lla) 

In this case the polynomial Wm has the form 

m 

Wm(t) = II (1 + {vt), ev E R. (l.llb) 
v=l 

If the support of d>. is au interval, Wm does not change sign on it because of ( 1.1 ). 

Case 2 (Simple conjugate complex poles). All s,. = 1 (hence M = m), m even, and 

the ( 1" occur in m/2 (distinct) pairs of conjugate complex numbers (cf. {9]), 

(1.12a) 

where ev E R and Tiv > 0. Here, 

m/2 

Wm(t) = Il({l + evt)2 + T/~t2}, (l.12b) 
v=l 

which is strictly positive for real t. 

Case 2' (Simple conjugate complex poles plus a simple real pole). All s~A = l (hence 

M = m ), m (odd) 2:: 3, and, slightly changing the indexing of the ('s, 

(o E R, (v = {v + iTJ.,, (v+(m-1)/2 = ev - iqv, v = 1, 2, ... , ( m - 1) /2, {1.13a) 

where (o = {o =f. 0 and evE JR., T/v > 0 for 1 $ v $ (m -1)/2. Then 

(m-l)/2 

Wm(t) = (1 + eot) II [(1 + evt)2 + T/;t2]. (1.13b) 
v=l 

Case 3 (Real poles of order 2). All s~' = 2 in ( 1.2) (hence 2M = m ), and all ('"' are 

nonzero, real and distinct, 

(v = ev E R, ev =f. 0, Sv = 2, v = 1, 2, ... 'm/2. (1.14a) 

The polynomial Wm now has the form 

m/2 

Wm(t) = II (1 + e.,t)2 (1.14b) 
v=l 

791



Gauss-type quadrature rules for rational functions 115 

and is nonnegative for real t, and positive on the support of d>... 

Case 3' (Real poles of order 2 plus a simple real pole). Here, all(~ = e" are nonzero, real o1tnd distinct, .s, = 2 for 11 = I, 2, ... , M - 1 and SM = I. Thus, m = 2M - I, and 

M-t m + 1 Wm(t) =(I+ eMt) II (1 + e,t)2, M = 2""' m(odd) ~ 3. (1.15) ,=1 . 
If M = n, i.e., m = 2n - 1, the quadrature rule (1.5) is then identical with the "orthogonal quadrature rule" of [13), having as nodes the zeros of the rational function 
(I+ (nt)-1 +I::;: a,( I+ (,tt1 which is orthogonal (relative to the measure d..\) to I and to (1 + ("t)-1, p = 1, 2, ... , n- 1. As in Case 1, the polynomial Wm preserves its sign on the interval on which d>.. is supported. 

Case 4 (Conjugate complex poles of order 2). All s11 = 2 (hence 2M= m), m = 0 
(mod 4), and the("', p = I, 2, ... , m/2, occur in m/4 conjugate complex pairs, similarly as in Case 2. Thus, 

m/4 

Wm(t) = llf(l + e,t)2 + 11!t2)2• {1.16) 

In all six cases, the measure d>..fwm admits a Gaussian n-point formula for each n = I, 2, 3, ... , so that the assumption of Theorem 1.1 is fulfilled for each n. · 
Putting /(t) = wm(t)g(t) in (1.5) and using (1.7), we get 

fag(t)d..\(t) = E >..,g(t,) + ~(wmg), 
v=l 

(1.17) 

where from the well-known expression for the remainder term of Gaussian quadrature 
rules, one has 

'Yn = /Jo/JJ •. • /Jn 
(2n)! (1.18) 

Here, T is some number in the smallest interval containing the support of d..\, and Pk = fhe(d>..fwm) are the ,8-recursion coefficients for the measure d>..fwm (cf. (2.1) below). The latter are computed as part of the algorithms to be described in the next section. · 

2. Computation of the quadrature rule {1.5) 

We propose essentially two methods for generating the basic quadrature rule (1.5), the first being most appropriate if the support of d..\ is a finite interval, the other more 
effective, though possibly slower, when the support interval of dl. is unbounded. 
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2.1. Method based on partial fraction decomposition and modification 
algorithms. To compute the n-point formula (1.5), it suffices to compute the nth­
degree orthogonal polynomial in(· ) = 11"n( · ; d~) relative to the measure d1 = d).fwm, 
or, more precisely, the recursion coefficients ak = ak(d1}, fh = !3k(d1), k = 0, 1, ... , 
n- 1, in the three-term recurrence relation satisfied by these (monic) polynomials: 

k=O,l, ... ,n-1, (2.1) 

i"o(t) = 1, *-t(l) = 0. 

The nodes t~ and weights w~ in ( 1.5) can then be obtained by standard techniques 
via an eigensystem problem for the (symmetric, tridiagonal) Jacobi matrix of order n 

having the &k, k = 0, 1, ... , n- 1, on the diagonal, and ~' k = l, 2, ... , n- l, on 

the side diagonals {see, e.g., [7], [4, §6]). The coefficients 1:h, /Jk in turn are expressible 
in terms of the orthogonal polynomials ;rk as 

(2.2) 

where ( · , · ) denotes the inner product 

(u, v) = k u(t)v(t)d1(t). (2.3) 

(If the error constant "'n in (1.18) is desired, one needs to compute, in addition, /Jn.) 
The basic idea of computing the coefficients in (2.2) is as follO\vs. Suppose we can 

construct an N-point quadrature rule for d1 = d>.fwm, where N > n, which is exact 
for polynomials of degree $ 2n - 1: 

N k p(t)d~(t) = L Wkp(Tk), P E lP'2n-l• 

k:::l 

(2.4) 

Here the weights Wk are not necessarily all positive. Denote the discrete measure 
implied by the sum on the right by dAN: 

(2.5) 
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Then from the formulae in (2.2) one easily sees by induction that 

ak(dA) = ak(dAN ), 

!h(dA) = 11k(dAN ), 

k = 0, l, ... , n - l. 

117 

(2.6) 

Thus, the desired recursion coefficients are the first n of the a- and /3-coefficients 
belonging to the discrete measure dAN. These can be generated by Stieltjes's procedure, 
which is implemented in the routine sti of (4]. (The faster routine lancz of [4], 
implementing the Lanczos method, would also be applicable here, even though dAN is 
not necessarily a positive measure.) 

We next show how a quadrature rule of type (2.4), with N = O(rnn), can be 
constructed by means of partial fraction decomposition and suitable modific<ttion al­
gorithms. For this, we consider separately Cases 1-3' identified in §I. The analysis of 
Case 4 becomes so tedious that we will not pursue it any further in this context; see, 
however, §2.2. 

2.1.1. Simple real poles. We set up the partial fraction decomposition of l I wm in 
the form 

1 
= Wm(t) 

m 

= ~ t + (;I {v) 1 
(2.7) 

where 

n'~'=· (e .. -<I'), 
1/ = l, 2, ... , Tll., (2.8) 

wl:v 

and an empty product in (2.8) (when m = 1) is to be taken as L Then, with d~ = 
d>.lw711 , 

In ~ ~In Cvd>.(t) p(t)d/\(t) = L., p(t) . ( /{ } . 
IR v=l R t + 1 v 

The integrals on the right involve measures cvd>. modified by linear divisors. For such 
measures, the associated recursion coefficients can be obtained from tho:;e of cvd>. 
(assumed known) by a suitable modification algorithm (cf. [4, §5]). Unless x., = -1/(., 
is very dose to the support interval of d>., the most appropriate algorithm is the 
one embodied in the routine gchri of (4] with iopt = I. Otherwise, the routine 
chri of [4} (again with iopt = 1) is preferable. A basic ingredient of the routine 
gchri is the modified Chebyshev algorithm ( cf. (2, §2.4]) using modified tnoments 
fJR11"k(t;d>.)cvd>.(t)f(t- Xv), k = 0, 1,2, ... ,2n- I. These in turn are generated by 
backward recurrence as minimal solution of the three-term recurrence relation for the 
measure d>.; cf. [I, §5). 
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Having obtained, in whichever way, the first n of the a:- and ,8-coefficients for the 

modified measure cvd>..(t)f(t- xv), and hence the Gaussian quadrature formula1 

(2.9) 

via eigensystem techniques, we then get 

m n 

= L L w!"'>p(t~")), P E IP2n-t 1 

v=l r=l 

hence the desired quadrature rule (2.4), with N = mn and 

fTl _ t(v) 
A (v-l)n+r - r ' 

11 = l, 2, ... , m; r = 1, 2, ... , n. (2.10) 

W' (v) 
(v-l)n+r = wr ' 

The procedure described works best if the support of d>.. is a finite interval. Other­
wise, the modified Chebyshev algorithm underlying the procedure is likely to suffer 

from ill-conditioning; cf. Example 3.4. Another difficulty that may adversely affect the 

accuracy of the results, in particular if m = 2n, is the possibility that the constants 

c" sgntesupp(d.\)( t + 1/ ~") become very large and alternate in sign; cf. Example 3.2. 
This will cause serious cancellation errors in evaluating inner products relative to the 

measure dAN (there being blocks of weights W,~: which are very large positive alternating 

with blocks of weights which are very large negative). In such cases, either m has to be 

lowered, perhaps down tom= 1, or else the method discussed in §2.2 invoked, which 

will be more effective (but possibly more expensive). 

2.1.2. Simple conjugate complex poles. We now consider Case 2 of §1, i.e., conjugate 

complex parameters (v = {v + i1]v, (v+m/2 = (,, where e., E lR, 1Jv > 0 and m is even. 
In this case, an elementary computation yields the partial fraction decomposition 

_1_ _ I: Cv + d.,t 
Wm{t) - ll=l (t + ~)2 + (~)2 

e.,+JJ., e,+I'J., 
t E R, (2.11) 

11n order to produce positive /1-coefficients, as required in the routine for Gauss quadrature for­

mulae, one inputs the measure lc.,f(t- Z 11 )fd>.(t) and, if this entails a change of sign, reverses the sign 

of all Gauss weights after exiting from the Gauss quadrature routine. 
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where 

and 

c, - 11~ ( ez~11~ Irn p, + t!l'11a Re p,) , 
d~,~ = ..!..Imp" '1 .. 

m/2 {{"+i1Jv)2 
p" = n ({11 - {,.)2- (q;- q;) + 2iqv({v- {,.) 

"""" 
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(2.12) 

(2.13) 

with p1 = 1 if m = 2. One can then proceed as in §2.1.1, except that the modification 
of the measure d>.. now involves multiplication by a nonconstant linear function (if 
d, i= 0) in addition to division by a quadratic. The former modification is handled 
by the routine chri of [4] with iopt = l, the latter by the routine gchri with iopt = 2 (or, if more appropriate, by chri with iopt = 5). The quadrature rule {2.4) so 
obtained has N = mn/2. 

If the poles -1/(,. are located in conjugate pairs on a line parallel to the imaginary 
axis, then by an elementary calculation one can show that all p, are real, hence d, = 0, 
and there is no need to call chri. 

2. 1.2'. Simple conjugate complex poles plus a simple real pole. We are now in Case 
2' of §1, with m odd, (0 = eo E lR and the remaining ( 11 conjugate complex as in Case 
2. This yields • 

where 

and 

I 
Wm(t) 

cO (m-1)/2 

= t+(l/{o) + ~ 
<- + d~t 

2 2 , t E JR, 
(t + dt,a) + (ea~,z) 

(2.14) 

(2.15) 

p~ = { {v: iflv_ Pv, (2.16) 
V- 0 + ZIJII 

with Pv the same as in (2.13} with m replaced by m- 1. The technique called for is 
a combination of the one in §2.1.1, to deal with the first term in (2.14), and the one 
in §2.1.2, to deal with the remaining terms, and yields a quadrature rule (2.4) with 
N = (m + l)n/2. 
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2.1.3. Real poles of order 2. This is Case 3 of §1 1 and leads to the partial fraction 

decomposition 

(2.17) 

n:.!: (ev - e,.)2 ' 

(2.18) 

p.~ll 

e~-· 
dv = I , 

n:.~ce" - ep.r' 
(2.19) 

lA~" 

where Ct = 0, dt = e12 when m = 2. Here, N = mn in (2.4). 

2.1.3'. Real poles of order2 plus a simple real pole. Similarly as in §2.1.3, the partial 

fraction decomposition has now the form 

1 . c', M-1 ( d. d' ) 
Wm(t) = t + veM + ?;. t +;lev + (t + tfev)2 I M = (m + 1)/2, m odd, 

(2.20) 

d, =-

M t )2 • 
(ev - eM) fl ,...-; (ev - e" 

""'" 
Empty sums and products (when M = 2) have their conventional values 0 and 1, 

respectively. Again, N = mn in (2.4). 
The presence of two terms in the summations of (2.17) and (2.20) complicates mat­

ters considerably, as they call for two applications of the routine gchri: First, we must 

generate sufficiently many of the recursion coefficients for the measure d>.(t)J(t"._ zv), 

x, = -1/ev, in order next to generate the desired recursion coefficients for d>.(t)J(t•

x.,)2 by backward recursion - a. recursion based on the recurrence relation generated 

in the first application of gchri (which in tum requires backward recursion!). The 

procedure nevertheless works welUf the Zv are not too close to the support interval of 

d>.; see Example 3.3. 

797



Gauss-type quadrature rules for rational functions 121 

2.2. Discretization method. In this method, the inner product (2.3) is approx­
imated by a discrete (positive) inner product, 

~ dA(t) ~ (N} (N) (N) (u, v) = u(t)v(t) -(-) ~ L.,wk u(rk )v(rk ) =: (u, v)N, N > n, 
R Wm t k=l 

(2.21) 

whereupon the formulae (2.2) are applied with the inner product ( · , · ) replaced by 
( · , · )N throughout. This yields approximations 

(2.22) 

In effect we are generating the polynomials orthogonal with respect to the discrete 
inner product ( · , · )N in order to approximate the desired orthogonal polynomials. 

The computation of the approximate coefficients (2.22) can be done by either 
Stieltjes's procedure or Lanczos's algorithm (cf., e.g., (3, §§6-7]). Both are imple­
mented in the routine mcdis of (4). 

With any reasonable choice of the discretization (2.21), it will be true that the 
procedure converges as N ~ oo, 

(2.23) 

A natural choice, indeed, is given by 

wiN)(dA) 
T~N} = tr\dA), wiN) = ( (N)) ' k = 1, 2, ... 'N, (2.24) 

Wm 'Tk 

where tlN}(dA) are the zeros of the orthogonal polynomial11'N( · ; dA), and wiN)(dA) 
the respective Christoffel numbers. 

The discretization method is conceptually simpler, and sometimes more stable, than 
the methods of §2.1, but may become significantly more expensive, regardless of the 
choice of m, if poles are close to the interval of integration, or if high accuracy is 
desired; cf. Examples 3.1 and 3.5. Note also that Case 4 that was skipped in §2.1 can 
easily be handled by the present method; see Example 3.6. 

3. Numerical Examples 

All examples in this section were computed on the Cyber 205 in both single and 
double precision. The respective machine precisions are 7.11 X w-•s and 5.05 X w-29 

Example 3.1. lt(w) = J~ 1 si~~iw) dt, w > 1. 

Here, dA(t) = dt, and the po}es of the integrand are located at the integer mul­
tiples of w. It is natural, then, to make our quadrature rule {1.8) exact for m ele­
mentary rational functions matching the m poles closest to the origin, say those at 
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-(m/2)w, ... , -w, w, ... , (m/2)w when m is even. This suggests to identify -1/(P. in 

(1.2) with these poles, i.e., in {l.lla) to set 

ell= (-1)11/{wL(v + 1}/2J), II= 1,2, ... ,m. (3.1) 

Best accuracy is expected when m = 2n, in which case the method described in §2.1.1 

was found to work rather well, the only difficulty being the relatively slow conver­

gence of the backward recurrence algorithm for computing the 2n modified (Legendre) 

moments associated with the measure dtf(t ±w) when w is very close to l. For single­

precision accuracy t: = ~ x 10-10 and double-precision accuracy fd = ~ x w-25 , and 

n = 20, the respective starting indices k0 and kg in the backward recursion yielding 

the desired accuracy are shown in Table 3.1 for selected values of w. 

w ko kd 
0 

2.0 50 63 
1.5 53 71 
1.1 67 106 
1.01 124 247 

TABLE 3.1. Starting indices for backward 

recurrence when n = 20 

Other than that, the method appears to be very stable and produces quadrature 

rules that are rapidly converging. In Table 3.2, the results of the n-point rule (1.17) 

w n n-point rational Gauss In err. Gauss 

2.0 1 2.1 3.94{-1) 1.43(--1) 

4 2.33248722 3.50(-7) 7.18(-5) 

7 2.332487232246550235 2.61(-15) 2.73(-8) 

10 2.332487232246550241107076 1.48(-24) 1.02(~11) 

1.1 2 4.43 l. 73( -2) 2.60(-1) 

5 4.467773637 2.00(-9) 2.09(-2) 

8 4.46777364638776571 5.61(--18) 1.53( -3) 

11 4.467773646387765789236123 1.66(-27) 1.09(-4) 

1.01 3 8.429 2.53(-4) 4.20{-1) 

6 8.4301845803 6.27(-12) 1.85(--l) 

9 8.4301845804708420582 7.52( -21) 8.37( -2) 

12 8.430184580470842058971264 1.23(-30) 3.75(-2) 

TABLE 3.2. Numerical results for / 1(w), error constants, 

and comparison with Gauss quadrature 
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applied to g(t) = (1rtjw)j sin(1rtjw) in double precision are shown for w = 2, l.l and 
1.01, along with the error constants 'Yn of (1.18). Also shown in the last column are 
the relative errors of then-point Gauss-Legendre rule. For w = 2, the exact answer is 
known to be 8Cj1r, where C is Catalan's constant (cf. [8, Eq. 3.747(2)}). The value 
shown in Table 3.2 for n = 10 agrees with it to all 25 decimal digits given. Ordinary 
Gauss~Legendre quadrature is seen to converge rather slowly, as w approaches 1. In 
contrast, convergence of the rational Gauss quadrature rule is fast even for w very dose 
to 1. The extra effort required in this case is expended, as illustrated in Table 3.1, at 
the time when the rule is generated. 

method of §2.1 method of §2.2 
w n SP DP SP DP 

2.0 1 .001 .004 .007 .178 
4 .008 .036 .010 .224 
7 .027 .125 .028 .220 

10 .065 .296 .016 .423 
l.l 2 .002 .014 .060 1.554 

5 .013 .063 .068 1.649 
8 .036 .177 .098 1.274 

II .080 .376 .104 1.461 
1.01 3 .005 .037 .460 20.10 

6 .020 .104 .446 41.51 
9 .050 .244 .458 10.44 

12 .102 .487 .525 12.65 

TABLE 3.:3. Timings (in seconds) of the methods in §§2.1 
and 2.2 applied to Example 3.1 

Identical results were obtained by the discretization method of §2.2, but with sub­
stantially greater effort, particularly for higher accuracies and for w dose to 1. Respec­
tive timings are shown in Table 3.3, both for single-precision (SP) and double-precision 
( D p) accuracy requirements of ~ X 10-10 and ~ X 1 o-25 ' respectively. 

While the choice m = 2n indeed gives best accuracy, other choices of m may be 
preferable if the effort and time to generate the quadrature rule is of any importance. 
It turns out that with the method of partial fractions, m = 2L(n + l)/2J gives almost 
the same accuracy at about half the effort, whereas m = 2 gives considerably less 
accuracy but requires only about one-tenth the effort. The discretization method of 
§2.2, on the other hand, requires essentially the same effort regardless of the choice of 
m. Some timings required to generate the quadrature rules for various m and n, and 
the relative errors achieved, are shown in Table 3.4 
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method of §2.1 method of §2.2 
w n m SP DP SP DP err 

2.0 10 2 .008 .037 .014 .399 1.10(-17) 
10 .033 .153 .015 .409 1.47(-25) 
20 .065 .296 .016 .423 1.58(-25) 

1.1 11 2 .009 .047 .095 1.402 2.20(-13) 
12 .045 .213 .100 1.426 2.80{-23) 
22 .080 .376 .104 1.461 6.68(-26) 

1.01 12 2 .011 .065 .526 12.65 1.15(-13) 
12 .052 .258 .511 12.46 9.10(·-25) 
24 .102 .487 .526 12.65 3.55(-27) 

TABLE 3.4. Timings and errors for selected m :5 2n 

If m = 2, the values of n for which full accuracy of about 10-25 is attained are 15, 
21 and 22 for w = 2.0, l.l and 1.01, respectively. Interestingly, the timings involved 
are only about half those form= 2l(n + 1)/2J shown in Table 3.4. 

1 t-112 r(t+t) 
Example 3.2. l2(w) = fo t+w dt, 0 < w < 1. 

Here we take d..\(t) = t- 112 dt on [0,1]. If we wish to match the first 2n- 1 poles of 
the gamma function at the negative integers as well as the pole at -w, we set m = 2n 
lD 

6 = 1, 
w (3.2) 

ev = V:l) lJ = 2, 3, • • • 1 ffi, 

The rational n-point Gauss rule (1.7), (1.17), generated by the method of §2.1.1, then 
produces (in double precision) results as shown in Table 3.5, where w = !- In the last 
column we list the absolute value of the difference between double-precision and single­
precision results. In contrast to Example 3.1, we now see a case in which the accuracy 
reaches a limit (at about n = 10) and deteriorates, rather than improves, as n is further 
increased. (When n = 20, the calculation even breaks down in single precision!). The 
last column in Table 3.5 provides a clear hint as to what is happening: a steady growth 
in numerical instability. Closer examination reveals the true cause of this instability. 
The constants c11 in the partial fraction decomposition (2. 7) become very large and 
alternate in sign. Thus, for example, c18 = -2.3375 ... x 109 and c19 = 2.3336 ... x 109 

when n = 18. This produces blocks of large coefficients Wk in (2.10) that alt~rnate 
in sign from block to block, causing severe cancellation errors in summations such as 
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(2.5) (which are abundant in Stieltjes's algorithm). The phenomenon evidently is a. 
manifestation of the asymmetric distribution of the poles of the gamma function. 

n n-point rational Gauss 

·2 1.746 
6 1.75012059121 

10 , 1.750120591261335415386 
14 1.7501205912613354159 
18 1.7501205912613356 

IDP-SPI 
2.24{ -13) 
7.05(-11) 
3.36(-8) 
1.52{-5) 
4.31{-3) 

TABLE 3.5. Numerical results for /2{w), w = .5 

The method of §2.2, in contrast, does not suffer from any numerical instability and 
produces for n = 12, with comparable effort, the value 

/2(.5) = 1.750120591261335415394610, {3.3) 

believed to be correct to all 25 digits shown. 
Matching only n poles, and thus taking m = n in (3.2), stabilizes the procedure 

of §2.1.1 considerably, and as a consequence produces the correct result (3.3) (except 
for a discrepancy of l unit in the last decimal place) for n = 11. An even more stable 
procedure results from taking m = 2 and, amazingly, yields the correct answer (to all 
digits shown!) already for n = 13. 

Example 3.3. /3(w) = f~ 1 (sil~~~Jw)) 2 dt, w > l. 
Similarly as in Example 3.1, we take 

~" = ( -1)" /(wl(v + l)/2J), v = 1,2, ... , m/2. (3.4) 

We applied the procedure described in §2.1.3 for w = 2, 1.5, 1.1 and 1.01, both in single 
and double precision, requesting accuracies o'f f = ! X 10-to and (;d = ~ X 10-25 , 

w 

2.0 
1.5 
1.1 
1.01 

130 
133 
177 
384 

163 
191 
306 
727 

50 
53 
67 

124 

63 
71 

106 
247 

TABLE 3.6. Starting indices for two backward 
recurrences when n = 20 
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respectively. When m = 2n and n = 20, starting indices k1, kt in the first application of 
the backward recursion that were found to meet the accuracy requirements for the poles 
closest to [-1,1], and the analogous starting indices k2 , k~ in the second application, 
are shown in Table 3.6 for the four values of w. As expected, the procedure becomes 
laborious as w approaches 1. Selected double-precision results produced by then-point 
rational Gauss rule, along with error constants, are shown in Table 3.7. The last 
column shows the relative error of results generated by the n-point Gauss-Legendre 
rule. For w = 2, the exact answer is known to be l3(2) = 4 In 2 ((8, Eq. 3.837(2)]} 
and is correctly reproduced to 25 digits when n = 11. Note again the fast convergence 
of the rational Gauss quadrature rule, even for w very close to 1, in contrast to the 
relatively slow convergence of the ordinary Gauss rule, especially for w close to 1. 

w n n-point rational Gauss "fn err. Gauss 

2.0 2 2.75 9.90(-3) 4.36(-2) 
5 2.77258868 1.16(-9) 4.70(-5) 
8 2.7725887222397811 3.28(-18) 2.92(-8) 

11 2.772588722239781237668928 9.72{-28) 1.52{-11) 
1.1 2 15.5 3.00(-2) 6.69(-1) 

6 16.5328175 8.54(-12) 6.79(-2) 
10 16.5328177384604181 7.21(-24) 3.42(-3) 
14 16.53281773846041830155898 2.35(-37) 1.40(-4) 

1.01 2 184. 6.34(-2) 9.64{-1) 
6 188.674782 2.20(-11) 7.06(-l} 

10 188.674784224994172 1.88(-23) 4.00(-1) 
14 188.6747842249941742708325 6.15(-37) 1.92( -1) 

TABLE 3.7. Numerical results for l3(w), error constants1 and comparison with Gauss 
quadrature 

While the choice m = 2l(n + 1)/2J produced similar advantages as in Example 3.1 
- an increase of speed by a factor of about 2 at only a slight loss of accuracy - the 
choice m = 2 offered no significant gains in accuracy over the Gauss-Legendre rule, 
unlike m = 4, which did (since a symmetric pair of double poles is now accounted for). 

We also applied the discretization method of §2.2 and obtained identical results 
with somewhat less effort in the case w = 2, and about the same effort in the case 
w = 1.1. For w = 1.01, however, we were unable to attain the requested douhl~­
precision accuracy with a discretization parameter N:::; 800 (in (2.21)). 

Example 3.4. /4 = j 000 et:t e-tdt: 

The appropriate.measure here is dA(t) = e-tdt on {O,oo). Since the integrand has 
poles at the integer multiples of 2rri, we let (v = -1/(2vrri) == i/(2v1f), and thus in 
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(1.12) take 
1 

ev = 0, 'l}v = -, v = 1,2, .. . ,mf2. (3.£i) 
2v1r 

The quantity Pv in (2.13) being real, and thus d11 = 0 in (2.12), there is no nonconstant 
linear factor in the numerators of (2.11 ). This simplifies somewhat the procedure in 
§2.1.2, as it obviates the need to apply the routine chri. 

In Table 3.8 we compare the performance (in double precision and for m = 2n) 
ofour rational quadrature routine with Gauss-Laguerre quadrature (applied to f(t) = 
t/(et- 1)) and the Gaussian quadrature rule (applied to f(t) = e-1) associated with 
"Einstein's weight function" tf(et- 1}; for the latter see [6]. The respective relative 
errors are shown in. the last two columns. It can be seen that the Gauss-Laguerre and 
Gauss-Einstein quadratures are comparable in accuracy, the former being somewhat 
more accurate for small values of n, the latter for larger values of n. Both quadrature 
rules, however, are incomparably inferior to the rational Gauss formula, which for 
n = 15 produces the true value of the integral, ((2) - 1 = (1r2 /6) - 1, to 25 correct 
decimal digits. (Actually, the last digit is off by one unit.) The results become even 
slightly more accurate when we choose m = 2l ( n+ 1) /2 J, and are still better, by several 
orders of magnitude, than those for Gauss-Laguerre and Gauss-Einstein quadrature 
when m =2. 

n n-point rational Gauss err GL err GE 

1 .59 9.16(-2) 4.09(-1) 
5 .644934055 1.50(-·5) 2.97(-4) 

10 .644934066848226428 2.22(-8) 1.15( -8) 
15 .6449340668482264364724151 1.59(-11) 3.25(-13) 

TABLE 3.8. Numerical results for 14 and comparison with 
Gauss-Laguerre and Gauss-Einstein quadrature 

The high accuracy of our rational quadrature rules in this example is all the more 
remarkable as the routine gchri, used in their construction (by the methods of §2.1.2), 
is subject to ill~conditioning, causing the recursion coefficients for the relevant orthog­
onal polynomials to gradually lose accuracy (by as much as 10 decimals, when n = 15 
and m = 2n). 

This weakness is accentuated when one tries to deal with more difficult integrals, 
for example, 

1(0) = {'~ -i--1 Vl + !Ot dt = {oo l t -t VI + !Ot · e-tdt, () > 0, (3.6) lo e - lo - e 
which has an additional branch point singularity at t = -2/0. Here, when 0 = . 75, the 
n-point rational Gauss formula (in double precision and form = 2n) gives only about 
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1;3 correct decimal places for n = 15, and 18 for n = 30. By the time n reaches 33, 
the ill-conditioning in the routine gchri has built up to such a level that the method 
fails (by producing a negative 1g-recursion coefficient). To get higher accuracy, one 
needs to apply the discretization method of §2.2, which is more stable, but becomes 
fairly expensive if pushed much beyond n = 30. Using dA(t) = e-tdt, and hence the 
N-point Gauss-Laguerre formula, to effect the discretization in (2.21), and requesting 
an accuracy of~ x l0-25 for the desired recursion coefficients, we have observed timings 
of the order 12-16 seconds, and discretization parameters N as large as N = 370, for 
3:3 s n s 40. The rational Gauss formula so produced then yields relative errors of 
4.26 x 10-21 for n = 35, and 9.65 x 10-23 for n = 40. This is still better, by about 
4 decimal orders of accuracy, than Gauss-Laguerre quadrature applied to the second 
form of the integral in (3.6), and Gauss-Einstein quadrature applied to the first form. 

Generalized Fermi-Dirac integrals (cf. [12]) are similar to /(8) except that tj(e1 -1) 
is replaced by tk /(e.-•1+1 + 1 ), where 11 is a real parameter and k = l/2, 3/2 or 5/2. 
The poles are now located at 1) ± (2v- 1 )i rr, v = 1, 2, 3, .... The use of rational Gauss 
quadrature to compute such integrals is dealt with elsewhere [5]. 

Example :L5. l;,(TJ) = f0
00 e-..,~._ 1 e- 1 dt, 7] < 0. 

Again, we take d>..( t) == e-tdt and note that the poles are now at rJ ± 2vrri, v = 
0, I,£, .... Accordingly, in ( u:l) we take 

1 
eo== --, 

17 

17 2vrr 
(v = - 2 2 2 ' 11<' = 2 + 4 '2 2 ' rJ + 4v 1t 11 v 1t 

v = 1,2, ... ,(rn- l)/2, {3.7) 

and 11se the procedure of §2.1.2'. Selected results (form = 2n- 1 ), comparing rational 
Gauss formulae with Gauss-Laguerre formulae, are shown in Table :3.9. In the case 

11 n n-point rational Gauss err GL 

- .l 3 .4503 1.16( -I) 
6 .450 l9a6153 5.13( ·-2) 
9 .45019361 ,1441350 2.70( -2) 

12 .45019361444134784096 1.55( -2) 
' 1.0 2 .ll:3 2.14(-l) 

6 .1111093520 5.07(-3) 
11 .1lllO[J:3s 16052317322 1.81(-4) 
16 .1111093516052317320105065 1.26(-5) 

··10.0 2 .122(-4) 1.79(-1) 
6 .113502121 ( -4) 1.57(-4) 

11 .11:35021146353905 78( -4) 7.31(-9) 
16 .1135021146:353905 70 1870968( -4) 1.20( -12) 

TABLE 3.9. Numerical results for 15 and comparison with Gauss-Laguerre quadr·aturc 
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TJ = -.1, we were able to go only up ton = 13; when n = 14, our procedure failed 
by producing a negative ,8-coefficient in (2.2). The difficulty is caused by the ill­
conditioning (mentioned after (2.10)) affecting the modified Chebyshev procedure. 
Even though our procedure was successful for n = 13, it had to work hard to take 
care of the pole at 1J = - .l: Backward recursion to compute modified moments had 
to start at v = 584 to get single-precision accuracy ! x 10-10, and at v = 2650 to get 
double-precision accuracy ~ X J0-25• 

Replacing the numerator te-t in the integrand by tk, where k = 1/2,3/2 or 5/2, 
and adding a factor Jl + ~Ot as in (3.6), produces the Bose-Einstein integral whose 
computation by rational Gauss quadrature is discussed in [5]. 

Example 3.6. 16 = f000 (e.~ 1 ) 2 e-1dt. 

Here, as in Example 3.4, we take d.-\(t) = e-tdt and parameters e .. , TJv as in (3.5), 
except that there are only m/4 of them, m being divisible by 4. In Table 3.10 we give 

n n-point rational Gauss err GL err GE 
2 .47 3.71(-2) 1.61(-2) 
8 .4816405209 1.16(-6) 5.99(--10) 

14 .4816405210580757311 4.36(-9) 7.26(-18) 
20 .4816405210580757313458777 2.80( -11) 1.09(-25) 

TABLE 3.10. Numerical results for [5 and compat·ison with Gauss-Laguerre and 
Gauss-Einstein quadrature 

the results form = 2n ( n even) obtained by the discretization method of §2.2, analogous 
to those of Table 3.8 but using the square of the Einstein function as weight function 
in GE. (The method of §2.1, as mentioned earlier, was not implemented.) What is 
remarkable in this example is the competitiveness of the Gauss-Einstein quadrature 
rule vis-a-vis the rational Gauss rule. 
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Abstract 

Using the theory of s-orthogonality and reinterpreting it in terms of the standard orthogonal polynomials on the real line, 
we develop a method for constructing Gauss-Turan-type quadrature formulae. The determination of nodes and weights 
is very stable. For finding all weights, our method uses an upper triangular system of linear equations for the weights 
associated with each node. Numerical examples are included. 

Keywords: Gauss-Tunin-type quadratures; s-orthogonal polynomials; Nonnegative measure; Extremal polynomial; 
Weights; Nodes; Degree of precision; Stieltjes procedure 

AMS classification: Primary 65D30; 65D32; secondary 41A55 

1. Introduction 

Let &'m be the set of all algebraic polynomials of degree at most m. In 1950, Tunin [21] studied 
numerical quadratures of the form 

I k-1 11 

j_ /(I) dt = L L Ai, vf(i)( tv) + R,,k(f), 
-I i=O v=l 

where 

A;,v= j_' l.,i(t)dt (v=l, ... ,n; i=O,I, ... ,k-1) 
-I 

• Corresponding author. 

(1.1) 
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and /,,;(t) are the fundamental polynomials of Hermite interpolation. The coefficients A;,v are Cotes 
numbers of higher order. Evidently, the formula (1.1) is exact if jE&ltn-I and the points -1~-r1 
< · · · < -r,. ~I are arbitrary. 

For k = I the formula ( 1.1 ), i.e., 

!1

1 
f(t)dt= tAo,vf(-r,) +R,.,t(f), 

can be exact for ·all polynomials of degree at most 2n - I if the nodes -r, are the zeros of the 
Legendre polynomial P,., and it is the well-known Gauss-Legendre quadrature rule. 

Because of Gauss's result it is natural to ask whether knots -r. can be chosen so that the quadrature 
formula (1.1) will be exact for algebraic polynomials of degree not exceeding (k + I)n- l. Tunin 
[2I] showed that the answer is negative for k = 2, and for k = 3 it is positive. He proved that the 
knots -r. should be chosen as the zeros of the monic polynomial n: (t) = t" + · · · which minimizes 
the integral 

[
1
1 
[nn(t)t dt, 

where n,.(t) = t" + a,._1t"-1 + · · · + a1t + ao. 
More generally, the answer is negative for even, and positive for odd k, and then 't'v are the zeros 

of the polynomial minimizing 

! 1

1 
[n,.(t)]k+l dt. 

When k = 1, then n; is the monic Legendre polynomial P,.. 
Because of the above, we put k = 2s + I. It is also interesting to consider, instead of ( 1.1 ), more 

general Gauss-Turan-type quadrature formulae 

2s n 1 f(t)dA.(t)= L LA;,J(i)(-r.) + R,.,2s(f), 
IR i=O v=l 

(1.2) 

where dA.( t) is a nonnegative measure on the real line IR, with compact or infinite support, for which 
all moments 

/lk = f/k dl(t), k = 0, 1, ... ' 

exist and are finite, and /lo >0. It is known that formula (1.2) is exact for all polynomials of degree 
at most 2(s + 1 )n - 1, i.e., 

R,.,2s(f) = 0 for f E &l2(s+1)n-I· 

The knots -r, (v= l, ... ,n) in (1.2) are the zeros of the monic polynomialn!(t), which minimizes 
the integral 

F(a0 ,ai. ... ,a,._I)= L [n,.(t)]2s+2 dA.(t), 
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where 1tn(t) = tn + an_ 1tn-I + · · · + a1t + a0• This minimization leads to the conditions 

(1.3) 

Usually, instead of n~(t) we write P.,n(t). 
The case d.il(t)=w(t)dt on [a,b] has been investigated by the Italian mathematicians Ossicini 

[15], Ghizzetti and Ossicini [7] and Guerra [9, 10]. It is known that there exists a unique P.,n(t)= 
IT:= I (t-r.), whose zeros r. are real, distinct and located in the interior of the interval [a,b]. These 
polynomials are known as s-orthogonal (or s-self associated) polynomials in the interval [a, b] with 
respect to the weight function w (for more details see [4, 15-17]). For s=O we have the standard 
case of orthogonal polynomials, and ( 1.2) then becomes the well-known Gauss-Christoffel formula. 

An iterative process for computing the coefficients of s-orthogonal polynomials in a special case, 
when the interval [a,b] is symmetric with respect to the origin and the weight function w is an 
even function, was proposed by Vincenti [24]. He applied his process to the Legendre case. When 
n and s increase, the process becomes numerically unstable. 

At the Third Conference on Numerical Methods and Approximation Theory (Nis, 18-21 August, 
1987) (see [13]) we presented a stable method for numerically constructing s-orthogonal polynomials 
and their zeros. It uses an iterative method with quadratic convergence based on a discretized Stieltjes 
procedure and the Newton-Kantorovic method. Since the proceedings of this conference may not be 
widely available, we recall this method in Section 2. In Section 3, we develop a numerical procedure 
for calculating the coefficients Ai, v in ( 1.2 ). Some alternative methods were proposed by Stroud and 
Stancu [20] (see also [19]) and Milovanovic and Spalevic [14]. Remarks on the Chebyshev measure 
are made in Section 4. Finally, a few numerical examples are presented in Section 5. 

2. Construction of s-orthogonal polynomials 

The basic idea for our method to numerically construct s-orthogonal polynomials with respect to 
the measure d.il(t) on the real line R is a reinterpretation of the "orthogonality conditions" (1.3). 
For given n and s, we put dJL(I) = dJLs,n(t) = (nn(t))2s d.il(t). The conditions can then be written as 

ln;•n(t)tv djL(t) = 0 (v = 0,1, ... ,k- 1 ), 

where {n;·"} is a sequence of monic orthogonal polynomials with respect to the new measure dJL(t). 
Of course, P.,n( ·) = n!·"( · ). As we can see, the polynomials nZ·" (k = 0, 1, .. . ) are implicitly defined, 
because the measure dJL(t) depends on n!·n(t). A general class of such polynomials was introduced 
and studied by Engels (cf. [2, pp. 214-226]). 

We will write simply nk( · ) instead of n;·n( · ). These polynomials satisfy a three-term recurrence 
relation 

1tv+J(t)=(t -a.)n.(t)- Pv1tv-I(t), v=O, 1, ... , 
(2.1) 

no(t) = I, 
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Table 1 

n dJ.!''n(t) Orthogonal polynomials 

( n~· 0 (t ))2s dl( t) 0 
(n:· 1(t))2s dl(t) rr,s,1 0 0 

(n;· 2(t))2s dl(t) n'·2 1ts,2 0 0 I 

(n;·\t))2s dJ.(t) 1ts,3 1ts,3 n•·J 0 0 I 2 

0 

2 

3 

where, because of orthogonality, 

a.= IXv{s,n) = (tn., n.) = fiR tn;(t) djl(t), 
( n., n.) Ju~ n. (t) dp( t) 

(2.2) 

p. = p.(s n) = (n., n.) = fiR n;(t) dp(t) 
' (nv-J.1tv-d fiR n;_ 1(t)dJ.l(t)' 

and. by convention, Po= fiR dp(t). 
The coefficients IXv and Pv are the fundamental quantities in the constructive theory of orthogonal 

polynomials. They provide a compact way of representing orthogonal polynomials, requiring only 
a linear array of parameters. The coefficients of orthogonal polynomials, or their zeros, in contrast, 
need two-dimensional arrays. 

Knowing the coefficients IXv and P. ( v = 0, 1, ... , n - 1) gives us access to the first n + 1 orthogonal 
polynomials n0 , 7tt. ... , nn. Of course, for a given n, we are interested only in the last of them, i.e., 
nn=n!·n. Thus, for n=O,l, ... , the diagonal (boxed) elements in Table 1 are ours-orthogonal 
polynomials n!•n. 

A stable procedure for finding the coefficients a. and p. is the discretized Stieltjes procedure, 
especially for infinite intervals of orthogonality (see [3-6]). Unfortunately, in our case this proce­
dure cannot be applied directly, because the measure dJ.l(t) involves an unknown polynomial 1t!·". 
Consequently, we consider the system of nonlinear equations 

fo =Po - In 1t;s(t) d2(t) = 0, 

f2v+l = L (1Xv- t)n;(t)n;'(t)dA.(t) = 0 (v = 0, 1, ... , n- 1), (2.3) 

f2v = L (p.n:;_ 1(t) - n:;(t))n;'(t) d2(t) = 0 (v = I, ... , n - 1 ), 

which follows from (2.2). 
Let x be a (2n)-dimensional column vector with components IX0, Po, ... ,1Xn-h Pn-I and f(x) a 

(2n )-dimensional vector with components fo, ft. ... , hn-h given by (2.3 ), in which 1to, 1t~o ... , 1tn are 
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thought of as being expressed in terms of the at's and P's via (2.1 ). If W = W(x) is the corresponding 
Jacobian of f(x), then we can apply Newton-Kantorovic's method 

xfk+tl =xfkJ _ w-'(xfkl)f(xfkl) (k=O, 1, ... ) (2.4) 

for determining the coefficients of the recurrence relation (2.1 ). If a sufficiently good approximation 
xf0l is chosen, the convergence of the method (2.4) is quadratic. 

Notice that the elements of the Jacobian can be easily computed in the following manner. 
First, we have to determine the partial derivatives a.,1 = an./aot1 and hv,1 = an.jap1• Differentiating 

the recurrence relation (2.1) with respect to oc1 and P1, we obtain 

hv+l,l = (t- O!v)hv,l- Pvhv-l,lo 

where 

av,l = 0, hv,i = 0 (v ~i), 

a;+t,i = -Tt;(t), bl+t,; = -Tt;_,(t). 

These relations are the same as those for n., but with other (delayed) initial values. The elements 
of the Jacobian are 

a~2~;' = 21 n,;s-'(t)[(ot.- t)p.,;(t) + kt5v,i1t;(t)1t,.(t)] dA.(t), 

a~p;' =2 h n,;s-J(t)(oc.- t)q.,;(t)dA.(t), 

ix:• =2fnn,;s-l(t)(PvPv-l,i(t)- Pv,;(t))dA.(t), 

fp; = 21 n,;s-l(t)[(pvqv-l,i(t)- q.,;(t)) + k<>v,i1t;_ 1(t)Ttn(t)] dA.(t), 

where 

Pv,;(t) = 1tv(t)(av,;1t,.(t) + sa,.,;1tv(t)), 

and t5.,1 is the Kronecker delta. 

(2.5) 

All of the above integrals in (2.3) and (2.5) can be computed exactly, except for rounding errors, 
by using a Gauss-christoffel quadrature formula with respect to the measure dA.( t ), 

N 1 g(t)dA.(t)= :LA~N>g(t'~N)) + RN(g), 
R •=I 

(2.6) 

taking N = (s + 1 )n knots. This formula is exact for all polynomials of degree at most 2N - 1 = 
2(s + 1) · n- 1 =2(n- 1) + 2ns + 1. 

Thus, for all calculations we use only the fundamental three-term recurrence relation (2.1) for 
the orthogonal polynomials nk( ·; dA.) and the Gauss-Christoffel quadrature (2.6). As intial values 
ot!01 = oc~01(s, n) and P!0l = P!01(s, n) we take the values obtained for n - 1, i.e., ot!01 = a.(s, n - 1 ), 
P!0l = P.(s,n- 1), v~n- 2. For ex!~, and P!~ 1 we use corresponding extrapolated values. 
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In the case n = 1 we solve the equation 

l/>(rxo)=l/>(rxo(s, 1))= l (t- rxo)2s+1 dA.(t)=O, 

and then determine 

Po= f3o(s, I)= h (t- rxo)2s dA.(t). 

The zeros r.=-r.(s,n) (v= l, ... ,n) of n~·n, i.e., the nodes of the Gauss-Tuci.n-type quadrature 
formula (1.2), we obtain very easily as eigenvalues of a (symmetric tridiagonal) Jacobi matrix Jn 
using the QR algorithm, namely, 

rxo ..;p; 0 

..fiJ; rx 1 v1f; 

Jn = v1J; rx2 

0 

where rx. = a.(s, n), {3. = {J.(s, n) (v=O, 1, ... ,n- 1). 

3. Calculation of coefficients 

Let r. = r.(s,n), v = 1, ... , n, be the zeros of the s-orthogonal (monic) polynomialnn(t)(::= n~·n(t)). 
In order to find the coefficient& A;, v in the Gauss-Turan-type quadrature formula 

2s n 1 f(t)dA.(t)= LLA;,,J<0 (rv) +R(f), 
IR i=O v=l 

(3.1) 

we define 

D.(t)=(nn(t))2s+I = IT<t-r;)2s+I (v=l, ... ,n). 
t- 'Lv if.v 

(3.2) 

Then the coefficients A;,v can be expressed in the form (see [19]) 

A;.= 1 [v2s-i_l_ [ 1tn(x)2s+! -nn(t)2s+l dA.(x)] , 
' i!(2s- i)! D.(t) }R x- t 

t=~v 

where D is the differentiation operator. In particular, for i = 2s, we have 

1 { 1tn(X )2s+l 
A2s,v= (2s)!(n~(rv))2s+l JIR X- 'rv dA.(x), 
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i.e., 

B<•> 
A2s,v = (2s)!(::.(-r.))2s (v = 1, ... ,n), 

where B~•l are the Christoffel numbers of the following Gaussian quadrature (with respect to the 
measure dJ.t( t) = n;'(t) dl( t )): 

1 g(t) dJ.t(t)= tB~•>g(-r.) + Rn(g), Rn(B1'2n-d = 0. 
R v=l 

(3.3) 

Since B~•l > 0, we conclude that A2s,. > 0. The expressions for the other coefficients (i < 2s) become 
very complicated. For numerical calculation we could use a triangular system of linear equations 
obtained from the formula (3.1) by replacing f with the Newton polynomials: 1, t--r~o ... , (t--r1 )2s+I, 
(t- -r1)2•+1(t- -r2 ), ••• ,(t- -ri)2s+1(t- -r2 )2s+I. ··(t- •n)2s (cf. [4, Section 2.2.4]). 

In this paper we take instead the polynomials 

Jk..(t)=(t- ··>ka.ct>=<t- -r.>k n (t- •;)2s+l, (3.4) 
i#v 

where O~k~2s, 1 ~v~n. 
Since the quadrature (3.1) is exact for all polynomials of degree at most 2(s + 1)n- 1 and 

degfk.• = (n- 1)(2s + 1) + k ~(2s + 1)n- I, 

we see that (3.1) is exact for the polynomials (3.4), i.e., 

R(Jk..)=O (O~k~2s, 1 ~v~n). 

Thus, we have 

i.e., 

2s 

'"' (i) L....JAi, v/,., v ("tv)= Ilk. v. (3.5) 
i=O 

because for every j=f;v we have f~;!(-rj)=O when O~i~2s. Here, we have put 

For each v, we have in (3.5) a system of 2s + 1 linear equations in the same number of unknowns, 
A;,,, i = 0, 1, ... ,2s. 

Using Leibniz's formula of differentiation, one easily proves the following auxiliary result. 
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Lemma 3.1. For the polynomials fk.v given by (3.4), we have 

(I) _ { 0, j < k, 
h,.(r.)- ·(k)n(i-k)( ) . ...._k 

l .:.&v 7: v ' l :::;; ' 

where ;<t> = i(i- I)··· (i- k + I) [with o<o> =I] and Q. is defined in (3.2). 

Lemma 3.I shows that each system of linear equations (3.5) is upper triangular. Thus, once all 

zeros of the s-orthogonal polynomial 1tno i.e., the nodes of the quadrature formula (3.1 ), are known, 
the determination of its weights A1,. is reduced to solving the n linear systems of (2s + 1) equations 

fo .• (r.) f&.Cr.) JJ~>(r.) 
r(2s)(r ) 

J l,v v l Ao,v ll Jlo,v l ~:·· = p;·· . 
2s, v J.L2s, v 

Put ak, k+J = Ji}!_-;, ~+J>c r. ), so that the matrix of the system has elements a1,1 ( 1 ~ l,j ~ 2s + 1 ), with 

al,J=O for j<l. Then, by Lemma 3.1, 

(3.6) 

Lemma 3.2. Let r" ... , 7:n be the zeros of the s-orthogonal polynomial 1tn. For the elements ai,J• 
defined by (3.6), the following relations hold: 

a~c,t=(k-I)!a1 , 1 (1~k~2s+ 1), 

j 

alc,k+J = -(2s + 1 )(k + j- 1 )<k-l) L u1a1,1 
1=1 

where 

al,l = a.('r.) = [n~('r.)]2s+l' 
Ut= L(r; -r.)-1 (I= 1, ... ,2s). 

i¢v 

( 1 ~~-~2s- j + 1), 
J-I, ... ,2s 

(3.7) 

Proof. The first relation is an immediate consequence of the definition of a1c,k and Lemma 3.1. 

To prove the second, define v(t)= L;¢v (t- r;)- 1• Since Dv(t)= II;~. (t- r;)2s+l we have that 

Q~(t) = (2s + 1 )v(t)D.(t) 

and 
di-1 di-1 

Q~j)(t) = dtJ-I (Q~(t)) = (2s + 1) dtJ-l (v(t)D.{t)) 

j-1 . 

= (2s + 1) L (1 ~ 1) Q~J-1-ll(t)vU>(t). 
1=0 
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Then, (3.6) becomes 

ak,k+J=(k + j -1)<k-1)(2s + 1) t u = D vU-1>(-r.).CW-1>(-r.). 
1=1 

Since 

v<l-l)(-r.) =( -1i-1{l- 1)! :2.:::<•.- -r;)-1 = -(1- I)!u1 
i~v 

and 

U-l> _ a1,1 _ (j - /)! 
Qv (-r.)- (j- 1)U-1)- (j- 1)! a1,J• 

we get 

j 

ak.k+J =- (2s + I )(k + j- I )(k-l) L u1a1.J· 0 
1=1 

Using the normalization 

" ak,J 
akJ = (I ::;;;k, j::;;;2s + 1), 

· (j- I)!a1,1 
(3.8) 

and putting 

bk = (k- I)Ak-l,v (I ::;;;k::;;;2s +I), 

( )

2s+l 

, /lk,v k I - T; 
Ilk •• = c '< n2s+l = r <1 - -..> II~ d).(t), nn Tv jR ;~v Tv -r, 

(3.9) 

we have the following result: 

Theorem 3.3. For fixed v (1 ::;;;v::;;;n), the coefficients A; .• in the Gauss-Turim-type quadrature for•
mula (3.1) are given by 

2s+l 

bk = (k- I )!Ak-l,v = flk-l,v- L at,jbj (k = 2s, ... , 1 ), 
J=k+i 

where flt,. are given by (3.9), and 

ak,k = 1, 
, 2s+1~, 
ak,k+J = ---. - L.... u1a1,1 

1 1=1 

(k= 1, ... ,2s; j= 1, ... ,2s- k + 1), 

the u1 being defined by (3.7). 

(3.IO) 

(3.11) 
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Proof. The relations (3.11) follow directly from Lemma 3.2 and the normalization (3.8 ). 

The coefficients bk (I ::;;; k::;;; 2s + 1) are obtained from the corresponding upper triangular system 
of equations Ab = c, where 

A= [au], b= [bi.··. ,b2s+I]T, c= [.Uo,v•····P2 •. JT. D 

The normalized moments Jik,v can be computed exactly, except for rounding errors, by using the 
same Gauss-Christoffel formula as in the construction of s-orthogonal polynomials, i.e., (2.6) with 
N =(s + l)n knots. 

4. Some remarks on the Chebyshev measure 

In this section we discuss the particulary interesting case of the Chebyshev measure dA.(t) = 
(l-t2)-''2 dt. In 1930, Bernstein (1] showed that the monic Chebyshev polynomial Tn(t)= Tn(t)/2n-l 

minimizes all integrals of the form 

/_
I inn(t)ik+l dt (k ~ 0). 

-1 v'f=f2 
Thus, the Chebyshev-Turan formula 

/_
1 /(t) _ 2s n (i) 

_ 1 v'1=t2 dt- ~ ~ A;,vf (rv) + Rn(f), (4.1) 

with tv= cos((2v- 1)n/2n) (v= l, ... ,n), is exact for all polynomials of degree at most 2(s + 
1 )n - 1. Turan stated the problem of explicit determination of A;, v and its behavior as n --+ +oo (see 
[22, Problem XXVI]). Some characterizations and solution for s = 2 were obtained by Micchelli and 
Rivlin [12], Riess [18], and Varma [23]. One simple answer to Turan's question was given by Kis 
[11]. His result can be stated in the following form: If g is an even trigonometric polynomial of 
degree at most 2(s + l)n- 1, then 

LX - 7t ~ ~ ~ ~(b-1) 
g(fJ)dfJ- -( 1)2 ~ 41 2J ~ g -2-n ' 

0 n s. }=0 n v=l n 

where Ss-J (j=O, l, ... ,s) denote the elementary symmetric polynomials with respect to the num­
bers 12, 22, ... ,s2, i.e., 

s.= 1, 

Consequently, 

/_
1 f(t) 1t s sj n 2' 

y'f=t2 dt = -( 1) 2 L 41 21 L [D 1 /(cos 0)]8=(2v-1/2n)x• 
_ 1 ns. J=O n v=l 
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Using the expansion 
2k 

!Yk /(cosO)= Ldk,;(t)j<0(t), t= cosO, k>O, 
i=l 

where the functions dk,j = d~c.j(t) are given recursively by 

dk+l,l = (1- 12)d;,l - td~,l• 

dk+l,2 = ( 1 - 12 )d;,2 - td~. 2 + 2( 1 - 12 )d~ 1 - ldt, t. 

dk+I,i = c1 - t2)d;,i- tdL + 2(t - t2 )d~.i-l - tdk,i-1 + c1 - t 2)dt,i-2• (i = 3, ... ,2k), 

dk+1,2k+l = 2(1 - t2 )d~.2k - tdk,2k + (1 - t2)dk,2k-l> 

dk+l,2k+2 = (1 - t2)dt,2k. 

with d 1, 1 = - t and d 1,2 = 1 - t 2 , we obtain ( 4.1 ). For example, when s = 3, we have 
1t 1t'rv 4 2 

Ao,v = n' A1,v = 2304n7 (784n + 56n - 1), 

A2,v = 23; 4n7 [(784n4 - 392n2 + 31)(1 - -r;) + 168n2 - 15], 

1t'tv 2 2 A3,• =- 2304n7 ((336n - 89)(1 - -r,) + 15], 

A4,v = 23; 4n7 [(56n2 - 65)(1 - -r;)2 + 45(1 - -r;)], 

1t'rv 2 2 2 As,v = 2304n7 [674(1 - 1:,) - 240(1 - -r, )], 

To conclude, we mention the corresponding formula (3.3) for the Chebyshev weight, 

[ f;s(t) 1t (2s) n 
JIR. g(t) v'f=/2 dt = 4snn s ~ g(-r,) + Rn(g), (4.2) 

where -r. = cos(2v- 1 )(nf2n) (v = 1, ... ,n). Note that all weights are equal, i.e., the formula (4.2) 
is one of Chebyshev type. 

5. Numerical examples 

Using the procedures outlined in Sections 2 and 3 for constructing s-orthogonal polynomials and 
calculating the coefficients in Gauss-Turan-type quadrature formulae, we prepared corresponding 
software with the following types of polynomials 1tn(·; d.A,) (identified by the integer ipoly): 

c ipoly - integer identifying the kind of polynomials: 
c 
c 0 = nonclassical polynomials with given coefficients 
c in the three-term recurrence relation 
c 1 = Legendre polynomials on [-1,1] 
c 2 =Legendre polynomials on [0,1] 
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c 3 = Chebyshev polynomials of the first kind 
c 4 = Chebyshev polynomials of the second kind 
c 5 = Jacobi polynomials with parameters a1=.5, be=-.5 
c 6 = Jacobi polynomials with parameters al,be 
c 7 = generalized Laguerre polynomials with parameter al 
c 8 = Hermite polynomials 
c 9 = generalized Gegenbauer polynomials with parameters al,be 
c 10 = polynomials for the logistic weight 
c w(t)=e~{-t}/(1+e~{-t})-2 on the real line 
c 
c al,be - parameters for Jacobi, generalized Laguerre 
c and generalized Gegenbauer polynomials 
c For ipoly=9, the weight function is given by 
c w(x)=lxl ~mu(1-x~ 2)- al, where be=(mu-1)/2. 

All computations were done on the MICROVAX 3400 computer using VAX FORTRAN Ver. 5.3 
in D- and Q-arithmetic, with machine precision -;:::::,2.76 x 10-17 and -;:::::,1.93 x l0-34, respectively. For 
example, taking dA.(t) = e-1 dt on (0, +oo ), for s = 2 and n = 5 we obtain the results in D-arithmetic 
shown in Table 2. 

Finally, we give an example where it is preferable to use a formula of Turan type rather than the 

standard Gaussian formula, 

lf(t)dA.(t)= tAvf(tv)+Rn(f) (5.1) 

for which Rn(&2n-l) = 0. The example is 

I=[', e1Vf=t2dt== 1.7754996892121809468785765372 .... 

Here we have f(t)=e1 and dA.(t)=~dt on [-1,1] (the Chebyshev measure of the second 
kind). Notice that J(il(t)=f(t) for every i~O. 

The Gaussian formula (5.1) and the corresponding Gauss-Turan formula (3.1) give 

n 

I-;::;:,I~= LAve1' (5.2) 
v=! 

and 
n 

I"' IT = "" c(s)et, 
~ n,s ,L....- v ' 

(5.3) 
v=l 

ti. l h c<sl- "'2s A respec ve y, w ere v - L..Ji=O ;,v· 

Table 3 shows the relative errors IUJ.. -I)/IJ.sl for n= 1(1)5 and s=0(1)5. (Numbers in paren­
theses indicate decimal exponents and m.p. stands for machine precision.) 

For s = 0 the quadrature formula (5.3) reduces to (5.2), i.e., IJ.0 =I;'. Notice that Turlin's formula 
(5.3) with n nodes has the same degree of exactness as the Gaussian formula with (s + 1 )n nodes, 
which explains its superior behavior in Table 3. 
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Table 3 

Table 2 
Example. Laguerre case (s = 2, n = 5) 

k alpha (k) 

0 0.206241261660323E+OI 
1 0.817357215072019E+OI 
2 0.143542025111386E+02 
3 0.20641161481825IE+02 
4 0.268361238086797E+02 

zero(1) = 0.511080817827157E+OO 

A(O, I)= 0.831408096794173E+00 
A( 1, I) = 0.878844153076445E-O 1 
A(2, 1) = 0.777008304959738E-OI 
A(3, 1) = 0.776770118733145E-02 
A(4, 1) =0.124333607217694E-02 

zero(3) = 0.100115534444780E+02 

A(O, 3) = O.Il3746188754331E-02 
A( I, 3) = -0.204892563320579E-02 
A(2, 3) = 0.191860247042219E-02 
A(3, 3) = -0.903002129075339E-03 
A(4, 3) = 0.265091858385108E-03 

zero( 5) = 0.374416573313175E+02 

A(O, 5) = 0.546801190168267E-13 
A(l, 5) = -0.192133308928889E-12 
A(2, 5) = 0.271424024484902E-12 
A(3,5) = -0.181974618995712E-12 
A(4, 5) = 0.492724906167396E-13 

Relative errors in quadrature sums I~. 

n s=O s=l s=2 

1 1.15( -1) 4.71(-3) 9.72(-5) 
2 2.38(-3) 2.05(-7) 3.06(-12) 
3 1.97( -5) 1.15( -12) 4.02(-21) 
4 8.76(-8) 1.71(-18) 4.68(-31) 
5 2.43( -10) 9.40(-25) m.p. 

References 

beta (k) 

O.lll900724691563E+l7 
0.62722078016649IE+Ol 
0.314187808183856E+02 
0. 761775799352482E+02 
0.14146771685016SE+03 

zero(2) = 0.365040485156886E+Ol 

A(0,2) = 0.167454288564437E+OO 
A( 1,2) = -0.133418640886195E+00 
A(2,2) = O.l01695IS8354974E+OO 
A(3,2) = -0.233384486558624E-Ol 
A~4,2) = 0.920099700677729E-02 

zero(4)=0.204527761237753E+02 

A(0,4) = 0.1 S2753792492066E-06 
A(I,4) = -0.410956732811768E-06 
A(2,4) = 0.484507006038965E-06 
A(3,4)= -0.288211914479617E-06 
A(4,4) = 0.791425834311650E-07 

s=3 s=4 

1.21( -6) 1.01( -8) 
1.36( -17) 2.40(-23) 
9.26(-31) rn.p. 
rn.p. rn.p. 
m.p. m.p. 

s=5 

5.98( -II) 
1.88( -29) 
rn.p. 
m.p. 
m.p. 
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A two-parameter class of refinable functions is considered and Gaussian quadra­
ture rules having these functions as weight functions. A discretization method is 
described for generating the recursion coefficients of the required orthogonal poly­
nomials. Numerical results are also presented. © 2000 Academic Press 

l. A CLASS OF REFINABLE FUNCTIONS 

A refinable function ¢ is a solution of a two-scale difference equation 

¢(x) = I>J¢(2x- j), 
jEZ 

where a J are real numbers satisfYing 

Lak+2J = 1, 
jEZ 

all k E Z. 

(1.1) 

(1.2) 

Equation (l.l) is called a refinement equation, and a= {aj}jEZ the mask. Refinable 
functions occur in many different branches of analysis, notably in multiresolution 
approximation and wavelet analysis. 

The existence of a solution of (l.l) is ensured under suitable assumptions on the mask 
a (see, for example, [2, 8] and references therein). In particular, the existence of a unique 
refinable function¢ associated with a given mask a was proved in [4] in the case when a 
satisfies, in addition to (1.2), the following conditions, depending on an integer parameter 
m 2:2: 

(i) a is compactly supported on j = 0, 1, ... , m +I (i.e., aj = 0 for j f; [0, m + 1], 
with aoam+l =/= 0); 
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(ii) Pm (z) = Lj:01 a jZJ is a Hurwitz polynomial (i.e., has all its zeros in the left 
half-plane). 

In [4] it was also proved that L}EZ cp(x + j) = I and¢ E ck (JR.), k :<:-: m- 1, if and only 
if Pm (z) = (z + l)k+l q(z), where q E IP'm-k and q(J) = 2-k. 

This result for k = m 2 can be exploited to characterize all masks which satisfy (i) 
and (ii) and moreover are centrally symmetric (an important property in signal processing 
applications) [5]. To be precise, the function ¢ associated with this kind of mask is in 
cm-2 (JR.) if and only if 

j E 7L, (1.3) 

where h > m - I is another parameter, and where by convention (:) = 0 if s < 0 or s > r. 
The associated refinement equation 

cf>m.h(X) = 'f:_aj~;1 c/>m,h(2x- }) ( 1.4) 
jEZ 

allows one to compute cf>m.h recursively on any set of dyadic points, 

Xr=(x:x=k·Tr, k=O, 1,2, ... ,(m+ l)Y}, r = 0, l, 2, ... , (1.5) 

starting with the values <Pm.h (j), j = 0, 1, ... , m + l. 
We recall that for any compactly supported refinable function ¢ the values at the integers 

are the entries of the eigenvector of the matrix A = [a2i- J ]iEZ,JEZ corresponding to the 
eigenvalue 1 and normalized by the condition LjEZ ¢(}) = l. 

The values of 1> at dyadic points can also be computed by means of the cascade 
algorithm [2]. 

It is known that cf>m.h is compactly supported on the interval [0, m + l], cf>m.h (x) > 0 
for 0 < x < m + l, cf>m.h(O) = cf>rn.h(m + l) = 0, and cf>m,h(x) is symmetric with respect to 
the midpoint x = (m + l)/2. If h = m, then (1.3) is the mask for the mth-degree cardinal 
B-spline. 

Certain projection operators, for example in wavelet decompositions, as well as several 
applications such as the wavelet Galerkin method, lead to the problem of computing inner 
products of the form (f, ¢)=fiR f(x)cp(x)dx, where 1> is a refinable function. Such 
integrals have been dealt with, for example, in [1, 7, 10]. In certain applications, ¢ is 
of type cf>m,h defined in (1.4) (cf., e.g., (6]); in these cases, since cf>m.h is positive on its 
support, it is natural to think of it as a weight function and to compute the inner product by 
a weighted quadrature rule, specifically a Gaussian rule. To do this requires knowledge of 
the orthogonal polynomials that belong to the weight function <Pm.h· In this note we show 
how these can be constructed and we present relevant numerical data. 

2. CONSTRUCTION OF ORTHOGONAL POLYNOMIALS AND GAUSSIAN 

QUADRATURE RULES RELATIVE TO REFINABLE FUNCTIONS 

To construct the desired orthogonal polynomials up to degree n, and with them the 
Gaussian rules with up to n points, it suffices to compute the recursion coefficients ak = 
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ctk(¢m,h), fh = fJk(¢m,h) in the three-term recurrence relation for the (monic) orthogonal 
polynomials TCk(·) = TCk(·; <Pm,h) relative to the weight function <Pm,h, 

7ik+l (x) = (x- ctk)TCk(x)- fJkTCk-1 (x), k = 0, I, 2, ... , n - I, 
(2.1) 

n-1 (x) = 0, no(x)= 1. 

The Gauss quadrature rules in question can then be computed by well-known eigen­
value/eigenvectortechniques (cf. [3, Sect. 4]). 

By symmetry, all ctk are constant equal to (m + 1)/2, and we may as well shift the 
variable x so that ctk = 0 for all k and the <Pm.h are supported on [ -(m + 1)/2, (m + 1)/2]. 
Such a shift does not affect the coefficients fJk. The latter can be computed by a 
discretization method (cf. [3, Sect. 6]). Since ¢m,h is computable only at dyadic points, 
we choose the points Xk of the discrete inner product to be dyadic points 

Xk = -(m + 1)/2 +k .rr, k = 0, 1, 2, ... , (m + 1)2r, (2.2) 

in the shifted set Xr and the inner product itself to be the respective Simpson's quadrature 
sum, 

where 

1 (m+l)2' 

(u, V)r = 3 . 2r L WkU(Xk)V(Xk)</Jm,h(Xk), 
k=O 

if k = 0 or k = (m + 1)2r, 

r=1,2,3, ... , 

if k is even, k =/= 0, k =/= (m + 1)2r, 
if k is odd. 

(2.3) 

(2.4) 

The recursion coefficients fJk,r for the discrete inner product, which approximate the 
desired coefficients fJk, are then computed by the Stieltjes procedure. (Alternatively, the 
Lanczos algorithm could be applied, which, however, was observed to take considerably 
longer.) 

For given m and h the procedure is expected to converge as r -+ oo. Some relevant 
results (for double precision computations) are shown in Table 1. 

The convergence test adopted was agreement of the coefficients fJk,r, k = 0, I, 2, ... , 
n- 1, for two successive values ofr to within a relative error:::;£. We chosen= 17 ande = 
~ · 10-10 . Table I shows rmin-the smallest value ofr for which convergence is achieved 
when h = m(I)m + 4, m = 2, 3, 4, and the corresponding values of N = (m + 1)2r. 

TABLE 1 
Convergence Behavior of the Discretization Method 

m h 'min N 

2 2-6 14 49,152 
3 3-7 l3 32,768 
4 4 11 10,240 

5-8 l3 40,960 
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3. NUMERICAL RESULTS 

The recursion coefficients fJk(</Jm,h),k = 0, 1, ... , 16, obtained by the discretization 
method of Section 2 for the same values of m and h as in Table 1 are displayed in Table 2. 
Several observations can be made. 

(i) When m = 2 and h -+ oo, the function </Jm,h tends to the unit step function 
supported on [- i, i] ( cf. ( 1.3) and the remarks in the penultimate paragraph of 

Section 1). One would expect, therefore, thatthe coefficients fJk(</Jm.h) tend to the Legendre 
coefficients (relative to [-!, i ]), that is, 

ash-+ oo, 

for each fixed k :=:: 1. One would furthermore expect a similar limit behavior for the 

coefficients fJk,r, r = Tmin· A look at the last column of Table 2 (form = 2, h = m + 4) 
does not seem to suggest this. The reason appears to be slow convergence, in fact, the 

slower convergence the larger k. We attempted to check this by running our procedure 

for h = 20; the resulting {3-coefficients are shown in Table 3, together with the Legendre 

coefficients fJf in the last column. Both sets of coefficients are in reasonable agreement 

for about k _:::: 5, but beyond this, the former coefficients become rather larger than the 
latter and also less regular. For much larger values of h (e.g., h :=:: 30), we experienced 

near-singularity difficulties with our program for computing </J2,h· 

(ii) In the case m = h = 3, the function <Pm.h coincides with the normalized 
cubic B-spline. The orthogonal polynomials relative to this B-spline and their recursion 

coefficients have been computed earlier by Phillips and Hanson [9). Since these authors 
define B -splines on the interval [ -1, I] and adopt normalized orthogonal polynomials on 

[ -1, 1], our coefficients must be compared with four times the squares of theirs. We found 

agreement to 10 decimal places in all of them 1 . 

(iii) When m = 3 and h -+ oo, the function </Jm,h tends to the hat function supported 
on [ -1, 1]. Similarly as in (i), one observes relatively slow convergence of the coefficients 

fJk(</Jm,h) to those of the hat function, Sk· The latter are the squares of those tabulated 
in [9]. We were able, however, to use much larger values of h than in (i). The results for 

h =50 are shown in Table 4 in a format analogous to that of Table 3. Increasing h further, 
we observed complete agreement to all I 0 digits for all values of k _:::: 16 beginning with 

h=70. 
(iv) A limit behavior similar to that in (iii) is observed when m = 4. In this case, the 

limit function as h -+ oo is the normalized quadratic B -spline on [- ~, ~] whose recursion 

coefficients are those in Table 2 (first column form= 2). We found that exactly the same 
coefficients are obtained when m = 4 and h = 65. 

4. EXAMPLES 

The motivation for this work was to accurately evaluate integrals of the form 

JJR f (x )</Jm,h (x) dx by using Gaussian quadrature relative to the weight function <Pm.h. We 
now present a few simple examples to illustrate this approach. 

1 It appears that the first coefficient bo in [9] is not Po, as stated, but 1/ PO· 
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TABLE3 
Refinable vs Legendre Coefficients for m = 2, h = 20 

k /h(¢2,20) tJf 
0 0.10000000000+01 0.1 0000000000+0 I 

0.83333969120-0 I 0.83333333330-01 
2 0.66670227020-0 I 0.66666666670-01 
3 0.643I5848440-01 0.64285714290-0 I 
4 0.63796I53980-0 1 0.63492063490-01 
5 0.66460814880-01 0.63131313130-01 
6 0.99337885590-01 0.62937062940-01 
7 0.32357899960+00 0.62820512820-01 
8 0.4391642ll90+00 0.62745098040-01 
9 0.15761571200+00 0.62693498450-01 

10 0.13770015170+00 0.62656641600-01 
11 0.34266998430+00 0.62629399590-01 
12 0.33173785880+00 0.62608695650-01 
13 0.16214460840+00 0.62592592590-01 
14 0.265890743lD+OO 0.62579821200-01 
15 0.48237434340+00 0.62569521690-0 I 
16 0.38687456390+00 0.62561094820-01 

EXAMPLE 1 (Partial sums of the exponential series). We take for f the partial sums sp 

of the exponential series, 

k 

0 

2 
3 
4 
5 
6 
7 
8 
9 

10 
II 

12 
13 
14 
15 
16 

f(x) =Sp(X), 

p 

Sp(X) =LX} jj!, 
.i=O 

TABLE4 

p = 3, 7, and 11. 

Refinable vs Hat Coefficients form = 3, h = 50 

fJk (¢3,so) fik 

0.10000000000+01 0.1 0000000000+0 1 
0.16666666670+00 0.16666666670+00 
0.23333333330+00 0.23333333330+00 . 
0.23265306120+00 0.23265306120+00 
0.24453992120+00 0.24453992120+00 
0.242532826lD+OO 0.242532826ID+OO 
0.24 734048650+00 0.24734048650+00 
0.24584455700+00 0.24584455700+00 
0.24843705250+00 0.24843705240+00 
0.24735248630+00 0.247352486lD+OO 
0.24897466180+00 0.24897466030+00 
0.24816527120+00 0.24816526260+00 
0.24927692250+00 0.249276872ID+OO 
0.248653622ID+OO 0.24865332470+00 
0.24946498980+00 0.24946320940+00 
0.24898008600+00 0.24896936220+00 
0.24965128460+00 0.24958603300+00 

(4.1) 
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TABLES 
Results of n-point Gaussian Quadrature Applied to J2~~2 sp (x )¢2,4 (x) dx 

n p=3 p=7 p=ll 

1 

2 

3 
4 
5 

6 

7 
8 

0.10000000000+0 I 

0.10625000000+01 

0.10625000000+01 

0.10000000000+01 

0.10631537540+01 

0.10643441840+01 

0.10643598610+01 

0.1064359861 D+O 1 

0.1 0000000000+0 1 

0.10631537600+01 

0.1 0643443170+0 1 

0.10643603050+0 1 

0.10643604080+01 

0.10643604090+01 

0.10643604090+01 

Since these are polynomials of degree p, the n-point Gaussian quadrature rule should 
produce exact results for n 2: (p + 1) /2. This is indeed the case and is illustrated in Table 5 
form = 2, h = 4. The ellipses at the bottom of each column are to indicate that the results 
remain exactly constant to the number of digits shown. 

EXAMPLE 2 (Exponential function). Here, f(x) =ex, and we take m = 3, hence the 
interval [ -2, 2], and h = 4(1 )6. The results are displayed in Table 6. As can be seen, 
convergence as n-+ oo is quite fast. We do not know whether the exact answers are known 
explicitly. 

EXAMPLE 3 (Cosine waves). In this final example, we take m = 4, h = 8, and for f 
three cosine waves 

f(x) = Ck(X), q(x) = cose~JT (x + ~)), k = 1' 2, 3 

on the interval [ -~,~].The results are shown in Table 7. Understandably, convergence of 
the quadrature formula slows down as the frequency of the cosine wave increases. 

TABLE6 
Results of n-point Gaussian Quadrature Applied to J~2 ex tP3,h (x) dx 

n h=4 h=5 h=6 

0.1 0000000000+0 1 0.1 0000000000+01 0.1 0000000000+0 I 

2 0.11276259650+0 1 0.11059877210+0 I 0.1 0952240300+0 1 

3 0.11324639490+01 0.11092095570+01 0 .I 097654654 D+O 1 

4 0.11325639610+01 0.11092657380+01 0.10976892810+0 I 

5 0.11325652530+0 1 0.11092664200+01 0.1 0976896700+0 I 

6 0.11325652640+0 I 0.11092664250+01 0.10976896730+01 

7 0.11325652640+01 0.11092664250+01 0.10976896730+01 

8 
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TABLE7 
Results of n-point Gaussian Quadrature Applied to ~~~~2 cos( 2~rr (x + ~))c/>4,s(x) dx 

n k=l k=2 k=3 

2 

3 

4 

5 

6 
7 

8 

9 

10 

11 

12 

13 

14 

15 

-0.1 OOOOOOOOOD+O I 

-0.801333 7327D+OO 

-0.8124511173D+OO 

-0.8121304568D+OO 

-0.8121366391D+OO 

-0.8121365424D+OO 

-0.8121365436D+OO 

-0.8121365436D+00 

O.IOOOOOOOOOD+OI -0 .I OOOOOOOOOD+O I 
0.2842715025D+00 0.345741 0443D+00 
0.4368769735D+00 -0.2478977458D+00 

0.4194894337D+00 -0.9850296578D-Ol 

0.4208268334D+00 -0.1242828114D+OO 

0.4207434221D+00 -0.1206814510D+OO 
0.4207475440D+00 -0.121 0800305D+00 

0.42074 73957D+OO -O.l210476809D+OO 

0.4207473998D+OO -O.l210496725D+00 

0.4207473997D+OO -0.121 0495661D+OO 

0.4207473997D+OO -0.1210495713D+OO 

-O.l210495710D+OO 

-0.1210495711D+00 

-0.1210495711D+00 
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Currently, the method of choice for computing the (n+2)-point Gauss–Lobatto quadrature
rule for any measure of integration is to first generate the Jacobi matrix of order n+ 2 for the
measure at hand, then modify the three elements at the right lower corner of the matrix in a
manner proposed in 1973 by Golub, and finally compute the eigenvalues and first components
of the respective eigenvectors to produce the nodes and weights of the quadrature rule. In gen-
eral, this works quite well, but when n becomes large, underflow problems cause the method
to fail, at least in the software implementation provided by us in 1994. The reason is the sin-
gularity (caused by underflow) of the 2× 2 system of linear equations that is used to compute
the modified matrix elements. It is shown here that in the case of arbitrary Jacobi measures,
these elements can be computed directly, without solving a linear system, thus allowing the
method to function for essentially unrestricted values of n. In addition, it is shown that all
weights of the quadrature rule can also be computed explicitly, which not only obviates the
need to compute eigenvectors, but also provides better accuracy. Numerical comparisons are
made to illustrate the effectiveness of this new implementation of the method.

1. Introduction

Given a positive measure dλ supported on the interval [−1, 1] of the real line R,
and assuming all its moments to exist, one can consider a quadrature rule of the form∫ 1

−1
f (t) dλ(t) = λ0f (−1)+

n∑
k=1

λkf (tk)+ λn+1f (1)+ Rn(f ) (1.1)

that is exact whenever f is a polynomial of degree 6 2n+ 1,

Rn(f ) = 0 if f ∈ P2n+1. (1.2)

It is called the ((n+ 2)-point) Gauss–Lobatto rule relative to the measure dλ. As is well
known, the interior nodes tk are the zeros of πn( · ; dλ±1), the polynomial of degree n

orthogonal with respect to the modified measure dλ±1(t) = (1 − t2) dλ(t), and the
weights λj can be obtained by interpolation at the nodes −1, t1, . . . , tn, 1.
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214 W. Gautschi / High-order Gauss–Lobatto formulae

A more elegant constructive procedure has been proposed by Golub [4]. It is based
on a modified Jacobi matrix, the tridiagonal matrix of order n+ 2

J ∗n+2(dλ) =



α0
√

β1 0√
β1 α1

√
β2√

β2
. . .

. . .

. . . αn−1
√

βn√
βn αn

√
β∗n+1

0
√

β∗n+1 α∗n+1


, (1.3)

where αk, βk are the coefficients in the recurrence relation

πk+1(t)= (t − αk)πk(t)− βkπk−1(t), k = 0, 1, 2, . . . ,

π−1(t)= 0, π0(t) = 1
(1.4)

for the (monic) orthogonal polynomials πk( · ; dλ), and α∗n+1, β∗n+1 the solution of the
2× 2 system of linear equations[

πn+1(−1) πn(−1)

πn+1(1) πn(1)

][
α∗n+1
β∗n+1

]
=
[−πn+1(−1)

πn+1(1)

]
. (1.5)

The nodes of (1.1) (including ±1) are then the eigenvalues of J ∗n+2(dλ), and the
weights λj are obtainable in terms of the first components vj,1 of the associated nor-
malized eigenvectors vj by means of

λj = β0v
2
j,1, j = 0, 1, 2, . . . , n, n+ 1, (1.6)

where β0 =
∫ 1
−1 dλ(t) (cf. also [3]).

This works quite well as long as n is not too large. When n becomes large, the
elements of the matrix in (1.5) become very small, and their products even smaller, so
much so that when computing the determinant,

1n = πn+1(−1)πn(1)− πn+1(1)πn(−1), (1.7)

both its terms underflow, creating a singular system. For the Legendre measure dλ(t) =
dt , and single-precision IEEE arithmetic, this happens beginning with n = 79, and in
double precision, beginning with n = 543.

One way of correcting the problem is to rescale the orthogonal polynomials. A bet-
ter way is to compute the α∗n+1, β∗n+1, whenever possible, directly without solving a
linear system. We show that this is indeed possible if dλ is the Jacobi measure

dλ(α,β)(t) = (1− t)α(1+ t)β dt, α > −1, β > −1. (1.8)
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In the case of the Legendre measure dλ(t) = dλ(0,0), it is known, furthermore, that
the weights λj in (1.1) are expressible explicitly in terms of the Legendre polynomial
Pn+1 as follows (cf., e.g., [1, p. 104]):

λ0 = λn+1 = 2

(n+ 1)(n+ 2)
,

(1.9)
λk = 2

(n+ 1)(n+ 2)[Pn+1(tk)]2 , k = 1, 2, . . . , n (dλ(t) = dt).

We observed with our software [2] that the weights computed directly by (1.9) are, in
general, rather more accurate than those produced via (1.6). We will show that analogous
expressions for the weights, with similar advantages in accuracy, can be had for the
Jacobi measure dλ(α,β).

2. The modified Jacobi matrix

We denote the monic polynomials orthogonal with respect to the Jacobi mea-
sure (1.8) by πk = π

(α,β)

k , and the Jacobi polynomials, as conventionally defined (cf.,
e.g., [5]) by Pk = P

(α,β)

k . It is well known that

Pn(t) = knπn(t), kn = 1

2n

(
2n+ α + β

n

)
, (2.1)

and that

Pn(1) =
(

n+ α

n

)
, Pn(−1) = (−1)n

(
n+ β

n

)
. (2.2)

The determinant in (1.7) then becomes

1n = 1

knkn+1
Dn, (2.3)

where

Dn =
∣∣∣∣Pn+1(−1) Pn(−1)

Pn+1(1) Pn(1)

∣∣∣∣ . (2.4)

Using (2.2), one finds

Dn = (−1)n+1

n+ 1
(2n+ α + β + 2)

(
n+ α

n

)(
n+ β

n

)
, (2.5)

and from (1.5) and (2.1) one gets

α∗n+1 =
−Pn+1(−1)Pn(1)− Pn+1(1)Pn(−1)

Dn

,

β∗n+1 = 2
kn

kn+1

Pn+1(−1)Pn+1(1)

Dn

.

836



216 W. Gautschi / High-order Gauss–Lobatto formulae

Substituting (2.2) and (2.5) in these formulae yields

α∗n+1 =
α − β

2n+ α + β + 2
,

(2.6)
β∗n+1 = 4

(n+ α + 1)(n+ β + 1)(n + α + β + 1)

(2n+ α + β + 1)(2n+ α + β + 2)2
.

Since the recursion coefficients αk, βk for the Jacobi measure dλ(α,β) are explicitly
known, the Gauss–Lobatto formula for dλ(α,β) is now readily computable via eigenval-
ues and (first components of) eigenvectors of the matrix (1.3). Accuracy, however, is
improved if the weights are computed separately, bypassing (1.6). The next two sections
develop the necessary formulae.

3. The boundary weights

Our concern from now on is with the Gauss–Jacobi–Lobatto formula∫ 1

−1
f (t) dλ(α,β)(t) = λ0f (−1)+

n∑
k=1

λkf (tk)+ λn+1f (1)+ Rn(f ). (3.1)

We first deal with the boundary weights λ0 = λ
(α,β)

0 and λn+1 = λ
(α,β)

n+1 . Since the change

of variable t 7→ −t converts dλ(α,β) into dλ(β,α), one easily sees that λ
(α,β)

n+1 = λ
(β,α)

0 . It

suffices therefore to compute λ
(α,β)

0 .
We recall that the interior nodes tk = t

(α,β)

k in (3.1) are the zeros of πn( · ; dλ
(α,β)

±1 ),

where dλ
(α,β)

±1 (t) = (1− t2) dλ(α,β)(t) = dλ(α+1,β+1)(t), thus the zeros of P
(α+1,β+1)
n ,

P (α+1,β+1)
n (tk) = 0, k = 1, 2, . . . , n. (3.2)

Since [5, equation (4.21.7)]

d

dt

{
P

(α,β)

n+1 (t)
} = 1

2
(n+ α + β + 2)P (α+1,β+1)

n (t), (3.3)

they are also the zeros of P
(α,β)′
n+1 ,

P
(α,β)′
n+1 (tk) = 0, k = 1, 2, . . . , n. (3.4)

Now putting f (t) = (1− t)P
(α+1,β+1)
n (t) in (3.1), and observing (3.2), yields

2λ0P
(α+1,β+1)
n (−1) =

∫ 1

−1
P (α+1,β+1)

n (t) dλ(α+1,β)(t). (3.5)
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The integrand on the right, by the second relation in [5, equation (4.5.4)] (with α replaced
by α + 1), can be written as

P (α+1,β+1)
n (t) = 2

2n + α + β + 3

(n+ 1)P
(α+1,β)

n+1 (t)+ (n+ β + 1)P
(α+1,β)
n (t)

t + 1
. (3.6)

Noting from the second relation in (2.2) that

n+ 1= (−1)n n+ 1(
n+β

n

)P (α+1,β)
n (−1),

n+ β + 1=−(−1)n n+ 1(
n+β

n

) P
(α+1,β)

n+1 (−1),

we can rewrite (3.6) as

P (α+1,β+1)
n (t)= 2

2n + α + β + 3

(−1)n(n+ 1)(
n+β

n

)
× P

(α+1,β)

n+1 (t)P
(α+1,β)
n (−1)− P

(α+1,β)
n (t)P

(α+1,β)

n+1 (−1)

t + 1
.

This calls for the application of the Christoffel–Darboux formula ([5, equation (4.5.2)]
with α replaced by α + 1), which gives

P (α+1,β+1)
n (t)= 2

2n+ α + β + 3

(−1)n(n+ 1)(
n+β

n

) cn(α, β)

×
n∑

ν=0

1

h
(α+1,β)
ν

P (α+1,β)
ν (t)P (α+1,β)

ν (−1), (3.7)

where h(α+1,β)
ν = ∫ 1

−1[P (α+1,β)
ν (t)]2 dλ(α+1,β)(t) and

cn(α, β) = 2α+β+1(2n+ α + β + 3)
0(n+ α + 2)0(n+ β + 1)

0(n+ 2)0(n+ α + β + 3)
. (3.8)

Integration of (3.7) with the measure dλ(α+1,β) produces, by the orthogonality of the
Jacobi polynomials,∫ 1

−1
P (α+1,β+1)

n (t) dλ(α+1,β)(t) = 2

2n + α + β + 3

(−1)n(n+ 1)(
n+β

n

) cn(α, β). (3.9)

Therefore, the desired result now follows from (3.5) together with the second relation
in (2.2) (with β replaced by β + 1) and (3.9), (3.8), to read

λ
(α,β)

0 = 2α+β+1 0(α + 2)0(β + 1)

0(α + β + 3)

(
n+α+1

n

)(
n+β+1

n

)(
n+α+β+2

n

) . (3.10)
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As mentioned at the beginning of this section,

λ
(α,β)

n+1 = λ
(β,α)

0 . (3.11)

In the ultraspherical case, (3.10) and (3.11) simplify to

λ
(α,α)
0 = λ

(α,α)
n+1 = 22α+1 02(α + 2)

(α + 1)0(2α + 3)

1(
n+2α+2

n

) , (3.12)

recovering, for α = 0, the first of (1.9).

4. The interior weights

We now put f (t) = (1 − t2)P
(α+1,β+1)
n (t)/(t − tk) in (3.1) and take advantage

of (3.2) to obtain

(
1− t2

k

)
λkP

(α+1,β+1)′
n (tk) =

∫ 1

−1

P
(α+1,β+1)
n (t)

t − tk
dλ(α+1,β+1)(t). (4.1)

We first compute the coefficient (1− t2
k )P

(α+1,β+1)′
n (tk) on the left. By (3.3) we have

P (α+1,β+1)′
n (t) = 2

n+ α + β + 2
P

(α,β)′′
n+1 (t),

and using the differential equation satisfied by the Jacobi polynomial P
(α,β)

n+1 [5, equa-
tion (4.2.1)], we get(

1− t2)P (α+1,β+1)′
n (t)= 2

n+ α + β + 2

{[
α − β + (α + β + 2)t

]
P

(α,β)′
n+1 (t)

− (n+ 1)(n+ α + β + 2)P
(α,β)

n+1 (t)
}
.

Therefore, by (3.4), (
1− t2

k

)
P (α+1,β+1)′

n (tk) = −2(n+ 1)P
(α,β)

n+1 (tk). (4.2)

To compute the integral on the right of (4.1), we proceed similarly as in section 3,
using the Christoffel–Darboux formula ([5, equation (4.5.2)] with n replaced by n − 1,
and α, β replaced by α + 1, β + 1), but this time combining it with (3.2), to obtain∫ 1

−1

P
(α+1,β+1)
n (t)

t − tk
dλ(α+1,β+1)(t) = dn(α, β)

P
(α+1,β+1)

n−1 (tk)
, (4.3)

where

dn(α, β) = 2α+β+2(2n+ α + β + 2)
0(n+ α + 1)0(n+ β + 1)

0(n+ 1)0(n+ α + β + 3)
. (4.4)
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On the other hand, by (3.3) with n replaced by n− 1, we have

P
(α+1,β+1)

n−1 (tk) = 2

n+ α + β + 1
P (α,β)′

n (tk), (4.5)

and by the second relation in [5, equation (4.5.7)],(
1− t2

k

)
P (α,β)′

n (tk)= n+ α + β + 1

2n+ α + β + 2

{[
(2n+ α + β + 2)tk + α − β

]
P (α,β)

n (tk)

− 2(n+ 1)(n+ α + β + 1)P
(α,β)

n+1 (tk)
}
. (4.6)

Recalling (3.4), we have from the first relation in [5, equation (4.5.7) with n replaced by
n+ 1],

(2n+ α + β + 2)
(
1− t2

k

)
P

(α,β)′
n+1 (tk)

= −(n+ 1)
[
(2n+ α + β + 2)tk + β − α

]
P

(α,β)

n+1 (tk)

+ 2(n+ α + 1)(n+ β + 1)P (α,β)
n (tk) = 0,

that is,

P (α,β)
n (tk) = (n+ 1)[(2n+ α + β + 2)tk + β − α]

2(n+ α + 1)(n+ β + 1)
P

(α,β)

n+1 (tk).

Sustituting this into (4.6), and the result into (4.5), yields

P
(α+1,β+1)

n−1 (tk)

= 2(n + 1)

2n + α + β + 2

[
(2n + α + β + 2)2t2

k − (α − β)2

2(n+ α + 1)(n+ β + 1)
− 2

]
P

(α,β)

n+1 (tk)

1− t2
k

.

Now (4.1) in combination with (4.2), (4.3), and (4.4) yields the desired formula,

λ
(α,β)

k = 2α+β+10(α + 2)0(β + 2)

0(α + β + 3)(n + 1)2

(
n+α+1

n

)(
n+β+1

n

)(
n+α+β+2

n

)
× 1

4(n+α+1)(n+β+1)+(α−β)2

(2n+α+β+2)2 − t2
k

1− t2
k

[P (α,β)

n+1 (tk)]2
. (4.7)

In the ultraspherical case, this becomes

λ
(α,α)
k = 22α+1

(n+ 1)2

02(n+ α + 2)

0(n+ 1)0(n+ 2α + 3)

1

[P (α,α)
n+1 (tk)]2

, (4.8)

which, for α = 0, recovers

λ
(0,0)
k = 2

(n+ 1)(n+ 2)

1

[Pk+1(tk)]2 , (4.9)

the second relation in (1.9).
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5. Numerical comparisons

In the numerical experiments described in this section, we used our software [2], in
particular, the routines recur and gauss and their higher-precision companions. We
are comparing the results of generating the Gauss–Lobatto formula by

(1) computing the modified Jacobi matrix (1.3) directly, using (2.6), and then computing
the nodes as eigenvalues of (1.3) and the weights by means of (1.6);

(2) computing (1.3) and its eigenvalues as in (1), but computing the weights directly,
using (3.10), (3.11), and (4.7).

We begin with the classical Gauss–Lobatto formula, i.e., with the case α = β =
0. For each n being run, we determine the accuracy of the single-precision weights
obtained by either (1) or (2) by comparing them with the double-precision results, and
we record the respective relative errors err1, err2. We also record the number of times
err2 is smaller, respectively larger, than err1, and by what amounts (i.e., calculating
r = err2/err1). We denote by err1b, err2b the larger of the relative errors of the
two boundary weights obtained via (1) and (2), respectively. Similarly, err1i, err2i will
denote the maximum relative errors for the interior weights. The quantities rmin and
rmax are the minimum respectively maximum ratio r taken over all interior weights.

In our first experiment, we take n = 1(1)20. An excerpt of the results is shown in
table 1. (Integers in parentheses denote decimal exponents.) It is seen that the boundary
weights obtained by (2) are considerably more accurate than those obtained by (1). The
interior weights from (2) are also consistently more accurate than those from (1) in terms
of their maximum errors. The same is true for all other values of n. Overall, the interior
weights computed by (2) are more accurate (less accurate) than those computed by (1)
in 165 [45] of the 210 cases, i.e., in 78.6% (21.4%) of all cases.

Our next experiment takes n = 20(20)500. Selected, but representative, results are
shown in table 2. If anything, they reinforce the superiority of method (2), especially
(though not surprisingly) for the boundary weights, but also, to a lesser degree, for the
interior weights. As indicated by the column headed rmin, the gain in accuracy, even
for the interior weights, is potentially more pronounced. It is now in 95.6% of all 6,500
cases, that the weights produced by (2) are more accurate than those produced by (1).
Evidently, method (1) is pushing the limits of single-precision accuracy, and method (2),
except for the boundary weights, is not far behind.

Table 1
Comparison of methods (1) and (2) for n = 5(5)20 in the case α = β = 0.

n err1b err2b err1i err2i rmin rmax

5 0.26(–5) 0.19(–7) 0.76(–6) 0.36(–6) 0.18(0) 0.15(2)
10 0.26(–5) 0.32(–7) 0.30(–5) 0.68(–6) 0.20(0) 0.23(1)
15 0.24(–4) 0.60(–7) 0.99(–5) 0.98(–6) 0.34(–2) 0.43(1)
20 0.39(–4) 0.22(–6) 0.10(–4) 0.22(–5) 0.13(–1) 0.33(1)
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Table 2
Comparison of methods (1) and (2) for n = 100(100)500 in the case α = β = 0.

n err1b err2b err1i err2i rmin rmax

100 0.17(–2) 0.17(–6) 0.22(–3) 0.20(–4) 0.41(–2) 0.15(1)
200 0.26(–2) 0.86(–6) 0.95(–3) 0.78(–4) 0.75(–4) 0.25(2)
300 0.11(–1) 0.53(–6) 0.36(–2) 0.17(–3) 0.13(–2) 0.66(2)
400 0.23(–1) 0.57(–7) 0.34(–2) 0.29(–3) 0.12(–3) 0.17(2)
500 0.45(–1) 0.95(–6) 0.56(–2) 0.17(–2) 0.13(–3) 0.57(2)

Table 3
Comparison of methods (1) and (2) for n = 1000(1000)5000 in the case α =

β = 0.

n err1b err2b err1i err2i rmin rmax

1000 0.18(–9) 0.39(–14) 0.29(–10) 0.15(–11) 0.43(–4) 0.60(2)
2000 0.28(–8) 0.21(–14) 0.23(–9) 0.29(–11) 0.34(–4) 0.71(1)
3000 0.77(–8) 0.73(–14) 0.39(–9) 0.12(–10) 0.17(–5) 0.12(2)
4000 0.11(–9) 0.48(–14) 0.53(–9) 0.23(–10) 0.86(–5) 0.37(2)
5000 0.53(–8) 0.42(–14) 0.86(–9) 0.18(–10) 0.13(–5) 0.10(3)

To proceed to higher values of n, we adopt double and quadruple precision. Letting
n = 1000(1000)5000 we find (at a considerable expense in computer time) the results
in table 3. These, on the whole, are analogous to those in table 2, if not still more in
favor of method (2); the latter indeed is more accurate than method (1) in 99% of all
cases.

Other values of α and β were also tried. Specifically, we compared the two methods
for α and β going through the values −0.9,−0.5, 0.5, 1.0, 2.0, 5.0, 10.0, independently
from each other but with β 6 α, and n = 20(20)100 for each α, β. The results are
similar to those displayed for α = β = 0 except for extremely poor accuracy in some of
the interior weights computed by method (1) when α and β are both> 5 and n > 80. On
the whole ensemble of 8,400 interior weights, those produced by method (2) are more
accurate in 90% of all cases, by as much as a factor of 3.4× 107, and never less accurate
by more than a factor of 7.1× 102.

The superiority of method (2) for generating the quadrature rule may or may not
lead to more accurate quadrature results, the matter depending very much on the specific
functions f involved.
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Explicit expressions are obtained for the weights of the Gauss-Radau quadrature formula for integration over 
the interval (-l, l] relative to the Jacobi weight function (l-t)"'(l+t)l1, a>- I, /3>-l. The nodes are known to 
be the eigenvalues of a symmetric tridiagonal matrix, which is also obtained explicitly. Similar results hold for 
Gauss-Radau quadrature over the interval (0, oo) relative to the Laguerre weight t"' e -t, a>- I. © 2000 IMACS. 
Published by Elsevier Science B. V All rights reserved. 

Keywords: Gauss-Radau formula; Jacobi weight function; Laguerre weight function 

1. Introduction 

For any positive measure dJ.. supported on the interval [a, b ], with a a finite real number, and dA having 
moments of all orders, there exists a quadrature rule of the form 

b n 1 f(t) dJ..(t) = A.of(a) + 't?'·kf(tk) + Rn(f) (1.1) 

which is exact for polynomials of degree -:S_2n, 

Rn(f) = 0, V J E lP'2n· (1.2) 

It is called the ((n+ I )-point) Gauss-Radau rule for the measure dA. Its interior nodes tk are known 
to be the zeros of n nC dAa), the polynomial of degree n orthogonal with respect to the modified 
measure dla(t)=(t -a) dJ..(t). The weights are obtainable by interpolation at the nodes a, t 1, 
t2, .. · ,tn· 

Golub [5] in 1973 observed that the formula can be obtained, more elegantly, via eigenvalues and 
eigenvectors of a modified Jacobi matrix of order n+ I, 
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ao .Jlfl 0 

.Jlfl a, v7J2 
J;+,(dA) = v7J2 (1.3) 

an-I n;; 
0 n;; a* 

n 

Here, ak and fh are the coefficients in the recurrence relation 

no(t) = I (1.4) 

satisfied by the (monic) orthogonal polynomials n k(- )=n k(-; dA ), and a: is given by 

* Jf"_,(a) 
an =a- f3n . 

Ifn(a) 
(L5) 

The nodes of Eq. (1.1) (including a) are then precisely the eigenvalues of 1;+1 (dA), whereas the weights 

A j are expressible in terms of the first components v jJ of the associated normalized eigenvectors v j' 

Aj = f30 vj_ 1, j = 0, I, 2, ... , n, (1.6) 

where f3o = J:dA(t) (cf also (2,3]). 
We show here that in the case of the Jacobi measure on (-I, 1], 

(l.7) 

the quantity a: in Eq. (1.5) as well as all the weights A j = A ja,fl) in Eq. ( Ll) can be computed explicitly in 

terms of n, a, and f3, thus obviating the need of computing eigenvectors. Our results generalize well-known 

formulae for the Legendre measure dAC0-01 (cf, e.g. (1], p. 103), 

A (O,Ol - 2 
o - (n + 1)2, 

1- tk 

(n + 1)2 [Pn(tdJ2' 
k = l, 2, ... , n, (1.8) 

where Pn is the Legendre polynomial of degree n. We obtain, in fact, an additional formula, which in the 

case of the Legendre measure becomes 

A (0,0) = [ 2n + 3 ] 2 l - tk 

k (n + l)(n + 2) [P;~ 11 \tdF' 
(1.9) 

with P~~i) the Jacobi polynomial of degree n+ l relative to the Jacobi parameters a=O and {3= L Similar 

techniques can be used to derive explicit Gauss~Lobatto formulae for general Jacobi weight functions 

(cf [4]). 
Analogous results hold for the Laguerre measure on [0, oo ), 

(l.l 0) 

Sections 2-4 are dealing with the Jacobi measure (I. 7). After the explicit formula for the modified element 

a; in Eq. (LJ) is obtained in Section 2, the boundary weight A6a,fl) will be developed in Section 3, and 

the interior weights Aka,fl) in Section 4. Section 5 deals analogously with the Laguerre measure (I .l 0). 
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2. The modified Jacobi matrix 

The monic polynomials orthogonal with respect to the Jacobi measure ( l. 7) will be denoted by 
Trk = xi"'·fl), and the Jacobi polynomials, as conventionally defined ( cf., e.g., [6]), by Pk Pi"'· 13 J 
They are related by 

It is well known, furthermore, that 

Pn ( -1) = (- l )n ( n : f3 ) , 

By Eq. (l.5), we have 

* lfn-1(-l) kn Pn-1(-l) 
an= -l-f3n xn(-l) = -1-fJnkn-1 Pn(-l), 

which, in view of Eqs. (2.1) and (2.2), gives 
* . l (2n+a+f3)(2n+a+f3-l) 

an=-1+2f3n (n+fJ)(n+a+fJ) 'n:::_l. 

On the other hand, 

f3 _ llxnll 2 

n - Hxn- dl 2 

where 

l l 2a+tJ+l r(n +a+ l)r(n + R + l) h, = jjp(<>.tlljj2 = [P(a,tJ)(t)]2dA.(a,tJ)(t) = I/ . ' n _ 1 n 2n+a+f3+1r(n+I)r(n+a+fJ+I) 

On substitution in Eq. (2.3), this yields 
* 2n(n+a) a =-1+ n:::_l. 
n (2n + a + f3 )(2n + a + fJ + l) ' 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

The modified Jacobi matrix 1:+ 1 (dA. (a,fJJ) in Eq. (1.3) is now readily computable, the recursion coefficients 
ak and f3k for the Jacobi measure dA. (a,fJJ being explicitly known. This yields the Gauss-Radau formula in 
terms ofthe eigenvalues and (first components of) the eigenvectors of the matrix ( 1.3 ). In the next two sec­
tions we develop explicit formulae for the weights A.; = A. ja.tJJ, which allow us to bypass the formula (1.6). 

3. The boundary weight 

Our concern, in this and the next two sections, is with the Gauss-Jacobi-Radau formula 
l n 

f/(t)dA.(a,fJ)(t) = A.o/(-1) + t;A.kf(tk) + Rn(f), (3.1) 

where dA. (a,fJ) is the Jacobi measure (1.7). We first deal with the boundary weight A.0 = A.~a,tJ)_ 
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For the Jacobi measure we have dL 1(t)=(l+t)d)..(a.fll(t)=dA(a.fl+ll(t), so that the interior nodes 
tk = rt·fJJ ofEq. (3.1) are the zeros of P~a.fJ+IJ' 

p(a.{J+I)(t ) = 0 
n k ' k=l,2, ... ,n. 

Puttingj{t)=P,;a.fJ+IJ (t) in Eq. (3.1) then yields 

AoP~a.fJ+l)(-1) = 11 p~a,fl+l\t)d)..(a,{J\t). 
-I 

After replacing f3 by {3+ 1 in Eq. (2.2), the coefficient on the left is given by 

( n+{J+l) P,;a.{J+l)(-1) = (-l)n n .. 

(3.2) 

(3.3) 

(3.4) 

[n order to compute the integral in Eq. (3.3), we begin writing, using the second relation in [6] (Eq. ( 4.5.4)), 

p(a.{J+I) t _ 2 (n + l)P~:·f)(t) + (n + {3 + l)P~a.J})(t) 
n ( ) - 2n + a + f3 + 2 l + t 

(3.5) 

Observing from (2.2) that 

( -1 )n p~a.J}) ( -1) 
n +I = (n +I) , 

(n:fi) 
and similarly 

we can write Eq. (3.5) as 

2(-l)n(n + 1) p(a.J})(t)P(a,fJ)(-1)- p(a,fl)(t)P(a.{J)(-1) 
p(a,fl+l)(t) = n+l n n n+l (3.6) 

n (n+f3) l+t 
(2n +a + f3 + 2) n 

On the other hand, by the Christoffel-Darboux formula ((6], Eq. (4.5.2)), 

p(a.{J)(t)P(a,fJ)(-1)- p(a,fJ)(t)P(a,fl)(-1) n l 
n+l n n .· n+l =C (a fJ)""---P(a.fJ)(t)P(a.{J)(-1) (3.7) 

I + t n ' ~ h (a.{J) v v . ' 
v=O v 

where 

a+" (2n +a+ f3 + 2)r(n +a+ l)r(n + f3 + 1) 
c (a {3)- 2 "' 
n' - r(n+2)r(n+a+f3+2) 

(3.8) 

848



W Gautschil Mathematics and Computers in Simulation 54 (2000) 403 412 407 

and h~a,{J) = J~ 1 [P5a,fil(t)f dA.(a.tll(t). Now integrating Eq. (3.6) with the measure dA.(a,f!) gives, by 
Eq. (3.7) and the orthogonality of the Jacobi polynomials, 

1[ p~a.fl+l)(t)dA.(a./l)(t) = 2(-l)"(n + l)cn(a, /3) ' 
-1 (n+f3) (2n +a + f3 + 2) n 

or by an elementary computation, using Eq. (3.8), 

11 p~a,fl+l) (t) dA. (a./l) (t) = ( -It2"+/l+l r(f3 + I) r(n +a+ I) . 
-I r(n +a+ f3 + 2) 

Combining Eqs. (3.3), (3.4), and (3.9) finally gives the desired result 

2a+fl+ 1r(f3 +I) l'(n +a+ I) A (a,iJ) - ----'-----------

0 - ( n + ~ + l ) r(n +a + f3 + 2) 

In the case a=f3=0, we recover the first equation of(l.8). 

(3.9) 

(3.1 0) 

In almost all cases computed, the boundary weight (3.1 0) turned out to be more accurate than the 
boundary weight computed by Eq. ( 1.6) (for j=O), often significantly so. 

4. The interior weights 

We now put f(t) = (I + t)P~a,fl+li(t)j(t - tk) in Eq. (3.1) and obtain, by virtue of Eq. (3.2), 

11 p(a,{J+l)(t) 
(l + tk)AkP/;a,{J+l)'(tk) = n d.A. (a,fl+l)(t). 

-1 t - tk 

Applying once more the Christotfei-Darboux formula ([6], Eq. (4.5.2) with n replaced by n-1, and f3 
replaced by /3+1), we get similarly as in Section 3, using Eq. (3.2), 

11 p(a.tJ+I) d ( {3 
n (t) (a "+I) n a, ) ---- dA. ,, (t) - ---:--co-~-

-1 t- lk - p(a,tJ+1)(t ) ' 
n-1 k 

where 

2a+tl+1(2n +a+ f3 + l)r(n +a)r(n + f3 +I) 
dn(a, /3) = r(n + l)r(n +a+ f3 + 2) (4.1) 

Thus, 

A (a,tJ) _ d" (a, /3) 
k - (l + t )P(a,fl+l)'(t )P(a,{J+l)(t). 

k n k n-1 k 
(4.2) 
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4.1. The interior weights in terms of pn<~·f+ I) (tk) 

Here, we use the second relation in ([6], Eq. (4.5.7) with f3 replaced by {3+1) in combination with 
Eq. (3.2) to obtain 

l - t 2 
(1 + t )P(a,/3+\)r(t) = __ k p(a,{J+l)r(t ) = 

k n k 1 n k 
-tk 

2(n + l)(n +a+ f3 + 2) r;:·r+l)(tk) 

2n + a + f3 + 3 l - tk 
(4.3) 

The recurrence relation for the Jacobi polynomials Pia.fJ+l) (cf ([6], Eq. (4.5.1) with n replaced by n+ 1)), 
on the other hand, yields, again using Eq. (3.2), 

2(n + 1)(n +a+ f3 + 2)(2n +a+ f3 + l)r;:rfl)(td 

= -2(n + a)(n + f3 + I )(2n +a+ f3 + 3) P;~·f+lJ (tk), 

that is 

p(a,fl+l) (tk) = _ (n + 1 )(n +a+ {3 + 2)(2n +a + {3 + 1) p(a,fl+l) (t ). 
n-l (n+a)(n+f3+1)(2n+a+f3+3) n+l k 

(4.4) 

It suffices now to insert Eqs. ( 4.1 ), ( 4.3 ), and ( 4.4) into Eq. ( 4.2) to obtain, after some computation, 

A.(a.fJ)= 2a+fJ (2n+a+J3+3)2 r(n+a+i)r(n+f3+2) 1-tk 

k (n+l)(n+a+f3+2) r(n+2)r(n +a+ f3 + 3) [P11(~·f+l)(td]2' 
n :::._ l, (4.5) 

where tk = tia.fJ) are the zeros of P~a.fJ+IJ. This is Eq. (1.9) when a=f3=0 . 

. 4.2. The interior weights in terms of P~a.fJ)' (tk) 

We rewrite Eq. (4.2) by first noting from the first relation in ([6], Eq. (4.5.4} with n replaced by n-1, 
and f3 replaced by f3 + l ), and also recalling Eq. (3.2), that 

p(a,/3+1)( ) 
p(a+l.f3+l)(tk) = 2(n +a) n-1 tk 

n-l 2n +a+ f3 + I 1 - tk 

Furthermore, by ([6], Eq. (4.21.7)), 

p(a+l./3+1\t ) = 2 p(a,fJ)'(t ). 
n-1 k n +a + {3 + 1 n k 

Therefore, 

p(a,{i+l>ct ) = (l - t) 2n +a+ f3 + t p(a,jJ)r(t ). 
n-1 k k (n+a)(n+a+f3+l) n k 

(4.6) 

On the other hand, using Eq. (4.3) and the relation 

p(a,fJ+!)(t)= (n+a)(n+f3+1)(2n+a+f3+3) p<a.{J+!)(t), 
n+! k (n+l)(n+a+f3+2)(2n+a+f3+l) n-l k 
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which follows from the recurrence relation for Pia,f3+l) (cf ([6], Eq. (4.5.1) with n replaced by n+l)) 
and from Eq. (3.2), we obtain 

P (a.tl+l)( ) 
(I )p (a tl+l)'( ) 2(n + a)(n + f3 + l) n-1 tk + tk n ' lk = --------"--"---

2n + a + f3 + I I - tk 

This, together with Eq. ( 4.6), allows us to write Eq. ( 4.2) in the form 

A (a,tJJ _ (n + a)(n +a+ f3 + 1)2 dn(a, {3) I 
k - 2(n+,B+l)(2n+a+f3+l) (l-tk)[P~"·tll'(tk)Jl. 

Substituting the expression (4.1) for dn(a, {3) then gives 

A (a.tlJ = 2a+P n +a + f3 + I r(n +a + l) r(n + f3 + 1) l 
k n + f3 + l r(n + l)r(n +a+ ,B + l) (I - tk)[ P~a.p)r (tk)jl. 

(4.7) 

In the case of a=f3=0, we recover the second relation in Eq. (1.8). For computational purposes, one will 
probably wantto replace P~a.tll' (tk) by (lj2)(n +a+ f3 + l) P~~rl.tl+lJ (tk) and compute P~~tl.tl+IJ (tk) 
from its recurrence relation. 

4.3. The interior weights in terms of P~a.PJ (tk) 

We now rewrite Eq. (4.7) by using the second relation in ({6], Eq. (4.5.7)), 

I 
(I - ti}Pj,"'·Pl'(td = . {(n +a+ f3 + 1)[(2n +a+ f3 + 2)tk 

2n+a+f3+2 

+a- f3]Pj,"·PJ(tk)- 2(n + l)(n +a+ f3 + l)P;:·fl(tk)}, 

and combining it with the relation 

O _ p(a,tJ+IJ t _ 2 (n + f3 + l)P~a.tl)(tk) + (n + l)P~:·fl(tk) 
- n ( k) - 2n + a + f3 + 2 1 + tk 

which follows from Eq. (3.2) and the second relation in ([6], Eq. (4.5.4)), that is, with 

p(a.PJ(t) = _ n + ,B + l p(a.p)(t) 
n+l k n + l n k • 

The result is 

(a.tll 2a+P r(n +a+ l)r(n + f3 + 1) 1- tk A.k = -----------'-__: _ __:__.,---;;.,-----
n + f3 + l r(n + l)r(n +a+ f3 + 2) [P~a,p)(tdF. 

In the Legendre case a=f3=0, this reduces to the last relation in Eq. (1.8). 

(4.8) 

Numerically, the three formulae (4.5), (4.7), and (4.8) behave similarly. They produce less accurate 
results than the formula (1.6) in about two-thirds of the cases computed, and more accurate results 
otherwise. 
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5. The Gauss-Radau formula for the Laguerre measure 

Techniques similar to those in Sections 2---4, but much simpler, apply also to the Laguerre measure( l.l 0). 
The final results (Eqs. (5.5) and (5.9)) are in fact known (cf. [I], pp. 223-224)), but for completeness we 
re-derive them from scratch. 

The monic and conventional Laguerre polynomials, n~a) and L~a), are related by 

L~a)(t) = (- ~)n n~"')(t), 
n. 

and we have 

f3n = n(n +a). (5.l) 

From Eq. (1.5), the modified element a~ in the matrix ( 1.3) is now 

Jf(a) (0) L (a) (0) 
a*= -f3n n-l = f3n n-l ' 

n Jf~a) (0) nL~"'\0) 

which, by Eq. (5.1 ), becomes, surprisingly simply, 

(5.2) 

The Gauss-Laguerre-Radau formula to be considered is 

(5.3) 

where dA. (a) is the Laguerre measure (I. I 0), and, as before, Rn(IP'2n)=0. Since dA.0(t)=tdA. (al(t)=dA. (a+ll(t), 
.the interior nodes tk = t1") are the zeros of L~a+l), 

L~a+l)(h) = 0. (5.4) 

The boundary weight is obtained by puttingfi:t)=L~a+l)(t) in Eq. (5.3), 

AoL~a+l)(O) = 100 L~a+l)(t) dA. (a)(t). 

The coefficient on the left can be computed by Eq. (5.1 ), and the integral on the right by noting from ([ 6], 
Eq. (5.l.l3)) that 

n 

L~a+!)(t) = LL~"')(t), 
v=O 

and hence, by orthogonality, 
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There results 

(5.5) 

(5.6) 

TheChristoffei-Darboux formula((6], Eq. (5.1.11) with a replaced by a+ 1), similarly as in the beginning 
of Section 4, yields 

(a) r(a+2)(n+a+l) 1 
Ak = n + l n t L(a+l)'(t )L(a) (t ). 

k n k n+l k 

By ([6], Eq. (5.1.14) with a replaced by a+ I), and Eq. (5.4), 

where, by ((6], Eq. (5.l.l3)) and Eq. (5.4), 

L~"_~0 (tk} = -L~al(tk). 

(5.7) 

(5.8) 

The recurrence relation for the Laguerre polynomials Lia+l), (cf [6], Eq. (5. UO)), in combination with 
Eqs. (5.4) and (5.8), on the other hand, gives 

L~:~0 (tk) = -(n +a+ l)L~"_~0 (td = (n +a+ l)L~"'>(tk), 

so that finally 

(a) r(a+l)(n+a) l 
J..k = n+a+ l n [L~a)(tk)Jl. (5.9) 

This is the analogue ofEq. (4.8). The analogue ofEq. (4.7) coincides with Eq. (5.9). This is because of 
the identities ([6], Eqs. (5.l.l3) and (5.l.I4)) 

L~a)'(t) = -L~"_~ 1 l(t) = L~al(t)- L~a+ll(t), 

which, for t=tko in view of Eq. (5.4),.gives 

L~">'(tk) = L~al(tk)· 

The numerical experience with these explicit formulae is much like in the case of the Jacobi measure, i.e., 
the boundary weight (5.5) is almost always considerably more accurate than the boundary weight obtained 
via eigenvectors, whereas for interior weights, the formula ( 1.6) involving eigenvectors is generally more 
accurate than the explicit formula (5.9). 
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Abstract 

Quadrature problems involving functions that have poles outside the interval of integration can profitably be solved by 
methods that are exact not only for polynomials of appropriate degree, but also for rational functions having the same (or 
the most important) poles as the function to be integrated. Constructive and computational tools for accomplishing this 
are described and illustrated in a number of quadrature contexts. The superiority of such rationaljpolynomial methods is 
shown by an analysis of the remainder term and documented by numerical examples. @ 2001 Elsevier Science B.V. All 
rights reserved. 

Keywords: Rational quadrature rules; Remainder term; Rational Fejer quadrature; Rational Gauss; Gauss-Kronrod, and 
Gauss-Tun\n quadrature; Rational quadrature rules for Cauchy principal value integrals 

1. Introduction 

Much of numerical analysis has been dominated by polynomial approximation, i.e., approximation 
procedures that yield exact answers if the function to be processed were a polynomial of some 
appropriate degree. This is particularly true in the area of numerical quadrature. Frequently, however, 
the functions to be integrated are not polynomial-like. They often have poles away from the interval 
of integration, in which case it would be more natural to make the integration exact for rational 
functions having the same, or at least the more important, poles (those closest to the interval of 
integration). It may be desirable to still have some low-degree polynomials, e.g., constants, integrated 
exactly. This suggests an approximation procedure that provides exact answers for a mixture of 
rational functions and polynomials. The constructive and computational tools for implementing this 
idea are described, not only for ordinary quadrature rules, but also for more sophisticated rules such 
as Gauss-Kronrod and Gauss-Tunin rules, and quadrature procedures for Cauchy principal value 
integrals. 

E-mail address: wxg@cs.purdue.edu (W. Gautschi). 
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An idea somewhat related to our's is to require exactness for a class of Laurent polynomials, 
which is meaningful if the underlying measure of integration is "strong", i.e., possesses moments of 
positive as well as negative orders. The approach is related to two-point Pade approximation, the 
two points being at the origin and at infinity. For this we refer to [4-8,29-31] and to [47-49] for 
specific examples. For rational quadrature over the unit circle, we refer to [9] and the references 
cited therein. Our results in Section 6 on rational Gauss-type quadrature formulae are closely related 
to multipoint Pade approximation. The convergence of such approximations and of related quadrature 
formulae has been studied in a series of papers by Lopez Lagomasino and others; see, e.g., [24, 
35-38,25,11]. Further convergence results, also for other rational quadrature formulae, can be found 
in [10]. 

There are other approaches, essentially different from those to be described, of incorporating the 
influence of poles outside (and particularly near) the interval of integration. One is to construct, in 
some way or another, a correction term to a standard, in particular Gaussian, quadrature rule. This is 
an approach taken by Lether, who in [33] uses the method of subtracting the singularity, and in [34] 
uses the principal part of the Laurent expansion at each pole to obtain the correction term. The latter 
approach, however, requires the evaluation of the regular part of the integrand at the pole( s ). This 
is avoided in a method proposed by Hunter and Okecha [28]. Another entirely different approach is 
discussed in [3], where expansion in sine functions is used. 

2. The principle of exactness 

We begin with a quadrature rule of the simplest kind, 

(2.1) 

where dA is a given (usually positive) measure of integration all of whose moments exist. The 
general principle of exactness can be formulated as follows. Given a linear space §d of functions 
(integrable with respect to dA), having dimension d, determine tv and Av such that formula (2.1) is 
exact for all functions in §d, i.e., 

Rn(g) = 0 for all g E §d. (2.2) 

Such a formula may or may not exist, and if it does, may not be unique. Classical examples are 
the Newton-Cutes formulae, where the (distinct) nodes tv are prescribed, and one tries to determine 
the weights Av such that (2.2) holds with d = n and §n = 1Pn-h the space of polynomials of degree 
~n-1. This determines formula (2.1) uniquely. Alternatively, one could impose conditions on the 
weights Av, for example, that they all be equal, and determine the nodes tv so as to have polynomial 
degree of exactness n. This gives rise to quadrature rules of Chebyshev type, which may or may 
not exist if one insists on reality of the nodes. Among all polynomial-based quadrature rules, the 
optimal one is the Gauss-Christoffel rule, or briefly the Gaussian rule, where one takes d = 2n and 
§ 2n = 1P2n-l· In this case, both the nodes tv and the weights Av are to be determined. It is well known 
that they exist uniquely, that all tv are contained in the support interval of the measure dA, and the 
Av are all positive (if the measure d), is positive). 
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Here we are interested in a mixed rational/polynomial type of exactness. More precisely, given an 
integer parameter m with 0 :(m :(d, we take §d to be the direct sum of a space of rational functions 
and a space of polynomials, 

where 

0. ~span { g: g(t) ~(I + (,,1)-': p ~ 1,2, ... ,M; 

s = 1, 2, ... , s 11 ; t s 11 = m} . 
jl=t 

The ( 11 are given (in general complex) numbers satisfying 

( 11 =f. 0, 1 + (11 t =f. 0 on supp(dA-). 

(2.3) 

(2.4) 

(2.5) 

The rational component ([Jm of §d thus is made up of rational functions having poles -1/(11 of 
multiplicities up to s11 outside the support of dA-. These poles are chosen to match the most important 
poles, if any, of the function f in (2.1 ). If f is an entire function, one might as well take m = 0, 
in which case ([Jm is empty and §J is a purely polynomial space. The other extreme is m = d, in 
which case §d consists entirely of genuinely rational functions. 

3. Characterization of quadrature rules of rational/polynomial exactness 

The basic result concerning quadrature rules (2.1) exact on the space §d of (2.2 )- (2.4) was 
proved in [16] (for d = 2n) and, independently, in [50] for special choices of ([Jm· We state it as 
the following theorem. 

Theorem 3.1. Let 0 :( m :( d and 
M 

Wm(t) = II (I + (11 t)'" 
Jl=l 

(3.1) 

(a polynomial of exact degree m ). Assume there exists an n-point quadrature rule of polynomial 
degree of exactness d - 1 for the modified measure dA-/wm: 

1 p(t) ~~~:~ = t w; p(t;), p E D=DJ-h (3.2) 

whose nodes t; are distinct and contained in the support of dA-. Define 

(3.3) 

Then 

(3.4) 
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where 

R,(g) = 0 for all g E §d = Om EB [p> d-1-m· (3.5) 

Conversely, ~f(3.4), (3.5) hold for distinct tv E supp(dJc), then so does (3.2) with t;, w; as obtained 
from (3.3). 

The (rather elementary) proof is given in [16] for d = 2n, but holds equally well for arbitrary d. 

The theorem says nothing about the existence or uniqueness of (3.2); it merely states an implica­
tion, namely that (3.2) implies (3.4), (3.5), with tv, Av as defined in (3.3), and vice versa. Specific 
instances of existence and uniqueness will be given later. 

4. The remainder term 

Assume that dA has compact support and formula (3.2) exists. It then follows by (3.3) and (3.2) 

that 

{ p(t) dJc(t) = t ),v p(tv), p E IP>d-1· 

)II!. W,n{t) v=l Wm(tv) 
( 4.1) 

Now define 

(4.2) 

to be the best approximation of g by rational functions of the form p/wm in the maximum norm 
II · lloo on the support of dA. Then by a standard argument in the theory of approximation, using 
( 4.1 ), we have ( cf. also [ 45]) 

JR,(g)J = ll g(t)dJc(t)- t Avg(tv)l 

= ll [g(t)- ~:~:~] dJc(t)- t Av [g(tv)- ~:~::~]I 

~ tffd,m(g) { k dJc(t) + t JPcvJ}' 

that is, 

JR,(g)J ~tS'd,m(g) { k dJc(t) + t JJ,vl} · (4.3) 

If Av > 0 and formula (3.4) is exact for a constant, i.e., d- 1- m~O, then (4.3) simplifies to 

IRn(g)J~2tS'd,m(g) k dJc(t), m~d -1. (4.4) 

The significance of ( 4.3) is as follows: if g can be well approximated on supp( d),) by a function 
pfwm, where p is a polynomial, that is, gwm can be well approximated by a polynomial, then the 
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quadrature error Rn(g) is small. By our choice of Wm, multiplying g into Wm removes the more 
important poles of g, and the resulting function Wmg, whose (remaining, if any) poles are now 
further away from the real axis, can indeed be well approximated by polynomials, certainly better 
than the original function g. 

5. The rational Fejer quadrature rule 

The classical Fejer quadrature rule is the interpolatory rule for dA.(t) = dt on [- 1, 1], 

/_
1

1 
J(t)dt = t A_vf(tv) + Rn(f), Rn([FDn-1) = 0, 

where the nodes tv are the Chebyshev points, or, as we call them now, the Fejer nodes 

2v- 1 
t~ =cos8v, Bv= ~1t, V= l,2, ... ,n. 

Fejer [13] showed that the weights A.v in (5.1) can be computed explicitly as 

,,, = ~ (l _ 2 ~ cos(2J-dlv)) , 
A, L 2 v= l,2, ... ,n, 

11 fl=l 4.u - 1 

(5.1) 

(5.2) 

(5.3) 

and that A.v > 0 for all v. Similar results hold for Chebyshev points of the second kind, as was 
already shown by Fejer, and also for Chebyshev points of the third and fourth kind, with or without 
one or both of the endpoints ±1 included, as was shown more recently in [43,44]. We consider here 
only Chebyshev nodes of the first kind, (5.2), and want to make the quadrature rule (5.1) exact on 
§n=OJmEB[FDn-l-m (i.e., d=n in (2.3)). According to our theorem (cf. (3.2), where we write t;=t~, 
w; = w~ and let d = n ), we need to determine w~ such that 

k=O,l, ... ,n-1, 

where 1/, is the Chebyshev polynomial of degree k. Letting 

"k = 11 Tk(t) dt /""' ' k = 0, 1' 2, ... 
-1 Wm(t) 

and making use of the "orthogonality" relation 
n-1 
L'Tk(t~)Tk(t!) = ibVfl' 
k=O 

(5.4) 

(5.5) 

(5.6) 

which is a consequence of the Christolfel-Darboux formula for Chebyshev polynomials (the prime 
on the summation sign means that the first term has to be multiplied by ! ), we find from ( 5.4) 
immediately that [51] 

(5.7) 
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It is easily seen that (5.7) reduces to (5.3) when m = 0. The computational challenge lies in the 
computation of the quantities flk in (5.5); for these, Weideman and Laurie [51] developed recursive 
algorithms that allow their stable and efficient computation. 

Similar techniques have been employed earlier by Monegato [41], who uses as nodes the zeros of 
orthogonal polynomials, and have been applied in [42] to Fredholm integral equations with rational 
kernels. Hasegawa and Torii [27] and Hasegawa [26], instead, use Clenshaw-Curtis nodes. Schneider 
[ 46] constructs quadrature rules by integrating rational Hermite interpolants. 

6. The rational Gauss quadrature rule 

Here, d =2n in (3.2), and the space of rational/polynomial gauge functions is § 2n = Qm EEl 1P2n~J~m, 
where 0 ~ m ~ 2n. The existence of the rational Gauss formula which is exact on § 2n now hinges 
on the existence of the (polynomial) Gauss formula 

1 dA_(t) n G G 
p(t)-(t) = L w, p(t, ), p E IPzn~l 

~ Wm v=i 

(6.1) 

( cf. (3 .2 ), with t; = t?, w; = w~ and d = 2n ). Since the ( 11 in (2.4) may well be complex, hence Wm 

a complex-valued polynomial, the existence of ( 6.1) is by no means guaranteed. There are, however, 
a number of special cases, of interest in applications, in which the existence and uniqueness of the 
Gauss formula ( 6.1) is assured. Some of these are as follows: 

(i) Simple real poles: Here all s11 = 1, hence M = m, and we write 

( 11 =(JLEIR, (JL=rf:O, {l=l,2, ... ,m, (6.2) 

where ( 1, are distinct real numbers. The corresponding polynomial Wm becomes 
m 

Wm(t) = rro + (,,t), (6.3) 
J1=1 

which by the assumption I+ (JLt =rf: 0 on supp(d-1) (cf. (2.5)) has constant sign on the support of 
d-1 if the support is connected. Furthermore, if d-1 has finite moments, as we assumed, then so does 
dA.jw111 • Hence, the Gauss formula (6.1) exists for each n and m and is unique. According to (3.3), 
the nodes and weights of the rational Gauss formula (2.1) are given by 

tv=t?, Av=w?wm(t?), v=l,2, ... ,n. (6.4) 

Since all w~ have the same sign, namely the sign of Wm on supp( d-1 ), it follows that all Av are 
positive. 

(ii) Simple conjugate complex poles: It is natural, in this case, to take m even, and thus 

c,=(v+i1Jv, (J1+l=(v-i1Jv (v=l+l{t/2j), {t(odd)=1,3, ... ,m-l. (6.5) 

Here, the polynomial 
m/2 

Wm(t) =II [(1 + (vt)2 + 1];t2] (6.6) 
v=l 

is strictly positive on all of IR, and the Gauss fmmula ( 6.1) again exists and is unique for each n 

and m. 
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(iii) Simple conjugate complex poles plus a real pole: This is the case where in addition to pairs 
of conjugate complex poles there is one simple real pole, i.e., m is odd and 

(p=~v+il]v, (p+1=~v-i1Jv (v=l+l,u/2J), (m=~mEIR, ,u(odd)=l,3, ... ,m,-2. 

(6.7) 

The polynomial Wm is now 

(m-1)/2 

Wm(t) =(I + ~mt) II [(I + ~vt)2 + 1]~!2] 
v=1 

(6.8) 

and is of constant sign on the support of dA.. Here again, formula ( 6.1) exists uniquely for all n and 
m, and is positive. 

Some, or all, of the above poles could have multiplicity 2 or higher. 
For rational Gauss and Gauss-Lobatto formulae on [- 1, 1], with dA.(t) =(I - t2 )-112 dt, and with 

poles distributed as in (i) and (ii), see also [39,40]. 

7. Spectral characterization of the Gauss formula (6.1) 

We assume that di = dA./wm is a positive measure. The connection between Gaussian quadrature 
and orthogonal polynomials is well known. The polynomials we need are those orthogonal with 
respect to di; we assume them to be monic and denote them by nk(·) = nk(·;di), k = 0, 1,2, .... 
They satisfy a three-term recurrence relation 

nk+1 (t) = (t- &dn~c(t)- /Jknk-1Ct), k = o, 1, 2, ... , 

n_1(t) = 0, no(t) = 1, 

where &k E IR and /Jk > 0. Associated with the recurrence relation is the Jacobi matrix 

&o {i: 
{i: &1 ylfiz 

ylfiz &2 ~ 

(7.1) 

(7.2) 

an infinite symmetric tridiagonal matrix. Although /30 is arbitrary (it multiplies 7!_1 = 0 in (7.1)), it 
is customary to define it as 

(7.3) 

If we are interested in the n-point quadrature rule ( 6.1 ), we need only the first n + 1 orthogonal 
polynomials no, n1, ... , nn, hence the truncated Jacobi matrix }n -the n X n leading principal minor 
matrix of (7.2). The quadrature rule can then be characterized in terms of the eigenvalues and 
eigenvectors of Jn [23]. Indeed, the Gauss nodes t? are the eigenvalues of Jn, and the Gauss weights 
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w~ expressible in terms of the first components vv, 1 of the corresponding normalized eigenvectors 
vv; more precisely, 

To compute the Gauss formula, it suffices therefore to solve an eigenvalue/eigenvector problem for 
a real symmetric tridiagonal matrix. This, nowadays, is a routine problem, and there are fast and 
accurate methods available for its solution, including appropriate software ( cf., e.g., [18, Section 6]). 
The major challenge is the computation of the recursion coefficients &k> [Jk, since di = dA/Wm is not 
a standard classical measure. For these, one can use a simple discretization procedure and special 
techniques for "difficult" poles, i.e., poles very close to the support interval of the measure dA.. 
These latter techniques are somewhat technical and will not be described here in detail. Basically, 
one first applies the discretization procedure to the "reduced" measure dX = dA/wm, where Wm is the 
polynomial Wm with the difficult poles removed, and then incorporates the difficult poles by special 
techniques; see [ 19]. The discretization procedure is described in the next section. 

8. The discretization procedure 

If the inner product underlying the measure di is denoted by 

(u,v) = l u(t)v(t)di(t), (8.1) 

then, as is well known, the desired coefficients can be expressed in terms of this inner product and 
the orthogonal polynomials irk(·)= nk(·; di) as 

A (tick, irk) 
ak = (feb irk)' O~k~n- I, 

/Jo = Cno, no), (8.2) 

This suggests, as already noted by Stieltjes, a simple "bootstrappin~" procedure, which is now kno~n 
as Stieltjes procedure: Since n0 = 1 is known, one computes &0 , {30 by (8.2) for k = 0. With &0 , {30 

at hand, the recurrence relation (7.1), with k = 0, yields n1• This allows us to apply (8.2) with 
k = 1 to get &1, {3 1, which by (7.1) for k = I yields n2, and so forth. The major difficulty with this 
procedure is the computation of the inner products in (8.2); this requires integration with respect to 
the measure di, which is not straightforward. 

However, already in 1968, and later in 1994, we proposed a simple modification of Stieltjes's 
procedure [ 14, 18], which consists in applying it to a discrete inner product 

N 

( u, v )N = L wiN) u( tiN) )v(tkN) ), N > n, (8.3) 
k=l 
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which approximates ( u, v) in such a way that 

lim (u, v)N = (u, v) for all u, v E !Jl>. 
N->oo 

(8.4) 

Here, IJl> is the space of polynomials. If irk,N denote the discrete orthogonal polynomials associated 
with the inner product (8.3), and &.k,N, Pk,N the respective recursion coefficients, it can be shown 
[14, Section 4] that for any fixed k, 

(8.5) 

There is no difficulty in computing the &.k,N, Pk,N by a procedure analogous to Stieltjes's procedure 
- now known as the discrete Stieltjes procedure - since all inner products required are finite 
sums. 

A natural way of obtaining a discretization (8.3) is by applying the Gaussian quadrature rule for 
the measure d-1 to (8.1 ), i.e., by taking 

(N)(dA) 
tt)=tt)(dA_), WkN)= Wk (t(N))' k=l,2, ... ,N, (8.6) 

Wm k 

where rtl(d-1) and 11{Nl(dA-) are the nodes and weights of the N-point Gaussian quadrature rule 
for d-1. Since d-1 is usually one of the classical measures, these quantities are easily computed; for 
related software, see, e.g., [18, Section 2]. Also, the procedure converges relatively fast as N ----* oo, 
unless there are poles very close to the support interval of d-1. It is for this reason that special 
techniques are required for incorporating these "difficult" poles. 

9. Examples 

We present four examples for the application of rational Gauss formulae, illustrating the three 
configurations (i)-(iii) of poles described in Section 6 and a case of a single pole with high 
multiplicity. The numerical results shown were obtained with the help of software described in [19]. 

Example 1. 

11 t-1/2 ro + t) 
l(w) = dt, 

0 t+ w 
w>O. 

Here, the appropriate measure is dA-(t) = t- 112 dt, a Jacobi measure on [0, 1] with parameters a= 0, 
[3 = -t. The poles of the integrand are all real; those of the gamma function are located at 
-1, -2, -3, ... and the remaining pole is at -w. This suggests the choices 

~!'=_!_, JI=l,2, ... ,m-l; ~m=_!_ (9.1) 
fl w 

in (6.2) and thus the polynomial Wm in (6.3 ). (Note that ~!l=~m if OJ is an integer fl with 1 ~fl ~m-I. 
In this case, 1/wm has a pole of multiplicity 2 at -lgw) The rational n-point Gauss formula applied 
to I ( w) then becomes 

l(OJ)~In(OJ)=:t-1/(l+tv)_ (9.2) 
v=1 fv +OJ 
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Table 1 
Numerical results for Example 1 

n\m 2n 

2 0.995E-03 
4 0.258E-06 
6 0.153E-10 
8 0.377E-13 

13 

n 

0.331E-03 
0.372E-07 
0.120E-ll 
0.398E-13 

0.104E-02 
0.877E-06 
0.769E-09 
0.571E-12 

0 

0.143E-01 
0.819E-04 
0.431E-06 
0.223E-08 
0.419E-13 

The discretization method for computing the recursion coefficients rib /Jk, and hence the nodes tv 
and weights ),v (in terms of the eigenvalues and eigenvectors of the Jacobi matrix }n) works rather 
well if cv is not exceptionally small. For w = !, for example, it yields essentially machine accuracy 
(in IEEE standard double precision) with N = 45 in (8.6) when n:::;; 10. Some numerical results in 
this case are shown in Table 1, which lists the relative errors i[I(w)-ln(w)]/I(w)l for the choices 
m = 2n, n, 1, and 0. The last choice corresponds to applying the ordinary Gauss rule for the measure 
d.A.. Curiously, the results for m = n are slightly more accurate than those form= 2n, a phenomenon 
also observed in the subsequent examples. 

For w = 0.001, the discretization method must work hard to get comparable accuracy; typically, 
N = 350 in this case. 

Example 2. Generalized Fermi-Dirac integral 

oo tk )1 + !Bt 
Fk(11, 8) = 1 e-q+t + 1 dt, IJ E IR, e ~ 0. (9.3) 

Integrals of this type are of interest in solid-state physics, where the parameter k assumes half-integer 
values k = ! , ~, ~, and e is a small parameter; cf. [ 17] and the literature cited therein. 

To prepare the integral (9.3) for the application of our method, we write it in the form 

100 . /1 +let 
Fk(71, 8) = V 2 tke- 1 dt, 

o e-~ + e-t 
(9.4) 

suggesting the integration measure d.A.(t) = tke-1 dt on [0, oo] - a generalized Laguerre measure. 
The integrand in (9.4) has poles at t = 11 ± {tin, J.l (odd) = 1, 3, 5, .... The pairs of poles closest to 
the interval [0, oo] are captured by taking m even and 

y 1 
1, 11 = -11 + 1tin' 

1 
( 1t+t=- . , J.t(odd)=1,3, ... ,m-1. 

11 - fll1t 
(9.5) 

The discretization method works well for all 11 and for e not too large. Numerical results analogous 
to those in Table 1, for k = !, 71 = -1, e = 10-4, are shown in Table 2. 

For larger values of fJ, one should include the square root }1 + !Bt in the measure d). and proceed 

as before. 
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Table 2 
Numerical results for Example 2 

n\m 2n n 

2 0.134E-02 0.414E-03 
4 0.487E-06 0.861E-07 
6 0.127E-09 0.374E-12 
8 0.220E-13 O.lllE-13 

10 0.726E-14 0.669E-14 
15 
20 
40 

Example 3. Generalized Bose-Einstein integral 

oo t\/I + ~8t 
Gk(1J,8)= 1 e-~+t_I dt, 11<0, 8~0. 

This is conveniently rewritten as 

2 

0.414E-03 
0.935E-06 
0.118E-07 
0.423E-09 
0.221E~IO 

0.304E-13 
0.707E-14 

0 

0.377E-02 
0.241E-03 
0.262E-05 
0.250E-05 
0.158E-06 
0.407E-08 
0.205E-09 
0.745E-14 

(9.6) 

(9.7) 

where a factor t was split off in order for the integrand to remain regular as t ----> 0, even if 11 were 
zero. The measure of integration therefore is dA.(t) = tk-le-1 dt on [0, oo]. The poles of the integrand 
are at t = 11 + 2virr, v = 0, ± 1, ±2, ... , which include a real pole at IJ. We thus take m odd and let 

11 + (p + I )in' 

1 

'"' = --. 11 

11 - (p + 1 )in' 
p (odd) = I, 3, ... , m - 2, (9.8) 

Again, as in the preceding example, the discretization works well for 1111 not too small and 8 not 
too large. Numerical results fork=~' 11 = -1, 8 = l0-4 are shown in Table 3. 

It can be seen that the rational methods here perform significantly better than the polynomial 
method (for m = 0) as far as accuracy is concerned. 

Example 4. A radiation transfer integral 1 

Gm(c) = 211 Pm(x)[sin(2nx)]2e-cfx dx, c > 0. (9.9) 

Here, Pm is the Legendre polynomial of degree m, and interest rests in large values of m. 

1 This example was kindly communicated to the author by Dr. Martin Gander. 
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Table 3 
Numerical results for Example 3 

n\m 2n- 1 

2 0.783£-02 
4 0.317£-05 
6 0.859£-09 
8 0.197E-12 

10 0.132£-14 
15 
20 
40 
80 

n- 1 

0.362E-02 
0.831E-06 
0.122E-10 
0.482E-13 
0.585E-15 

0.362£-02 
0.262£-04 
0.720£-06 
0.202£-07 
0.115E-08 
0.837E-ll 
0.924£-13 

0 

0.357£-01 
0.398£-02 
0.700£-03 
0.160£-03 
0.430£-04 
0.261£-05 
0.243£-06 
0.154E-09 
0.219E-14 

Although the following is not necessarily the best way to proceed, it nicely illustrates the case of 
a pole of high multiplicity. The change of variables 

1 
x= -- O~t~oo 

1 + tjc' 

yields 

Gm(c) = (~:~:c 1= Pm c: tjc) [ l ~~/c sin l ~~/c r e-1 dt. 

We choose to use n-point rational Gauss quadrature with 

n?d + lm/2J, 

dJc(t)= [ 1 
2n:/ sin 1 

2n:/ ]2 
e-1 dt on [O,oo] 

+tc +tc 

and 

il)m = span{g: g(t) = (1 + tjc )-s, s = 1, 2, ... , m }. 

Since, by the choice of n, we have 

§2n = lj)m EEl IFD2n-l-m ::::> lj)m EEl !Filo 

and clearly Pm(l/(l + tjc)) E il)m EEl IFD0 , the rational Gauss formula so constructed should give 
the exact answer for Gm( c) except for rounding errors. The latter, unfortunately, are somewhat 
bothersome because of the highly oscillatory behavior of the integrand f(t)=Pm(l/(1 +t/c)) when 
m is large. For example, if m =50 and c = 2, we find (in IEEE double precision) 

G (2) = { 0.29351229600590E- 07 if n = 26, 
50 0.29351229563622E - 07 if n = 27. 

Theoretically, the results should be identical, but cancellation errors in the evaluation of the quadra­
ture sum wipe out about 5 of the 14 decimal digits. 
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10. Other types of integrals 

Similar techniques apply, with similar success, to other types of integrals ( cf. [21]). 

10.1. Rational Gauss-Kronrod quadrature 

The theorem of Section 3 holds also for Gauss-Kronrod quadrature, where the polynomial formula 
(3.2) is now 

{ dA(t) ~ K G ~ •K K ) J~ p(t) Wm(t) = ~ Wv p(tv) +~WI' p(tl' ), p E 1P3n+l· (10.1 

Here, t? are the nodes of the n-point Gauss formula for the measure d-i/wm, and w~, w;K, t~ are 
determined so as to have maximum polynomial degree of exactness 3n + 1. Assuming that this 
formula exists with distinct "Kronrod" nodes t~ on the support of d.A., all different from the Gauss 
nodes t?, the corresponding rational Gauss-Kronrod formula is given by 

n n+l 

1g(t)d-i(t)= L-i~g(r~)+ L..t;Kg(r~)+R~(g), 
~ v=l 1'=1 

where 

R~(g) = 0 forgE §3n+2 = (l)m EB 1P3n+l-m• 0=:(m=:(3n + 2, 

provided that 

(10.2) 

(1 0.3) 

(10.4) 

We recall (see, e.g., [15]) that t? in (10.1) are the zeros of nn( · )= rcn(·;d.A./wm), and t~ the zeros 
of rc~+l (·)=Ten+ I ( ·; itn d.A./wm ). Constructive procedures for computing Gauss-Kronrod formulae that, 
like the Golub-Welsch procedure, are based on eigenvalues and eigenvectors of a Jacobi-like matrix 
of order 2n + 1, have recently been developed by Laurie [32], Ammar et al. [1], and Calvetti et al. 
[12]; see also [20]. Rational Gauss-Kronrod rules are also considered in [2, Section 4.2], where an 
asymptotic error estimate is given for analytic functions. 

I 0.2. Rational Gauss-Turem quadrature 

These are Gauss-type formulae in which not only function values, but also derivative values up 
to some even order, occur in the quadrature sum. The polynomial formula (analogous to (3.2)) has 
the form 

{ p(t) d.A.(t) = t t w~u)T p<ul(tJ), p E IP2(s+!Jn-h 

}If! Wm(t) v=l u=O 
(10.5) 

whereas the rational counterpart is 

n 2s 1 g(t)d.A.(t) = L L A~u)g(u)(rv) + R!(g) 
If! v=l u=O 

(10.6) 
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with the exactness property 

R~ (g)= 0 for g E §2(s+I)n = OJm EB IP2(s+l)n-m-b 0 ~m ~2(s + 1 )n, 

provided that 

1:v=tJ, v=l,2, ... ,n, 

Jc(o-) = ~ w(p)T ( p) w<mp-o-)(tT), v = 1, 2, ... ,n, IJ = 0, 1, ... , 2s. 
v L....t v (J v 

p=O" 

(10.7) 

( 10.8) 

We recall that tJ in (10.5) are the zeros of the nth-degree s-orthogonal polynomial 1tn,s for the 
measure dAJwm, i.e., the polynomial of degree n which satisfies the power orthogonality relation 

1 2s+l dJc(t) 
[1t11,s(t)] p(t)-(-) = 0 for all p E IPn-1· 

~ Wm t 
(10.9) 

Constructive procedures for generating Gauss-Tunin formulae (10.5) are discussed in [22]. 

10.3. Rational Cauchy principal value quadrature 

Here the object is to construct a quadrature rule of the form 

f g(t) . ~ Av c 
- dA(t) = ~ --g(Tv) + Ao(x)g(x) + R11 (g), 

~t-x 1:-x v=l v 

(10.10) 

where 

Jco(x) = { dJc(t)- t ~ 
J ~ t- X v=l Tv- X 

(10.11) 

and where we require the exactness condition 

R;(g) = 0 for all g E §2n+I = OJm EB IP2n-m, O~m~2n. (10.12) 

Note that x is assumed to be inside the support of dJc, so that the integrals in ( 10.10) and ( 10.11) 
are Cauchy principal value integrals. 

It turns out that the exactness property (1 0.12) can be achieved for the formula (1 0.10) if we 
choose 

(10.13) 

where t: and w: are the Gauss nodes and weights for the measure dJc/wm, 

{ dJc(t) ~ G G 
J~ p(t) Wm(t) = ~ Wv p(tv ), P E IP2n-h (10.14) 

provided that none of the t: equals x. Formula (10.14) can be constructed as described in Sections 
7 and 8. 
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GENERALIZED GAUSS–RADAU AND
GAUSS–LOBATTO FORMULAE

WALTER GAUTSCHI1

1Department of Computer Sciences, Purdue University, West Lafayette, IN 47907, USA.
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Abstract.

Computational methods are developed for generating Gauss-type quadrature formu-
lae having nodes of arbitrary multiplicity at one or both end points of the interval of
integration. Positivity properties of the boundary weights are investigated numerically,
and related conjectures are formulated. Applications are made to moment-preserving
spline approximation.

AMS subject classification (2000): 65D32, 41A15.

Key words: Gauss–Radau quadrature, Gauss–Lobatto quadrature, multiple bound-
ary node(s), positivity, moment-preserving spline approximation.

1 Introduction.

Gauss–Radau and Gauss–Lobatto formulae, as is well known, are quadrature
formulae of Gauss type involving function values not only at interior points of
the interval of integration, but also at one or both end points of this interval.
The phrase “of Gauss type” means that the polynomial degree of exactness of
these formulae is as large as possible subject to the constraints on the nodes.
Similarly, one can define generalized Gauss–Radau and Gauss–Lobatto formulae
in which not only function values at one or both end points appear, but also
consecutive derivative values up to an arbitrary finite order r − 1. These are of
interest, e.g., in moment-preserving spline approximation on a compact interval
(cf. Section 4). Thus, in the case of Gauss–Radau formulae, they have the form

∫ ∞

a

f(t) dλ(t) =

r−1∑

ρ=0

λ
(ρ)
0 f (ρ)(a) +

n∑

ν=1

λR
ν f(τR

ν ) + RR
n,r(f),(1.1)

where r > 1 is the multiplicity of the end point a and dλ a positive measure with
(bounded or unbounded) support contained in [a,∞]. The degree of exactness
is 2n − 1 + r,

RR
n,r(f) = 0 for all f ∈ P2n−1+r.(1.2)

Here and in the following, Pm denotes the space of real polynomials of degree

≤ m. The internal nodes τR
ν and weights λR

ν , as well as the weights λ
(ρ)
0 , although

not expressed in our notation, all depend on n and r.
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Naturally, there is an analogous formula for
∫ b

−∞ f(t) dλ(t) with fixed multiple
node at t = b.

In the case of the generalized Gauss–Lobatto formula, the support of dλ is
assumed to be contained in a finite interval [a, b], a < b, and the formula takes
the form

∫ b

a

f(t) dλ(t) =

r−1∑

ρ=0

λ
(ρ)
0 f (ρ)(a) +

n∑

ν=1

λL
ν f(τL

ν ) +(1.3)

+
r−1∑

ρ=0

(−1)ρλ
(ρ)
n+1f

(ρ)(b) + RL
n,r(f),

where

RL
n,r(f) = 0 for all f ∈ P2n−1+2r.(1.4)

We have included signs (−1)ρ in the weights of the derivative values at t = b in

anticipation of the fact that λ
(ρ)
0 = λ

(ρ)
n+1 in the case of symmetric formulae, that

is, formulae with a + b = 0 and dλ(−t) = dλ(t).
The characterization of the internal nodes and weights of generalized Gauss–

Radau and Gauss–Lobatto formulae is well known; see, e.g., [1, Theorems 3.9
and 3.12]. In the former case,

τR
ν = τ [r]

ν , λR
ν =

λ
[r]
ν

(τR
ν − a)r

, ν = 1, 2, . . . , n,(1.5)

where τ
[r]
ν , λ

[r]
ν are the nodes and weights of the n-point Gauss quadrature

formula for the measure

dλ[r](t) = (t − a)r dλ(t) (Radau),(1.6)

while in the latter case,

τL
ν = τ [r]

ν , λL
ν =

λ
[r]
ν

[(τL
ν − a)(b − τL

ν )]r
, ν = 1, 2, . . . , n,(1.7)

with τ
[r]
ν , λ

[r]
ν the Gaussian nodes and weights of

dλ[r](t) = [(t − a)(b − t)]r dλ(t) (Lobatto).(1.8)

All internal weights are therefore positive, and the same is true for the boundary
weights if r = 2 (cf. Sections 2.2 and 3.2). In this latter case, explicit formulae
are known for the Legendre measure dλ(t) = dt on [−1, 1] ([1, Examples 3.10
and 3.13]) and for all four Chebyshev measures [2]. Other than that, little is
known about generalized Gauss–Radau and Gauss–Lobatto formulae.

In this paper, we develop a procedure for computing such formulae for arbi-
trary r. Respective Matlab routines gradau.m and globatto.m are downloadable
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from the Web site http://www.cs.purdue.edu/archives/2002/wxg/codes/

which contains a suite of many other useful routines, in part assembled as a
companion piece to the book in [1]. All Matlab routines referred to in this paper
are downloadable individually from this site, in particular also routines developed
for testing gradau.m and globatto.m. Both routines are used to investigate (nu-
merically) the positivity of the boundary weights. In Section 4 we illustrate the
use of these routines in the context of moment-preserving spline approximation.

2 The generalized Gauss–Radau formula.

2.1 Computational method.

The measure relevant for the internal nodes and weights, by (1.6), is obtained
by r successive modifications of the measure dλ(t) by the linear factor t−a. The
respective orthogonal polynomials can thus be generated by r applications of

the routine chri1.m (cf. [1, §2.4.2]). For the computation of τ
[r]
ν and λ

[r]
ν in (1.5)

one then applies the Gauss quadrature routine gauss.m.

In order to compute the boundary weights λ
(ρ)
0 in (1.1), we use (1.1) with

f(t) = (t − a)i−1π2
n(t), i = 1, 2, . . . , r, where πn(t) =

∏n
ν=1(t − τR

ν ), and note,
since f ∈ P2n−1+r, that the remainder is zero, and by the choice of f , that all
terms in the quadrature sum are zero except the boundary terms with ρ ≥ i−1.
Therefore,

r−1∑

ρ=i−1

λ
(ρ)
0 [(t − a)i−1π2

n(t)]
(ρ)
t=a = bi,(2.1)

bi =

∫ ∞

a

(t − a)i−1π2
n(t) dλ(t), i = 1, 2, . . . , r.

Here, the integrals on the right are computable (exactly) by (n + �(r + 1)/2�)-
point Gauss quadrature with respect to the measure dλ. Writing ρ = j − 1,
j = i, i+1, . . . , r, Equations (2.1) represent an upper triangular system of linear
algebraic equations

Ax = b, A ∈ Rr×r, x, b ∈ Rr,(2.2)

where

A = [aij ], aij = [(t − a)i−1π2
n(t)]

(j−1)
t=a , j ≥ i; aij = 0, j < i,(2.3)

x = [xj ], xj = λ
(j−1)
0 ; b = [bi].

When applying Leibniz’s rule to compute aij , only one term survives, namely
the one in which the first factor (t − a)i−1 is differentiated i − 1 times and the
other factor j − 1 − (i − 1) = j − i times. Thus,

aij =

(
j − 1

j − i

)
(i − 1)![π2

n(t)]
(j−i)
t=a , j ≥ i.(2.4)
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It remains to compute the derivatives [π2
n(t)]

(s)
t=a. Since π2

n(t) =
∏n

ν=1(τ
R
ν − t)2,

we have

[π2
n(t)]

′
= −2

n∑

ν=1

(τR
ν − t)

∏

µ�=ν

(τR
µ − t)2 = −2π2

n(t)

n∑

ν=1

(τR
ν − t)−1.

Differentiating this j − i − 1 times by Leibniz’s rule, and then putting t = a,
yields, for j > i,

[π2
n(t)]

(j−i)

t=a = −2

j−i−1∑

σ=0

(
j − i − 1

σ

)
[π2

n(t)]
(j−i−1−σ)
t=a · σ!

n∑

ν=1

(τR
ν − a)−(σ+1).

With (2.4) used both on the left and on the right, this gives, for i = r − 1,
r − 2, . . . , 1,

aij = − 2

j − i

j−i−1∑

σ=0

ai+1+σ,j

n∑

ν=1

(τR
ν − a)−(σ+1), j = i + 1, i + 2, . . . , r,(2.5)

while for j = i,

aii = (i − 1)!π2
n(a), i = r, r − 1, . . . , 1.(2.6)

This allows us to compute the elements of the upper triangular matrix A from
the bottom up, and then to solve the system (2.2) by backward substitution.
The procedure is implemented in the routine gradau.m.

Tests against the known formulae for r = 2 in the case of the Legendre and
Chebyshev measures turned out to be satisfactory, even for values of n as large
as n = 160; see the routine test gradau req2.m. A meaningful test for r ≥ 1 is
to have the generalized Gauss–Radau formula for arbitrary r, say r = 1:10, and
with n internal points, compute (exactly) all moments of orders up to 2n−1+ r
for relatively small values of n, say n = 1:5. This, too, turned out very satis-
factory; see the routine test gradau rgt0.m. Finally, for r = 1, the generalized
Gauss–Radau formula reduces to the ordinary Gauss–Radau formula, so that
gradau.m can be tested against radau.m. This is done successfully in the routine
test gradau radau.m.

2.2 Positivity.

It is clear from (2.6) that all diagonal elements of A are positive, and from
(2.1) that the same is true for the elements of b. In particular, xr = br/arr > 0.
From (2.5) it can also be seen that ar−1,r < 0, from which xr−1 = (br−1 −
ar−1,rxr)/ar−1,r−1 > 0. There follows

λ
(r−1)
0 > 0, λ

(r−2)
0 > 0.(2.7)

Thus, if r = 2, the boundary weights of the generalized Gauss–Radau formula
are positive. Whether or not the same is true for arbitrary r > 2 is an open
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question. Using the routine gradau.m, we found numerically that positivity
holds for Jacobi measures with parameters α = −.9:.2:.9, β = α:.2:.9 and with
α = −.75:.25:1, β = 1, 1.5, 2, 5, 10, each time for values of n = 2:20, n = 25:5:40
and r = 2:10. For the same values of α, n, and r, positivity was also observed for
generalized Laguerre measures. For these two measures, therefore, it seems safe
to conjecture that the generalized Gauss–Radau formula has positive boundary
weights. Additional tests involving the “elliptic” Chebyshev measure ([1, Exam-
ple 2.29]) and the half-range Hermite measure ([1, Example 2.31]) suggest that
positivity may hold for arbitrary measures. At any rate, the situation appears
to be rather different from what is known in the case of Gauss–Turán formulae,
which also involve derivative values, but at internal nodes. Here one can prove
positivity of the weights only for derivative terms of even order (cf. [1, §3.1.3.1]),
whereas those of odd order may have weights of either sign.

3 The generalized Gauss–Lobatto formula.

3.1 Computational method.

The measure (1.8) determining the internal nodes and weights of the gener-
alized Gauss–Lobatto formula is now obtained by 2r consecutive modifications
of the measure dλ, half of them with the shift a, and the other half with shift
b. When r is odd, the resulting measure is negative definite, which is easily
corrected by changing the sign of the coefficient β0 produced by chri1.m.

The boundary weights are computed similarly as in the case of generalized
Gauss–Radau formulae except for some special attention being required when
r is odd. The formula (1.3) is applied once to f(t) = (t − a)i−1π2

n(t)(b − t)r to

find the weights λ
(ρ)
0 , and once to f(t) = (t − b)i−1π2

n(t)(a − t)r to determine

the weights (−1)ρλ
(ρ)
n+1, where now πn(t) =

∏n
ν=1(t − τL

ν ). In both cases, the
remainder is zero, since f ∈ P2n−1+2r. Suppose first that r ≥ 2 is even. The first

choice of f then yields for xj = λ
(j−1)
0 the upper triangular system (2.2) with

A = [aij ], aij = ((t − a)i−1[π2
n(t)(b − t)r])

(j−1)
t=a ,

b = [bi], bi =

∫ b

a

(t − a)i−1π2
n(t)(b − t)r dλ(t).

The integrals defining bi can all be evaluated (exactly) by (n + r)-point Gauss
quadrature relative to the measure dλ.

To compute aij , we proceed similarly as in Section 2.1, writing

π2
n(t)(b − t)r =

n+r/2∏

ν=1

(τν − t)2 (r even),
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where τν = τL
ν for 1 ≤ ν ≤ n, and τν = b for n + 1 ≤ ν ≤ n + r/2. Then, exactly

as before, one gets for i = r, r − 1, . . . , 1,

aii = (i − 1)!π2
n(a)(b − a)r,

aij = − 2

j − i

j−i−1∑

σ=0

ai+1+σ,j

n+r/2∑

ν=1

(τν − a)−(σ+1), j = i + 1, i + 2, . . . , r,
(3.1)

and the computation is the same as in Section 2.1, except for the extended
summation on the right.

When r is odd, one defines as before τν = τL
ν for 1 ≤ ν ≤ n and τν = b, but

now for n + 1 ≤ ν ≤ n + �(r + 1)/2� (which is valid also when r is even). Then

π2
n(t)(b − t)r =

[
n+(r−1)/2∏

ν=1

(τν − t)2

]
(b − t) (b = τn+(r+1)/2),

and one obtains

[π2
n(t)(b − t)r]′

= −2

n+(r−1)/2∑

ν=1

(τν − t)
∏

µ�=ν

(τµ − t)2 · (b − t) −
n+(r−1)/2∏

ν=1

(τν − t)2

= −2

n+(r−1)/2∑

ν=1

(τν − t)−1

n+(r−1)/2∏

µ=1

(τµ − t)2 · (b − t) −
n+(r−1)/2∏

ν=1

(τν − t)2

= −2π2
n(t)(b − t)r

{
n+(r−1)/2∑

ν=1

(τν − t)−1 +
1

2
(b − t)−1

}
.

Thus,

[π2
n(t)(b − t)r]′ = −2π2

n(t)(b − t)r

n+(r+1)/2∑′

ν=1

(τν − t)−1,

where the prime on the summation sign indicates that the last term in the
summation is to be halved. In the same manner as in Section 2.1, differentiating
j − i − 1 times, one obtains for j > i

aij = − 2

j − i

j−i−1∑

σ=0

ai+1+σ,j

n+(r+1)/2∑′

ν=1

(τν − a)−(σ+1), j = i + 1, i + 2, . . . , r,

while for j = i, as before,

aii = (i − 1)!π2
n(a)(b − a)r.

For the choice f(t) = (t− b)i−1π2
n(t)(a− t)r, the same procedure applies, with

the roles of a and b in (3.1) interchanged. The routine implementing all of this
is globatto.m.

878



GENERALIZED GAUSS–RADAU AND GAUSS–LOBATTO FORMULAE 717

Tests analogous to those in Section 2.1 were performed on the routine
globatto.m with equal success; see the routines test globatto req2.m, test
globatto rgt0.m, and test globatto lobatto.m.

3.2 Positivity.

As in Section 2.2, one shows from (3.1) that

λ
(r−1)
0 > 0, λ

(r−2)
0 > 0.

With regard to the boundary weights at the point b, one must interchange
a and b both in (3.1) and in the integrand of bi. One then has sign aii =
(−1)r, sign bi = (−1)i−1+r, hence signxr = sign(br/arr) = (−1)r+1, so that

sign((−1)r−1λ
(r−1)
n+1 ) = (−1)r+1, that is, λ

(r−1)
n+1 > 0. Similarly, sign ar−1,r =

(−1)r, sign xr−1 = sign[(br−1 − ar−1,rxr)/ar−1,r−1] = sign ar−1,r−1 = (−1)r,

so that sign[(−1)r−2λ
(r−2)
n+1 ] = (−1)r, and λ

(r−2)
n+1 > 0. Thus, generalized Gauss–

Lobatto formulae, when r = 2, have boundary weights satisfying

λ
(ρ)
0 > 0, λ

(ρ)
n+1 > 0, ρ = 0, 1, . . . , r − 1 (r = 2).(3.2)

Positivity in the case r > 2 is still an open question. Numerical tests with
globatto.m for the same Jacobi measures as in Section 2.2, and for the same
values of n ≥ 3 and r, revealed positivity in all cases (cf. the routine globatto

pos.m). We therefore conjecture that the generalized Gauss–Lobatto formula
for Jacobi measures has boundary weights satisfying (3.2) for arbitrary r > 2.
Judging from additional tests with the elliptic Chebyshev measure, we believe
that positivity holds for other, if not all, measures as well.

4 Examples.

It is known (cf. [1, §3.3]) that Gauss-type quadrature formulae, and in par-
ticular generalized Gauss–Lobatto and Gauss–Radau formulae, are useful in
generating spline approximations to functions f that reproduce as many consec-
utive moments of f as possible. For approximation on the positive real line R+,
the measure involved is

dλ[m](t) =
(−1)m+1

m!
tm+1f (m+1)(t) dt, t ∈ R+,(4.1)

where m is the degree of the spline. The spline, in this case, has the form

sn,m(t) =

n∑

ν=1

aν(tν − t)m
+ , t ∈ R+,(4.2)

where u+(t) = max(0, u(t)) and 0 < t1 < t2 < · · · < tn < ∞ are the knots
of the spline. These are assumed freely variable (subject to ordering), and so
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are the coefficients aν ∈ R. Given the first 2n moments µj =
∫

R+
f(t)tj dt,

j = 0, 1, . . . , 2n − 1, of f , the problem on R+ is to find sn,m such that

∫

R+

sn,m(t)tj dt = µj , j = 0, 1, . . . , 2n − 1.(4.3)

This has a unique solution precisely if the measure (4.1) admits a Gaussian
quadrature formula

∫

R+

g(t) dλ[m](t) =

n∑

ν=1

λG
ν g(τG

ν ), g ∈ P2n−1,(4.4)

satisfying 0 < τG
1 < τG

2 < · · · < τG
n , in which case

tν = τG
ν , aν =

λG
ν

[τG
ν ]m+1

, ν = 1, 2, . . . , n,(4.5)

yields the desired spline approximant (cf. [1, Theorem 3.57]).
On a compact interval [0, 1], the measure involved is

dλ[m](t) =
(−1)m+1

m!
f (m+1)(t) dt, t ∈ [0, 1].(4.6)

In this case, a polynomial p ∈ Pm may be added to the spline in (4.2), so that

sn,m(t) = p(t) +

n∑

ν=1

aν(tν − t)m
+ , t ∈ [0, 1],(4.7)

where 0 < t1 < t2 < · · · < tn < 1. Two problems are then of interest:

Problem I. Determine sn,m in (4.7) such that

∫ 1

0

sn,m(t)tj dt = µj , j = 0, 1, . . . , 2n + m.(4.8)

Since we have m + 1 more parameters at our disposal (the coefficients of p), we
can impose m + 1 additional moment conditions compared to (4.3).

Problem II. Determine sn,m in (4.7) such that

∫ 1

0

sn,m(t)tj dt = µj , j = 0, 1, . . . , 2n − 1,(4.9)

and

s(µ)
n,m(1) = f (µ)(1), µ = 0, 1, . . . ,m.(4.10)

Here the extra m + 1 parameters are used to enforce the derivative conditions

(4.10), which, incidentally, immediately determine p, since s
(µ)
n,m(1) = p(µ)(1).
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4.1 Solution of Problem I.

By [1, Theorem 3.61], Problem I has a unique solution if and only if the
measure dλ[m] in (4.6) admits a generalized Gauss–Lobatto formula (1.3), with
[a, b] = [0, 1], satisfying 0 < τL

1 < τL
2 < · · · < τL

n < 1 and having boundary
points of multiplicity r = m + 1. The solution of Problem I is then given by

tν = τL
ν , aν = λL

ν , ν = 0, 1, . . . , n,(4.11)

with the polynomial p uniquely determined by its derivative values at t = 1,

p(µ)(1) = f (µ)(1) + (−1)mm!λ
(m−µ)
n+1 , µ = 0, 1, . . . , m.(4.12)

Even though the emphasis of these approximations is on preserving as many
moments as possible, it is still interesting to observe how well they do with
regard to pointwise approximation.

Example 4.1. The exponential function f(t) = e−t.

This example was solved in [1, Example 3.59] on the interval R+ using the
Gauss formula (4.4) for the measure (4.1), and (4.5). We now compare the
restriction of that solution to the interval [0, 1] with direct solution on [0, 1]
via (4.11) and (4.12).

Note, first of all, that the measure (4.6) in this case is

dλ[m](t) =
1

m!
e−t dt, 0 < t < 1,(4.13)

the Laguerre measure on the finite interval [0, 1]. Its first n + 2m + 2 recurrence
coefficients needed in the 2r = 2m + 2 applications of the routine chri1.m

to the measure dλ[m] (cf. the first paragraph of Section 3.1) are not known
explicitly, but can easily be computed by a discretization procedure using Gauss–
Legendre quadrature on [0, 1] to discretize the inner product for dλ[m] (cf. [1,
§2.2.4]). This, together with the procedure in Section 3.1, is implemented in
the routine ex3 3.m, which also computes the restriction to [0, 1] of the spline
approximation on R+ for comparison. The results are shown in the first four
columns of Table 4.1, where the third column contains the maximum errors
on [0, 1] of the spline approximation (4.2), (4.5), and the fourth column the
analogous information for the spline (4.7), (4.11)–(4.12). (The maximum errors
are computed on a set of 100 equally spaced points on [0, 1].) It is seen, not
surprisingly, that the latter are significantly smaller than the former.

4.2 Solution of Problem II.

By [1, Theorem 3.62], the solution, if it exists, is now provided by the gener-
alized Gauss–Radau formula (1.1) for the measure dλ[m] in (4.6), where [a,∞]
is to be replaced by [0, 1]. Indeed,

tν = τR
ν , aν = λR

ν , ν = 1, 2, . . . , n,(4.14)
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Table 4.1: Maximum errors in Examples 4.1 and 4.2

m n err err err

1 5 5.0419e−02 2.3346e−03 2.9070e−03

1 10 2.8150e−02 7.5711e−04 9.5130e−04

1 20 1.4824e−02 2.5198e−04 2.4060e−04

1 40 7.1401e−03 6.4979e−05 7.2096e−05

1 80 3.7475e−03 1.5633e−05 1.9889e−05

2 5 1.7857e−02 3.9962e−05 6.8379e−05

2 10 3.4965e−03 8.5681e−06 1.1922e−05

2 20 1.0938e−03 1.5137e−06 1.8741e−06

2 40 3.6171e−04 2.3831e−07 2.6307e−07

2 80 1.2197e−04 3.3245e−08 3.5524e−08

3 5 7.9365e−03 9.6683e−07 2.4463e−06

3 10 9.9900e−04 1.4155e−07 2.4701e−07

3 20 1.3962e−04 1.5061e−08 2.1292e−08

3 40 3.0058e−05 1.3686e−09 1.6194e−09

3 80 7.8536e−06 9.9495e−11 1.1154e−10

in (4.7), and p is given (trivially) by

p(t) =

m∑

µ=0

f (µ)(1)

µ!
(t − 1)µ.(4.15)

Example 4.2. The exponential function f(t) = e−t.

We now need only r = m + 1 applications of the routine chri1.m to the
measure (4.13) (cf. the first paragraph of Section 2.1), which is done analogously
as in Example 4.1. The results, also produced by the routine ex3 3.m, are shown
in the last column of Table 4.1. They are very similar, and only slightly worse,
than those in the fourth column.
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Abstract. In 1961, P.J. Davis and P. Rabinowitz established a beautiful "circle theorem" for Gauss and Gauss­
Lobatto quadrature rules. They showed that, in the case of Jacobi weight functions, the Gaussian weights, suitably 
normalized and plotted against the Gaussian nodes, lie asymptotically for large orders on the upper half of the unit 
circle centered at the origin. Here analogous results are proved for rather more general weight functions--essentially 
those in the Szego class-, not only for Gauss and Gauss-Lobatto, but also for Gauss-Radau formulae. For much 
more restricted classes of weight functions, the circle theorem even holds for Gauss-Kronrod rules. In terms of 
potential theory, the semicircle of the circle theorem can be interpreted as the reciprocal density of the equilibrium 
measure of the interval [ -1, 1]. Analogous theorems hold for weight functions supported on any compact subset ~ 
of ( -1, 1), in which case-the (normalized) Gauss points approach the reciprocal density of the equilibrium measure 
of~- Many of the results are illustrated graphically. 

Key words. Gauss quadrature formulae, circle theorem, Gauss-Radau, Gauss-Lobatto and Gauss-Kronrod 
formulae, Christoffel function, potential theory, equilibrium measure 

AMS subject classifications. 65D32, 42C05 

1. Introduction. One of the gems in the theory of Gaussian quadrature relates to the dis­
tribution of the Gaussian weights. In fact, asymptotically for large orders, the weights, when 
suitably normalized and plotted against the Gaussian nodes, come to lie on a half circle drawn 
over the support interval of the weight function under consideration. This geometric view of 
Gauss quadrature rules was first taken by Davis and Rabinowitz [2, §II], who established the 
asymptotic property described-a "circle theorem", as they called it-in the case of Jacobi 
weightfunctionsw(t) = (1-t)"(l+t)P,a > -1,(J > -1,notonlyfortheGaussformula, 
but also for the Gauss-Lobatto formula. For the Gauss-Radau formula, they only conjectured 
it "with meager numerical evidence at hand". It should be mentioned, however, that the un­
derlying asymptotic formula (see eqn (2.2) below) has previously been obtained by Erdos 
and Tunin [4, Theorem IX], and even earlier by Akhiezer [1, p. 81, footnote 9], for weight 
functions w(t) on [-1, 1] such that w(t)~ is continuous and w(t)~ ~ m > 0 
on [ -1, 1]. This answers, in part, one of the questions raised in [2, last paragraph of §IV] 
regarding weight functions other than those of Jacobi admitting a circle theorem. In §§2-4 
we show that the circle theorem, not only for Gaussian quadrature rules, but also for Gauss­
Radau and Gauss-Lobatto rules, holds essentially for all weight functions in the Szego class, 
i.e., weight functions w on [ -1, 1] for which 

(1.1) 
lnw(t) 
~ E Ll(-1,1). 

2 

We say "essentially", since an additional, mild condition, viz. 

must also be satisfied, where d is any compact subinterval of ( -1, 1). In §5, we show, 
moreover, that circle theorems, under suitable assumptions, hold also for Gauss-Kronrod 
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tDepartrnent of Computer Sciences, Purdue University, West Lafayette, Indiana 47907-2066 

(wxg@cs .purdue. edu). 
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formulae. In §6 we give a potential-theoretic interpretation of the circle theorem, namely 
that the semicircle in question is the reciprocal density of the equilibrium measure of the 
interval [ -1, 1]. This is true in more general situations, where the support of the given weight 
function is any compact subset Ll of ( -1, 1), in which case the (normalized) Gauss points 
come to lie on the reciprocal density of the equilibrium measure of Ll. This is illustrated in 
the case of Ll being the union of two disjoint symmetric subintervals of [ -1, 1]. The equation 
of the limiting curve can be written down in this case and answers in the affirmative another 
question raised in [2, last sentence of §IV]. 

2. Gaussian quadrature. We write the Gaussian quadrature formula for the weight 
function w in the form 

(2.1) 11 
j(t)w(t)dt = t >-.C,: f(rf) + R~(j), 

- 1 v=1 

where rf are the Gaussian node!' and >-.C,: the Gaussian weights; cf., e.g., [7, §1.4.2]. (Their 
dependence on n is suppressed in our notation.) The remainder satisfies 

R~ (p) = 0 for any p E lP'2n-1, 

where lP'2n_1 is the class of polynomials of degree~ 2n- 1. Without loss of generality we 
have assumed that the support of the weight function w is the interval [ -1, 1]. The circle 
theorem can then be formulated as follows. 

THEOREM 2.1. (Circle theorem) Let w be a weight function in the Szego class ( cf §1, 
( 1.1)) satisfying 1/w(t) E L1 (Ll) for any compact interval Ll c ( -1, 1). Then 

(2.2) 

for all nodes rf (and corresponding weights) that lie in Ll. (The relation an "' bn here means 
that limn--.00 anfbn = 1.) 

As mentioned in § 1, this was shown to be true by Davis and Rabinowitz [ 2] in the case 
of the Jacobi weight function w(t) = (1- t)"'(1 + t)f3 on [-1, 1], a > -1, j3 > -1. We 
illustrate the theorem in Fig. 2.1 by plotting all quantities on the left of (2.2) for a, j3 = 
-0.75 : 0.25 : 1.0, 1.5 : 0.5 : 3.0, j3 2: a, and for n = 20 : 5 : 40 in the plot on the left, and 
for n = 60 : 5 : 80 in the plot on the right. 

FIG. 2. I. The circle theorem for Jacobi weight functions 

The circle theorem for the more general weight function indicated in Theorem 2.1 has 
been around implicitly for some time. Indeed, it is contained in an important asymptotic 
result for Christoffel functions An (t; w) due to Nevai [12, Theorem 34]. According to this 
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result, one has 

(2.3) 

CIRCLE THEOREM FOR GAUSS-TYPE QUADRATURE 

n.\n(t; w) ~1 2 
( ) "' v 1 - t- as n ---+ oo, 

1fW t 

131 

uniformly fortE Ll. Recalling that An(T,?; w) = .\Cj (cf. [5, Theorem 3.2 and last paragraph 
of §I.3]) yields Theorem 2.1. 

COROLLARY TO THEOREM 2.1. lfw(t) = (1- t2 )-112 on ( -1, 1), then 

ntC:G) = .j1- (T{/)2, 11 = 1, 2, ... , n. 
1fW Tv 

Proof This follows from the well-known fact that .\Cj = 1r fn, 11 = 1, 2, ... , n, in this 
case. D 

REMARK 2.2. Theorem 2.1 in a weaker form (pointwise convergence almost every­
where) holds also when w is locally in Szego's class, i.e., w has support [-1, 1] and satisfies 

(2.4) i lnw(t)dt > -oo, 

where Ll is an open subinterval of [-1, 1]. Then (2.2) holds for almost all Tv E Ll ([11, 
Theorem 8]). 

EXAMPLE 1. The Pollaczek weight function w(t; a, b) on [-1, 1], a 2: lbl (cf. [14]). 
The weight function is given explicitly by (ibid., eqn (3), multiplied by 2) 

(2.5) ( . b)_ 2exp(wcos-1 (t)) 
w t, a, - 1 ( ) , + exp w1r 

ltl :s; 1, 

where w = w(t) = (at+ b)(1- t 2)-112 . It is not in Szego's class, but is so locally. The 
recurrence coefficients are known explicitly (ibid., eqn (14)), 

(2.6) 

-b 
Gk = 2k + a + 1 , k 2: 0, 

2 k2 

fJo = a+ 1 ' fJk = (2k + a)2 - 1 ' k 2: 1. 

From (2.5) and (2.6), it is straightforward to compute the ratios n.\Cj / 1rw( T,?; a, b). Their 
behavior, when n = 380 : 5 : 400, is shown in Fig. 2.2 for a = b = 0 on the left, and 
for a = 4, b = 1 on the right. The circle theorem obviously holds when a = b = 0 (i.e., 
w = 1), but also, as expected from the above remark, with possible isolated exceptions, for 
other values of a and b. 

i 
'--------~----~· 

FIG. 2.2. The circle theorem for Pollaczek weight functions 
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3. Gauss-Radau formula. Our analysis of the Gauss-Radau formula (and also the 
Gauss-Lobatto formula in §4) seeks to conclude from the validity of the circle theorem for 
the Gauss formula (2.1) the same for the corresponding Gauss-Radau formula, 

(3.1) j_1

1 
f(t)w(t)dt = >.{f f( -1) +~>.I,; f(T!}) + R~(f), 

where R~('Jil'2n) = 0. (Here, as in (2. 1), the ])Odes and weights depend on n.) 
THEOREM 3.1. Let the weight function w satisfy the conditions ofTheorem 2.1. Then 

not only the Gaussian quadrature rule (2.l)forw, but also the Gauss-Radau rule (3.l)forw 
admits a circle theorem. 

Proof It is known that T!} are the zeros of 7rn( ·; w-1 ), the polynomial of degree n 
orthogonal with respect to the weight function w_1 (t) = (t + 1}w(t) (cf. [7, §1.4.2, p. 25]). 
Let 

• IT t-T{j-
fv(t) = R R' 

p=f'v Tv - Tp 
(3.2) v = 1,2, ... ,n, 

be the elementary Lagrange interpolation polynomials for the nodes Tf, Tf, 
... , Tf:. Since the Gauss-Radau formula is interpolatory, there holds 

\R _ /_1 (t + 1)7rn(t; W-1) ( )d 
Av - R R I R. W t t 

-1 (Tv + 1)(t- Tv )1rn(Tv, w_l) 

= /_1 (t + 1)£~(t) ( )d 
R 1 W t t. 

-1 Tv + 

(3.3) 

If)..~ are then Gaussian weights for the weight function w_1 , we have, again by the interpo­
latory nature of the Gaussian quadrature formula, and by (3.3), 

)..~ = j_1
1 e~(t)(t + 1)w(t)dt = (T!} + 1)>..1,;. 

By assumption, the Gauss formula for the weight function w, and hence also the one for the 
weight function w_1 (which satisfies the same conditions as those imposed on w) admits a 
circle theorem. Therefore, 

D 

n>.I,; _ n)..~ _ n>.~ ,..., . 11 _ (TR) 2 
7rW(T!}) - 7r(T!} + 1)w(T!}) - 7rw_1 (T!}) Y v ' n-+ oo. 

EXAMPLE 2. The logarithmic weight function w(t) = t 01 ln(1/t) on (0, 1], o: > -1. 
Here, Gauss-Radau quadrature is over the interval (0, 1], 

11 
f(t)t 01 ln(1/t)dt = Aof(O) + :t Avf(Tv) + Rn(f). 

0 v=1 

A linear transformation of variables, mapping (0, 1] onto (-1, 1], yields the Gauss-Radau 
quadrature formula over (-1, 1], to which Theorem 3.1 is applicable. The circle theorem, 
therefore, by a simple computation, now assumes the form 

n>.v . lct)2 ( 1 )2 
1rT~ Jn(1/7v) ,..., v 2 - Tv- 2 ' n-+ 00. 

This is illustrated in Fig. 3.1, on the left for n = 20 : 5 : 40, on the right for n = 60 : 5 : 
80, and o: = -0.75: 0.25: 1.0, 1.5: 0.5: 3 in both cases. 
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4. Gauss-Lobatto formula. The argumentation, in this case, is quite similar to the one 
in §3 for Gauss-Radau formulae. We recall that the Gauss-Lobatto formula for the weight 
function w is 

where R*(lP'2n+l) = 0 and T[: are the zeros of 1rn( ·; w±l), the polynomial of degree n 
orthogonal with respect to the weight function w±l (t) = (1- t 2 )w(t) (cf. [7, § 1.4.2, p. 26]). 

THEOREM 4.1. Let the weight function w satisfy the conditions of Theorem 2.1. Then 
the Gauss-Lobatto rule (4.l)forw admits a circle theorem. 

Proof In analogy to (3.2), we define 

t-TL 
f~(t)=IJ L i'L' V=1,2, ... ,n, 

Jt=pv T,., -Tit 

and denote by .A~ the n Gaussian weights for the weight function w±l. Then we have 

.AL = 11 (1 - t2)£~(t) w(t)dt 
v 1 _ (TL)2 ' -1 v 

while, on the other hand, 

Consequently, 

n-+ oo, 

by Theorem 2.1 and the fact that W±1 satisfies the same conditions as those imposed on w. 
D 

5. Gauss-Kronrod formula. While the quadrature rules discussed so far are products 
of the 19th century, the rules to be considered now are brainchilds of the 20th century ([I 0]). 
The idea1 is to expand the Gaussian n-point quadrature formula (2.1) into a (2n + 1)-point 
formula by inserting n + 1 additional nodes and redefining all weights in such a manner as to 
achieve maximum degree of exactness. It turns out, as one expects, that this optimal degree 

1 In a germinal form. the idea can already be found in work of Skutsch [16]; see [8]. 

888



134 W.GAUTSCHI 

ETNA 
Kent State University 
etna@ mcs.kent.edu 

of exactness is 3n + 1; it comes at an expenditure of only n + 1 new function evaluations, but 

at the expense of possibly having to confront complex-valued nodes and weights. 

The quadrature formula described, called Gauss-Kronrodformula, thus has the form 

1 n n+1 

(5.1) j f(t)w(t)dt = L )..~ f(T;;) + L )..~K f(T{[) + R~ (!), 
-1 v=1 p=1 

where T;; are the Gaussian nodes for the weight function w and 

(5.2) R~ (p) = 0 for all p E lP'3n+l· 

The formula (5.1) is uniquely determined by the requirement (5.2); indeed (cf. [7, §3.1.2]), 

the inserted nodes T{: -the Kronrod nodes-must be the zeros of the polynomial1r~+1 of 

degree n + 1 orthogonal to all lower-degree polynomials with respect to the "weight function" 

'lrn (t)w(t), where 'lrn is the orthogonal polynomial of degree n relative to the weight function 

w, 

(5.3) 

The weights in (5.1) are then determined "by interpolation". 

Interestingly, in the simplest case w(t) = 1, the polynomial1r{f+1 has already been 

considered by Stieltjes in 1894, though not in the context of quadrature. It is nowadays, for 

arbitrary w, called the Stieltjes polynomial for the weight function w. 
Orthogonality in the sense (5.3) is problematic for two reasons: the "weight function" 

w{[ = 'lrnW is oscillatory and sign-varying on the interval [-1, 1], and it depends on n. The 

zeros of7r{f+l, therefore, are not necessarily contained in ( -1, 1), or even real, although in 

special cases they are. A circle theorem for Gauss-Kronrod formulae is therefore meaningful 

only if all Kronrod nodes are real, distinct, contained in ( -1, 1), and different from any 

Gaussian node. If that is the case, and moreover, w is a weight function of the type considered 

in Theorem 2.1, there is a chance that a circle theorem will hold. The best we can prove is 

the following theorem. 
THEOREM 5.1. Assume that the Gauss-Kronrodformula (5.1) exists with T{: distinct 

nodes in ( -1, 1) and T{: =1- T;; for all f.l and v. Assume, moreover, that 
(i) the Gauss quadrature formula for the weight function w admits a circle 
theorem; 
(ii) the (n+ 1)-pointGaussian quadratureformulaforwK (t) = 1rn(t)w(t), 
with Gaussian weights >.;, admits a circle theorem in the sense 

as n-+ oo 

for all f.l such thatT{: E D., where D. is any compact subinterval of( -1, 1); 

(iii) )..~ "' ~ >.~ as n -+ oo for all v such that T;; E D.. 
Then the Gauss-Kronrodformula (5.1) admits a circle theorem in the sense 

(5.4) n-+ oo, 

for all v, f.l as defined in assumptions (ii) and (iii). 
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Proof The first relation in (5.4) is an easy consequence of assumptions (i) and (iii): 

2nA.{; n>..C,: . I ( G)2 
1fW(Tf) rv 1fW(Tf) rv v 1- Tv ' n-+ 00. 

To prove the second relation in (5.4), we first note that then+ 1 Gaussian nodes for wK = 
1fnW are precisely the Kronrod nodes T!f. By assumption (ii), 

2n>..~ . I K 2 
( K) ( K) rv y 1 - ( TJt ) , n -+ 00. 

1f1fn TJt W TJt 
(5.5) 

Since the Gauss formula for wK is certainly interpolatory, we have 

with 

C*() II t-T:: 
(:Jt t = K K' T -T 

l<oFJt Jt I< 

J.l = 1, 2, ... , n + 1, 

denoting the elementary Lagrange interpolation polynomials for the nodes T.[<, T:f, ... , 
T~1 . On the other hand, by the interpolatory nature of (5.1 ), we have similarly 

(5.6) \*K ~1 1fn(t) C*() ( )d 1 \* 
1'\Jt = ( K) (:Jt t W t t = ( K) I'IW 

-1 1fn TJt 1fn TJt 

By (5.5) and (5.6), therefore, 

n-+ oo. 

D 
EXAMPLE 3. Jacobi weight function w(t) = (1 - t)a (1 + t)f3, o:, fJ E (0, £ ). 
For these weight functions, (5.4) has been proved by Peherstorfer and Petras [13, The­

orem 2], from which assumptions (ii) and (iii) can be recovered by "inverse implication". 
Assumption (i), of course, is satisfied for these weight functions by virtue of Theorem 2.1. 

The circle theorem, in this case, is illustrated in Fig. 5.1, on the left for n = 20 : 5 : 40, 
on the right for n = 60 : 5 : 80, with o:, fJ = 0 : 0.4 : 2, fJ ;:::: o:, in both cases. 

FIG. 5.1. The circle theorem for Gauss-Kronrod quadrature 

We remark that asymptotic results of Ehrich [3, Corollary 3] imply the circle theorem 
also for negative values of o: = fJ > -!. 
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6. Potential-theoretic interpretation and extension of the circle theorem. There is 
a deep connection between Christoffel functions (and hence Gaussian weights) and equilib­
rium measures in potential theory. For the necessary potential-theoretic concepts, see [ 15]. 
Thus, for example, the density of the equilibrium measure W[-1,1] of the interval [-1, 1) is 

wf_1,11 (t) = 1/{7rv'l=t2), showing that (2.3) can be interpreted by saying that as n-+ oo 

the ratio nA.n(t; w) /w(t) converges to the reciprocal of the density of the equilibrium measure 
of [ -1, 1). Here we consider a weight function w that is compactly supported on a (regular) 
set E C lR and ~ C E an interval on which w satisfies tlle Szego condition (2.4). Then, for 
almost all v, 

(6.1) 
nA.Cj 1 
w(t) "' wk' n-+ oo, 

wherewk is the density of the equilibrium measure of E (cf. [17, Theorem 1]). 

EXAMPLE 4. A weight function supported on two intervals, 

t E [-1, -~) U [~, 1), 

where 0 < ~ < 1, p > -1, q > -1 and 1 E JR. 
The recursion coefficients for the weight function ware explicitly known if 1 = ±1 and 

p = q = ±1/2 (see [6, §5]). The quantities nA.Cj / ( 1rw(rfj)) in these cases are therefore 
easily computable; plotting them for~= !, and n = 60 : 5 : 80, yields the graph in Fig. 6.1. 

0.6 

0.5 

.~ .. -~ 0.4 

0.3 ( \ ( \ 0.2 
I I I I 

0.1 
I l ! I 

-0.1 
-1 -0.8 -0.6 -0.4 -0.2 0.2 0.4 0.6 0.8 

FIG. 6 .1. Analogue of the circle theorem for the weight function of Example 4 

The limiting curve for general ~ must be related to tlle reciprocal density 
wf_1,-{]u[{,1] of the two support intervals. We can find its equation by using the known 

fact [6, §6] that for 1 = 1 and p = q = -1/2, when n is even, the Gauss weights A.Cj are all 
equal to 1f /n. Consequently, for these n, and rf/ E [~, 1), 

(6.2) 

so that the right branch of the limiting curve, and by symmetry the curve itself, has the 
equation y = <p(t), where 

The extrema of <pare attained at to = ±~and have the vaiue <po = 1 - ~- For~ = !, 
therefore, to = ± VfJ2 = ±0. 7071 ... , <po = ! . 
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Actually, the equilibrium measure is known for any set E whose support consists of 
several intervals and is an inverse polynomial image of [ -1, 1], 

where TN is a polynomial of degree N. Then indeed [9, p. 577], 

(6.4) w' (t) _ ITk(t)l E 
E - Nrr..j1- 'TJ(t)' t E . 

In the case at hand, E = [-1, -~] U [~, 1], 0 < ~ < 1, we have 

2t2 -e -1 
72(t) = 1-e , 

and (6.4) becomes (6.3). 
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Abstract The generation of generalized Gauss–Radau and Gauss–Lobatto
quadrature formulae by methods developed by us earlier breaks down in the
case of Jacobi and Laguerre measures when the order of the quadrature rules
becomes very large. The reason for this is underflow resp. overflow of the
respective monic orthogonal polynomials. By rescaling of the polynomials, and
other corrective measures, the problem can be circumvented, and formulae can
be generated of orders as high as 1,000.

Keywords High-order generalized Gauss–Radau and Gauss–Lobatto
quadrature formulae · Jacobi weight functions · Laguerre weight functions

1 Introduction

Generalized Gauss–Radau and Gauss–Lobatto formulae are quadrature for-
mulae of Gauss type, i.e. of maximum polynomial degree of exactness, that
involve boundary points of arbitrary multiplicity r ≥ 2 (those with r = 1 being
the ordinary Gauss–Radau resp. Gauss–Lobatto formualae). The computa-
tion of these formulae for arbitrary weight functions has been discussed in
[3], where reference is also made to respective Matlab routines gradau.m
and globatto.m. It has recently been noted by B.D. Welfert (unpublished
manuscript, Section 3.1.2) that gradau.m (in the case of the Jacobi measure
with parameter α = 1, β = 0 and r = 2) breaks down for very large order
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N � 400 “because of the ill-conditioning of the 2×2 linear system” used
to compute the boundary weights. Here we observe that the breakdown is
due to underflow, causing division by zero, similarly as noted for Gauss–
Lobatto formulae in [1, p. 214].1 The routine gradau.m experiences similar
problems also for the generalized Laguerre weight functions, except this time
it is overflow, not underflow, that causes breakdown. There are, however,
additional numerical complications that have to do with the underlying range
of integration being unbounded.

The remedy proposed in [1] for Jacobi weight functions—Golub’s modified
Jacobi matrix [5] with explicit formulae for the modified elements in the lower
right-hand corner of the matrix—is no longer available in the present context,
but another remedy also mentioned in [1] is, namely appropriate rescaling.
The same remedy works also for generalized Laguerre weight functions, but as
noted above, additional complications need to be dealt with.

The problems for high-order generalized Gauss–Radau formulae are dis-
cussed in Section 2, both for Jacobi and generalized Laguerre weight functions.
The analogous problems for high-order generalized Gauss–Lobatto formulae
and Jacobi weight functions are discussed in Section 3. In Section 4, we report
on numerical experiments.

2 Generalized Gauss–Radau formulae

The problems mentioned in Section 1 can be resolved, at least in the case of
Jacobi measures, in an embarrassingly simple manner. The same resolution,
with additional precautions, works also for generalized Laguerre measures.
This will be discussed respectively in Sections 2.1 and 2.2.

2.1 Jacobi measures

Here, the generalized Gauss–Radau formula has the form

∫ 1

−1
f (t)dλ(t) =

r−1∑
ρ=0

λ
(ρ)

0 f (ρ)(−1) +
n∑

ν=1

λR
ν f

(
τ R
ν

) + RR
n,r( f ), (1)

where

dλ(t) = (1 − t)α(1 + t)β, t ∈ (−1, 1), α > −1, β > −1. (2)

1We take the opportunity here to point out a simplification in Eq. 4.7 of [1]. As already noted by
B.D. Welfert (unpublished manuscript, Section 1), one has 4(n + α + 1)(n + β + 1) + (α − β)2 =
(2n + α + β + 2)2, so that the expression for λ

(α,β)

k in [1, Eq. 4.7], after additional simplifications

in the products and ratios of the binomial coefficients and gamma functions, becomes λ
(α,β)

k =
2α+β+1�(n+α+2)�(n+β+2)

(n+1)�(n+2)�(n+n+α+β+3)
1[

P(α,β)
n+1 (tk)

]2 .
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Expressions for the interior nodes and weights, τ R
ν and λR

ν , are well known
(cf. [3, Eq. 1.5]), and are unproblematic, numerically. On the other hand,
the boundary weights λ

(ρ)

0 , according to [3, Eq. 2.2], are the solution x = [x j],
x j = λ

( j−1)

0 , j = 1, 2, . . . , r, of an upper triangular r × r system of linear
equations

Ax = b, (3)

in which the elements bi of the vector b are

bi =
∫ 1

−1
(t + 1)i−1π2

n(t)dλ(t), i = 1, 2, . . . , r, (4)

and the diagonal elements aii of the matrix A are given by (cf. [3, eq (2.6)])

aii = (i − 1)!π2
n(−1), i = 1, 2, . . . , r. (5)

Here, πn is the monic polynomial of degree n orthogonal on [−1, 1] with
respect to the measure

dλ[r](t) = (t + 1)rdλ(t) = (1 − t)α(1 + t)β+r dt. (6)

The problem, as n grows very large, consists in |πn|, and even more so, π2
n ,

becoming extremely small and eventually underflowing to zero. Then π2
n(−1)

in (5) is zero, causing division by zero in the very first step of the back
substitution process for solving the upper triangular system (3). The remedy
is simple enough: Rescale the orthogonal polynomial πn; i.e., do not use the
monic Jacobi polynomial πn, but instead the conventional Jacobi polynomial
P(α,β+r)

n = knπn, where for large n the constant kn is of the order 2n. More
precisely, we multiply both sides of (3) by k2

n, which in view of (4) and (5)
can be effected by replacing πn at every occurrence by P(α,β+r)

n (cf. also (2.5)
and (2.6) in [3] for the remaining elements aij of A). In particular, instead of
πn(−1) in (5), we use

P(α,β+r)
n (−1) = (−1)n

(
n + β + r

n

)
,

and in (4) we use P(α,β+r)
n instead of πn, computing it by means of the standard

recurrence relation for the Jacobi polynomials (see, e.g., [2, p. 30]). This has
been implemented in the Matlab routine gradau_jacobi.m, which, like
all the other routines referenced in this paper, can be downloaded from the
web site http://www.cs.purdue.edu/archives/2002/wxg/codes. This new routine
works well for values of n as large as 1,000.

2.2 Generalized Laguerre measures

The generalized Gauss–Radau formula now takes the form
∫ ∞

0
f (t)dλ(t) =

r−1∑
ρ=0

λ
(ρ)

0 f (ρ)(0) +
n∑

ν=1

λR
ν f

(
τ R
ν

) + RR
n,r( f ), (7)
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where

dλ(t) = tαe−t, t ∈ (0, ∞), α > −1, (8)

and the numerical values of the nodes and weights in (7) are of course different
from those in (1), even though we use the same notation. Again, the problem
is with the boundary weights λ

(ρ)

0 only, the interior nodes and weights being
computable safely from known formulae ([3, eq (1.5)]).

The linear system for the boundary weights is again (3), with aii as in (5),
and

bi =
∫ ∞

0
ti−1π2

n(t)dλ(t), i = 1, 2, . . . , r. (9)

Here, πn is now the monic generalized Laguerre polynomial πn = k−1
n L(α+r)

n ,
where L(α+r)

n is the conventional generalized Laguerre polynomial, and k−1
n =

(−1)nn!. In particular (cf. [2, p. 31]),

L(α+r)
n (0) =

(
n + α + r

n

)
.

Evidently, |πn|, with growing n, becomes rapidly very large, causing overflow
both in (5) and (9). Hence, we multiply both sides of (3) by k2

n, which can be
effected as explained in Section 2.1. This takes care completely of the overflow
problem as it regards the matrix A. Unfortunately, the same is not necessarily
the case for the vector b, which after rescaling is computed (exactly, in theory)
by (n + �(r + 1)/2�)-point Gauss–Laguerre quadrature of

k2
nb i =

∫ ∞

0
ti−1

[
L(α+r)

n (t)
]2dλ(t),

that is,

k2
nb i =

ng∑
ν=1

wντ
i−1
ν

[
L(α+r)

n (τν)
]2

, ng = n +
⌊

r + 1

2

⌋
, (10)

where τν = τ
(ng)
ν , wν = w

(ng)
ν are the nodes (ordered increasingly) and weights

of the ng-point Gauss–Laguerre quadrature rule.
What is happening here, when n grows very large, is the following: Some of

the Gauss nodes τν at the upper end of their spectrum become quite large, and
since |L(α+r)

n (t)| when n is large grows exponentially with t (cf. Fejér’s theorem
in [6, Section 8.22]), the quantities |L(α+r)

n (τν)|, and even more so, their squares,
become extremely large to the point of overflowing. While it is true that the
Gauss weights wν corresponding to those large nodes τν become extremely
small (some may even underflow to zero), so much so that the terms in the
quadrature sum (10) remain of moderate size, once [L(α+r)

n (τν)]2 overflows, the
damage is done, and the computation breaks down.

The way we overcome this difficulty is in (10) to recursively generate, before
squaring, not the Laguerre polynomial L(α+r)

n (τν) itself, but cν L(α+r)
n (τν), where

cν = wντ
i−1
ν , and after squaring compute the νth term of the sum by dividing

~Springer 
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the result by cν . The recursion is easily done by multiplying both L(α+r)
0 (τν) = 1

and L(α+r)
1 (τν) = α + r + 1 − τν by cν and then applying the standard recur-

rence relation for the Laguerre polynomials. The only additional precaution
is to omit all those terms in the sum of (10) for which wν = 0 (by underflow).
This idea is implemented in the routine gradau_laguerre.m, which again
works well for values of n as large as n = 1, 000.

3 Generalized Gauss–Lobatto formulae

The generalized Gauss–Lobatto formula for the Jacobi measure dλ in (2) is
given by (cf. [3, Eq. 1.3])

∫ 1

−1
f (t)dλ(t) =

r−1∑
ρ=0

λ
(ρ)

0 f (ρ)(−1) +
n∑

ν=1

λL
ν f

(
τ L
ν

)

+
r−1∑
ρ=0

(−1)ρλ
(ρ)

n+1 f (ρ)(1) + RL
n,r( f ). (11)

The interior nodes τ L
ν and weights λL

ν can be computed safely, even for very
large n, from well-known expressions (cf. [3, Eq. 1.7]). The problem, as in the
case of generalized Gauss–Radau formulae, is with the boundary weights λ

(ρ)

0

and (−1)ρλ
(ρ)

n+1. Both are again computed from an upper triangular r × r system
of linear equations (3), where in the case of the first boundary weights we have
b = [bi] with

bi =
∫ 1

−1
(t + 1)i−1π2

n(t)(1 − t)rdλ(t), i = 1, 2, . . . , r, (12)

and πn the monic polynomial of degree n orthogonal on [−1, 1] with respect to
the measure

dλ[r](t) = (1 − t)α+r(1 + t)β+rdt. (13)

The computation of both sets of boundary weights is virtually the same,
except for an interchange of the roles of the boundary points −1 and +1
when computing the second set of boundary weights (cf. [3, Section 3.1]). The
diagonal elements of the matrix A are

aii = (i − 1)!π2
n(−1)2r resp. aii = (i − 1)!π2

n(1)(−2)r (14)

for the first resp. second set of boundary weights.
The problem for very large n is the same as before: underflow of πn. So is

the remedy: replacement of πn by P(α+r,β+r)
n in (12), and use of

P(α+r,β+r)
n (−1) = (−1)n

(
n + β + r

n

)
, P(α+r,β+r)

n (1) =
(

n + α + r
n

)

in (14). This is implemented in the Matlab routine globatto_jacobi.m,
which works without any breakdown for n as large as 1,000.
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4 Numerical results

4.1 Generalized Gauss–Radau formulae

We ran tests for the Jacobi weight function with parameters α = 1, β = 0,
and for the generalized Laguerre weight function with α = 1. We are es-
pecially interested in finding out if, and when, the routines gradau.m and
gradau_jacobi.m resp. gradau_laguerre.m break down. In all tests we
let r vary in the range 2 ≤ r ≤ 5.

In the case of the Jacobi weight function, the routine gradau.m works
flawlessly for n up to n = 421, but breaks down, first when n = 422 and r =
2, and then for all r when n ≥ 435. In contrast, gradau_jacobi.m never
breaks down, even for n as large as n = 1024. Comparing the results with
exact values of the boundary weights, available for r = 2 and arbitrary α,
β in Welfert (unpublished manuscript, Eqs. 34, 35), it also transpires that
gradau.m for values of n approaching the critical value n = 422 gradually
deteriorates in relative accuracy to the point of incurring 100% error shortly
before breakdown. In contrast, gradau_jacobi.m for r = 2 maintains good
relative accuracy up to n = 1024, and this in spite of the fact that the matrix A
in (3) becomes quite ill-conditioned with increasing n, the condition number
being 1.23 × 1011 when n = 1024.

In the case of the Laguerre weight function, both routines gradau.m and
gradau_laguerre.m work well up to n = 67. When 68 ≤ n ≤ 69, the former
breaks down for one or several values of r, and when n ≥ 70 for all values of
r. The accuracy, at least when r = 2 (in which case exact values are available
from Welfert (unpublished manuscript)) remains excellent up to immediately
before breakdown. In contrast, the routine gradau_laguerre.m works well
and accurately for n up to 1024.

4.2 Generalized Gauss–Lobatto formulae

Breakdowns of globatto.m in the case of Jacobi measures with α = 1,
β = 0 begin to occur, similarly as with gradau.m, when n = 421. In contrast,
globatto_jacobi.m produces results for all 2 ≤ r ≤ 5 up to n = 1024.
Comparing the boundary weights with exact values (from [4]) in the case of
r = 2 and Chebyshev weight functions of all four kinds reveals that the routine
maintains good accuracy all the way up to n = 1024.
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Abstract By means of the Matlab symbolic/variable-precision facilities, rou-
tines are developed that generate an arbitrary number of recurrence
coefficients to any given precision for polynomials orthogonal with respect to
weight functions of Laguerre and Jacobi type containing logarithmic factors.
The vehicle used is a symbolic modified Chebyshev algorithm based on ordi-
nary as well as modified moments, executed with sufficiently high precision.
The results are applied to Gaussian quadrature of integrals involving weight
functions of the type mentioned.

Keywords Gaussian quadrature · Logarithmic weight functions · Orthogonal
polynomials · Modified Chebyshev algorithm · Variable-precision arithmetic

1 Introduction

In [1], the authors construct quadrature rules for dealing with integrals of
either the form

I =
∫ ∞

0
xαe−x ln x f (x)dx, α > −1, (1)

or the form

K =
∫ 1

−1
(1 − x)α(1 + x)β ln(1 + x) f (x)dx, α > −1, β > −1. (2)

In memoriam Borislav Bojanov.
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Notice that in both cases the logarithm is not of one sign on the interval of
integration, thus precluding direct use of Gaussian quadrature. Instead, the
authors introduce related positive weight functions, also involving logarithms,
construct the corresponding Gaussian quadrature rules and combine them with
the classical Gauss–Laguerre resp. Gauss–Jacobi rules to obtain quadrature
rules for the integrals in (1) resp. (2). These involve 2n function values and
corresponding 2n weights and are exact if the function f is a polynomial of
degree 2n − 2 in the case of (1), and of degree 2n − 1 in the case of (2).

For (1), the related (positive) weight function is

v(x) = xαe−x(x − 1 − ln x), x ∈ R+, (3)

while for (2), it is

w(x) = (1 − x)α(1 + x)β ln(2/(1 + x)), x ∈ (−1, 1). (4)

To deal with (1), suppose that {x0
k, w

0
k}n

k=1 are the nodes and weights of the
n-point Gauss–Laguerre quadrature rule (associated with the weight function
xαe−x on R+), and {xk, wk}n

k=1 those for the n-point Gaussian quadrature rule
associated with the weight function v. Then, since

I =
∫ ∞

0

[
xαe−x(x − 1) − v(x)

]
f (x)dx,

the desired quadrature rule for I is

I =
n∑

k=1

[
w0

k

(
x0

k − 1
)

f
(
x0

k

) − wk f (xk)
]
, f ∈ P2n−2. (5)

Similarly, in the case of (2), let {x0
k, w

0
k}n

k=1 be the nodes and weights of
the n-point Gauss–Jacobi rule, and {xk, wk}n

k=1 those of the n-point Gaussian
quadrature rule associated with the weight function w. Then, since

K =
∫ 1

−1

[
(1 − x)α(1 + x)β ln 2 − w(x)

]
f (x)dx,

the desired quadrature rule for K is

K =
n∑

k=1

[
w0

k f
(
x0

k

)
ln 2 − wk f (xk)

]
, f ∈ P2n−1. (6)

The same procedure applies to integrals I in (1) where the logarithmic term
is ln(cx). The classical part of the quadrature sum in (5) simply has to be
extended to include a term w0

k f (x0
k) ln c, i.e., changing x0

k − 1 to x0
k − 1 + ln c.

Similarly in the case of K in (2) when the logarithmic term is ln c(1 + x); it
suffices to change ln 2 in (6) to ln(2c).

Generation of the quadrature nodes and weights x0
k, w

0
k for the two classical

weight functions—generalized Laguerre and Jacobi—is straightforward, for
example by using the OPQ Matlab package1 for orthogonal polynomials and

1Accessible at the Web site http://www.cs.purdue.edu/archives/2002/wxg/codes/OPQ.html.
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quadrature formulae. For the nonclassical weight functions in (3) and (4), the
authors of [1] generate 2n-point quadrature rules involving n function values
and n derivative values and use them, as indicated above, to deal with the inte-
grals (1) and (2). Alternatively, they use these Hermite-type quadrature rules
as a tool of integration in Stieltjes’s procedure for generating the recurrence
coefficients of the orthogonal polynomials for the weight functions v and w. In
the present paper, in order to produce these recurrence coefficients, we use the
moments, or modified moments, of the weight functions in combination with
the modified Chebyshev algorithm, executed in variable-precision arithmetic.
This has the advantage of being able to obtain an arbitrary number of recur-
rence coefficients to any prescribed precision. The disadvantage is a possibly
large amount of computing time, which, however, has to be expended only
once for any given α or β. Numerical results in Section 4 will illustrate our
approach.

2 The weight function v

2.1 The moments of v

Since ∫ ∞

0
xωe−xdx = �(ω + 1),

differentiating with respect to ω, we get
∫ ∞

0
xωe−x ln x dx = �′(ω + 1).

Therefore, for the kth moment of v,

μk =
∫ ∞

0
xα+ke−x(x − 1 − ln x)dx,

we find that

μk = �(α + k + 2) − �(α + k + 1) − �′(α + k + 1)

= (α + k + 1)�(α + k + 1) − �(α + k + 1) − �′(α + k + 1)

= (α + k)�(α + k + 1) − �′(α + k + 1),

hence

μk = �(α + k + 1)[α + k − ψ(α + k + 1)], k = 0, 1, 2, . . . , (7)

where ψ(x) = �′(x)/�(x) is the logarithmic derivative of the gamma func-
tion. This is implemented in the symbolic/variable-precision Matlab routine
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momlaglog.m,2 which produces the first 2N moments of v to dig decimal
digits (the parameter α is input via the variable a):3

function mom=momlaglog(dig,N,a)
digits(dig);
for k=1:2*N

mom(k)=gamma(vpa(a+k))*(a+k-1-psi(vpa(a+k)));
end

2.2 Modified moments of v

Let L̂(α)

k (x) be the monic generalized Laguerre polynomial of degree k. Then,
from [2, eq (4.1)] it follows that the modified moments of the weight function
xαe−x ln x on R+ relative to the system of monic generalized Laguerre polyno-
mials are

∫ ∞

0
xαe−x ln x L̂(α)

k (x)dx =
⎧⎨
⎩

�(α + 1)ψ(α + 1) if k = 0,

(−1)k+1�(α + 1)(k − 1)! if k > 0.
(8)

If mk, k = 0, 1, 2, . . . , denote the modified moments of the weight function v

in (3), then

m0 =
∫ ∞

0
xαe−x(x − 1 − ln x)dx

= �(α + 2) − �(α + 1) − �(α + 1)ψ(α + 1) = �(α + 1)[α − ψ(α + 1)].
Furthermore, since

xL̂(α)
1 (x) = L̂(α)

2 (x) + (α + 3)L̂(α)
1 (x) + (α + 1)L̂(α)

0 (x),

and using orthogonality,

m1 =
∫ ∞

0
xαe−x(x − 1 − ln x)L̂(α)

1 (x)dx

= (α + 1)�(α + 1) − �(α + 1) = α�(α + 1).

Finally, for k ≥ 2, by orthogonality and (8),

mk =
∫ ∞

0
xαe−x(x − 1 − ln x)L̂(α)

k (x)dx = (−1)k�(α + 1)(k − 1)!, k ≥ 2.

2All Matlab routines referenced in this paper can be downloaded from the Web site http://www.
cs.purdue.edu/archives/2002/wxg/codes/GQLOG.html.
3The symbolic Matlab toolbox does not currently support psi for variable-precision argu-
ments. Release 5.1 (R2008b) of the Symbolic Math Toolbox and later releases, however, allow
the calculation of the ψ-function to dig decimal digits by the commands digits(dig),
y=feval(symengine,’psi’,x), y=vpa(y).
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The first 2N modified moments of v can thus be computed to dig decimal
places by the following Matlab routine,4

function mom=mmomlaglog(dig,N,a)
digits(dig);
mom(1)=gamma(vpa(a+1))*(a-psi(vpa(a+1)));
mom(2)=a*gamma(vpa(a+1));
sgn=-1;
for k=3:2*N

sgn=-sgn;
mom(k)=sgn*gamma(vpa(a+1))*gamma(vpa(k-1));

end

2.3 Recurrence coefficients for v

With the moments resp. modified moments of v at our disposal, we can now
call upon the modified Chebyshev algorithm (cf. [4, §2.1.7]), implemented in
the variable-precision Matlab routine

ab = schebyshev(dig,N,mom,abm), (9)

to generate in dig-decimal digit arithmetic the first N recurrence coefficients
αk and βk of the weight function v, which are stored in the two columns of the
N×2 array ab. In the case of ordinary moments, mom in (9) has to be identified
with momlaglog and abm omitted or assigned the zero array of dimension
(2N−1)×2, whereas in the case of modified moments, mom has to be identified
with mmomlaglog and the (2N−1)×2 array abm filled in the first resp. second
column with the first 2N−1 recurrence coefficients ak resp. b k of the (monic)
generalized Laguerre polynomials. They are

ak = 2k + α + 1, k = 0, 1, 2, . . . , 2N− 2,

b 0 = �(α + 1), b k = k(k + α), k = 1, 2, . . . , 2N− 2.

Because of possible ill-conditioning, the number dig of digits required in
(9) will in general be much larger than the number nofdig of desired digits
in the recurrence coefficients. There is a simple routine (for details, see [5,
§2]) that determines the number dig iteratively by doing the computation
repeatedly, with increasing precisions, until two successive results for ab agree
to nofdig digits in terms of either absolute or relative accuracy. In the
present case, this is accomplished by the routines sr_laguerrelog0.m and
sr_laguerrelog1.m, which are called by

[ab,dig] = sr_laguerrelog0(N,a,nofdig),

[ab,dig] = sr_laguerrelog1(N,a,nofdig),
(10)

4See footnote 3.

~Springer 

906



270 Numer Algor (2010) 55:265–277

the former using ordinary moments, the latter modified moments. Both
employ a relative accuracy criterion to control termination of the iterations
involved.

3 The weight function w

In dealing with the weight function w in (4), it is convenient to pass from the
interval [−1, 1] to the interval [0, 1] by letting x = 2t − 1, 0 ≤ t ≤ 1. The weight
function w(x) then becomes, up to a constant factor,

w0(t) = (1 − t)αtβ ln(1/t), 0 < t < 1. (11)

If α0
k, β0

k , k = 0, 1, 2, . . . , denote the recurrence coefficients of the (monic)
polynomials orthogonal with respect to w0, then those for the orthogonal
polynomials with respect to w are

αk = 2α0
k − 1, k ≥ 0,

β0 = 2α+β+1β0
0 , βk = 4β0

k, k > 0.
(12)

We may therefore, from now on, restrict ourselves to the “shifted” weight
function w0 in (11).

3.1 The moments of w0

The moments

μ0
k =

∫ 1

0
tk+β(1 − t)α ln(1/t)dt (13)

can be obtained from the known Beta integral

∫ 1

0
tk+β(1 − t)αdt = �(k + β + 1)�(α + 1)

�(k + α + β + 2)
(14)

by differentiating both sides partially with respect to β,

−
∫ 1

0
tk+β(1 − t)α ln(1/t)dt = �(α + 1)

∂

∂β

{
�(k + β + 1)

�(k + α + β + 2)

}
.

An elementary calculation yields

μ0
k = �(α + 1)�(k + β + 1)

�(k + α + β + 2)
{ψ(k + α + β + 2) − ψ(k + β + 1)} ,

k = 0, 1, 2, . . . . (15)

~Springer 

907



Numer Algor (2010) 55:265–277 271

The following Matlab routine momjaclog.m5 generates the first 2N moments
of w0 to dig decimal digits.

function mom=momjaclog(dig,N,a,b)
digits(dig);
for k=1:2*N

mom(k)=gamma(vpa(a+1))*gamma(vpa(k+b))* ...
(psi(vpa(k+a+b+1))-psi(vpa(k+b)))/ ...
gamma(vpa(k+a+b+1));

end

3.2 Modified moments of w0

If P∗(α,β)
n (t) = P(α,β)

n (2t − 1) is the shifted Jacobi polynomial of degree n, then
the corresponding modified moments of w0, by [2, eq (2.2)], are

∫ 1

0
tβ(1 − t)α ln(1/t)P∗(α,β)

k (t)dt

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

�(α + 1)�(β + 1)

�(α + β + 2)
{ψ(α + β + 2) − ψ(β + 1)} if k = 0,

(−1)k

k
�(k + α + 1)�(β + 1)

�(k + α + β + 2)
if k ≥ 1.

(16)

For the application of the modified Chebyshev algorithm we need the modified
moments mk relative to the monic shifted Jacobi polynomials, P̂∗(α,β)

k . Since

P̂∗(α,β)

k (t) = �(k + α + β + 1)k!
�(2k + α + β + 1)

P∗(α,β)

k (t),

these are, by (16),

mk =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

�(α + 1)�(β + 1)

�(α + β + 2)
{ψ(α + β + 2) − ψ(β + 1)} if k = 0,

(−1)k(k − 1)!
k + α + β + 1

�(k + α + 1)�(β + 1)

�(2k + α + β + 1)
if k ≥ 1.

(17)

The first 2N of them are generated to dig decimal places by the following
Matlab routine.6

5See footnote 3.
6See footnote 3.
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function mom=mmomjaclog(dig,N,a,b)
digits(dig);
mom(1)=gamma(vpa(a+1))*gamma(vpa(b+1))* ...

(psi(vpa(a+b+2))-psi(vpa(b+1)))/ ...
gamma(vpa(a+b+2));

sgn=1;
for k=2:2*N

sgn=-sgn;
mom(k)=sgn*gamma(vpa(k-1))*gamma(vpa(k+a))* ...

gamma(vpa(b+1))/((k+a+b)*gamma(vpa(2*k+a+b-1)));
end

3.3 Recurrence coefficients for w0

Similarly as in Section 2.3, we can use the routines momjaclog.m and
mmomjaclog.m, in combination with the routine schebyshev.m in (9) to
generate the N recurrence coefficients αk, βk, k = 0, 1, . . . ,N−1, to nofdig
decimal digits, using either moments or modified moments of w0. When using
modified moments, the routine schebyshev.m requires, in addition to the
modified moments, also the recurrence coefficients ak, b k of the monic shifted
Jacobi polynomials, which in terms of the recurrence coefficients α̂k, β̂k for the
monic Jacobi polynomials are

ak = (α̂k + 1)/2, b k = β̂k/4, k = 0, 1, 2, . . . .

(The coefficient b 0 is immaterial, since it is not used in the modified Chebyshev
algorithm.) The respective routines are called via

[ab,dig] = sr_jacobilog0(N,a,b,nofdig),

[ab,dig] = sr_jacobilog1(N,a,b,nofdig).
(18)

Both use an absolute error criterion to control termination of the iterations
involved.

4 Numerical results

4.1 Logarithmic Gauss–Laguerre quadrature

We have noted in Section 2.3 that the number dig of digits required to obtain
recurrence coefficients to nofdig digits is usually much larger than nofdig
because of ill-conditioning. We document this in the case of the two routines
in (10) by letting N= 20, nofdig= 16, and a= −1/2, 0, 1/2. The respective
output dig for the first routine is found to be 35 in all three cases, while for the
second routine it is 32, 31, and 31. This indicates severe ill-conditioning, both
for ordinary as well as for modified moments, suggesting condition numbers of
the order 1019 in the former case, and 1016 in the latter. The matter becomes
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Table 1 Numerical results for
Example 4.1

α N I

−1/2 93 2.5238642123001720752502657139883
0 95 0.56588280953609140755755275869202
1/2 97 0.40701266546938705787943226585498

rapidly worse with increasing N. When N= 40, for example, the first routine
returns dig= 53, 54, 53, and the second routine dig= 50 for all three values
of a.

We used the second routine to compute the first N= 100 recurrence
coefficients to 32 decimal places for the weight function v in (3) with α =
−1/2, 0, 1/2. The results are stored in the files coefflaglogi, i = 1 : 3.7 Each
file took over 10 hours to compute on the Sun Ultra workstation and required
precisions of up to about 130 digits. The files, however, allow us, in conjunction
with the routine gauss.m or its symbolic counterpart sgauss.m, to generate
Gaussian quadrature rules for the weight function v with α = −1/2, 0, 1/2 of
orders up to 100 and precisions up to 32 decimal digits.

Example 4.1 Compute

I =
∫ ∞

0

xαe−x(x − 1 − ln x)

1 + e−(x+7/2)
dx, α = −1/2, 0, 1/2.

Not knowing exact results, we use N-point Gaussian rules, starting with some
appropriately large value of N and incrementing it in steps of 1 until two
successive results agree to within a tolerance of 1.5 × 10−32. This is done in the
routine GLExample.m, an excerpt of which (for α = −1/2) is shown below8

digits(32); dig=digits;
ab1=vpaconvert(’coefflaglog1’);
derr=1; N=89; I=vpa(1);
while derr>1.5e-32

I0=I; N=N+1
ab=ab1(1:N,:);
xw=sgauss(dig,N,ab);
I=sum(xw(:,2)./(1+exp(-xw(:,1)-7/2)));
err=abs(I-I0); derr=subs(err);

end
I=vpa(I)

The results are shown in Table 1. As can be seen, Gauss quadrature has to
work hard to achieve the requested accuracy. The reason for this are the poles

7Accessible at the Web site http://www.cs.purdue.edu/archives/2001/wxg/tables.
8vpaconvert.m in the second line is a nonstandard routine that loads columns of variable-
precision numbers into a corresponding Matlab array. It uses the perl script vpaconvert.pl.
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Table 2 Numerical results for
Example 4.1, modified

α N I

−1/2 35 2.6661648698277746489939449494125
0 35 0.58884713601088713559014872249026
1/2 36 0.41462273453688846429076235114236

of the integrand, those closest to the real axis being located at −7/2 ± iπ .
Indeed, reciprocating the integrand, i.e., multiplying instead of dividing by
1 + e−(x+7/2), we get the results shown in Table 2.

Example 4.2 Compute

I =
∫ ∞

0

xαe−x ln x
1 + e−(x+7/2)

dx, α = −1/2, 0, 1/2.

Here we use (5) and the results of Example 4.1. The required N-point Gauss–
Laguerre quadrature rules are generated by means of

ab0 = sr_laguerre(dig,N,a); xw0 = sgauss(dig,N,ab0);
where dig= 32 and N as in Table 1. The results are shown in Table 3.

4.2 Logarithmic Gauss–Jacobi quadrature

We first discuss the performance of the two routines in (18). The use of
ordinary moments, when the interval of orthogonality is finite, invariably gives
rise to severe ill-conditioning, in contrast to modified moments, which usually
lead to rather well-conditioned problems. Thus, the use of the first routine in
(18) is discouraged. To illustrate, let N=20, nofdig=16, a=0, and b= −1/2.
Then dig, the number of digits required to obtain ab to nofdig decimal
digits, is found to be 44 for the first routine, and 19 for the other, showing
that ill-conditioning in the first case is so bad that 28 more digits are required
to overcome it, whereas in the second case, three additional digits suffice to
deal with the little ill-conditioning there is. (The condition number is indeed of
the order 400 at most, judging from Table 2.6 in [4].)

The parameters α, β in the weight function w0 of (11) that are of most
interest are likely to be those in the set {−1/2, 0, 1/2}. We therefore com-
puted the first N=100 recurrence coefficients to 32 decimal digits for all nine
combinations of these parameters, using the routine sr_jacobilog1.m. The

Table 3 Numerical results for
Example 4.2

α N I

−1/2 93 −3.3824628836444451811145833447731
0 95 −0.55853107068055456953552519830935
1/2 97 0.038390321460809561238386013015731
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Table 4 Numerical results for Example 4.3

β N K err

−1/2 21 14.655449506835504240873656238918 2.455e–33
0 21 3.2898681336964528729448303332920 6.010e–33
1/2 22 1.3445504931644957591263437610818 1.035e–32

results are stored in the files coeffjaclogij, i = 1 : 3, j = 1 : 3,9 where the
index i refers to the parameter α and the index j to the parameter β, and
where the three values of the indices correspond to the values −1/2, 0, 1/2
of the parameters. Thus, the files coeffjaclog2 j, j = 1 : 3, for example,
contain the recurrence coefficients for the weight functions xβ ln(1/x), β =
−1/2, 0, 1/2, which have previously been computed to 25 digits in [3, Table
III]. Our new, more accurate computation confirms the accuracy of the earlier
results except for occasional end-figure discrepancies. Each file took about
three hours or less to compute on our Sun Ultra workstation and required
precisions of the order of 50 decimal digits.

Example 4.3 Compute

K = 4
∫ 1

0

xβ ln(1/x)

1 + x
dx, β = −1/2, 0, 1/2.

It is known that (cf. [6, 4.251(3)])10

K =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ψ ′( 1
4

) − ψ ′( 3
4

)
if β = −1/2,

ψ ′( 1
2

) − ψ ′(1) = 2ζ(2) if β = 0,

ψ ′( 3
4

) − ψ ′( 5
4

)
if β = 1/2.

(19)

We use the recurrence coefficients in the files coeffjaclog2 j, j = 1 : 3, to
generate Gaussian quadrature rules for the integral in Example 4.3 by means
of the routine sgauss.m and determine the smallest number N of quadrature
nodes such that the relative errors are ≤ 1.5 × 10−32. This is done in the routine
GJExample1.m, an excerpt of which (for β = −1/2) is shown below.11

9See footnote 7.
10There is a typographical error in this formula: β should read β ′. The formula is given correctly
in the cited source.
11See footnote 8 for vpaconvert. The evaluation of ψ ′(x) in the 3rd line is currently to be done
as indicated in footnote 3, except that x has to be replaced by x,1.
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Table 5 Numerical results for Example 4.4

α N K err

−1/2 21 4.1187183749268720143667401446973 7.864–33
0 22 3.8208072259247187502420017072460
1/2 22 3.6044721851635310423240997073129

digits(32); dig=digits;
ab1=vpaconvert(’coeffjaclog21’);
dpsi1=psi(vpa(1/4),1); dpsi3=psi(vpa(3/4),1);
derr=1; N=18;
while derr>1.5e-32

N=N+1
ab=ab1(1:N,:);
xw=sgauss(dig,N,ab);
K1=4*sum(xw(:,2)./(1+xw(:,1)));
err=abs((K1-dpsi1+dpsi3)/(dpsi1-dpsi3));
derr=subs(err);

end
K1=vpa(K1), derr

Numerical results are shown in Table 4. Remarkably, Gaussian rules of
order N≈ 20 already yield answers accurate to 32 digits, even though the
integrand has a pole at x = −1, a distance of 1 away from the end point of
the interval of integration.

Example 4.4 Compute

K =
∫ 1

0

x−1/2(1 − x)α ln(1/x)√
1 + x

dx, α = −1/2, 0, 1/2.

It appears that an exact answer is known only for α = −1/2, in which case
K =

√
2π
8 [�(1/4)]2 (cf. [6, 4.241(11)]). The routine GJExample2.m now uses

the files coeffjaclogi1, i = 1 : 3, in conjunction with the routine sgauss.m,
to obtain the results displayed in Table 5. Here, too, convergence of Gauss
quadrature is quite fast, in spite of the square-root singularity at x = −1.

References

1. Ball, J.S., Beebe, N.H.F.: Efficient Gauss-related quadrature for two classes of logarithmic
weight functions. ACM Trans. Math. Softw. 33(3), 21, Article 19 (2007)

2. Gatteschi, L.: On some orthogonal polynomial integrals. Math. Comput. 35(152), 1291–1298
(1980)

3. Gautschi, W.: Algorithm 726: ORTHPOL—a package of routines for generating orthogonal
polynomials and Gauss-type quadrature rules. ACM Trans. Math. Softw. 20(1), 21–62 (1994)

4. Gautschi, W.: Orthogonal Polynomials: Computation and Approximation. Oxford University
Press, Oxford (2004)

~Springer 

913



Numer Algor (2010) 55:265–277 277

5. Gautschi, W.: Variable-precision recurrence coefficients for nonstandard orthogonal polynomi-
als. Numer. Algorithms 51(2), 143–149 (2009)

6. Gradshteyn, I.S., Ryzhik, I.M.: Table of Integrals, Series, and Products, 7th edn. Translated
from the Russian. Elsevier/Academic Press, Amsterdam (2007)

~Springer 

914


	Contents
	List of Contributors
	Part I Commentaries
	11. Orthogonal polynomials on the real line
	11.1 Three-term recurrence relation
	11.2 Basic procedures for generating the recursion coefficients
	11.2.1 Method of (modified) moments
	11.2.2 Discretization methods
	11.2.3 Lanczos algorithm

	11.3 Examples of interesting classes of orthogonal polynomials
	11.4 Christoffel modifications of the measure – modification algorithms
	11.5 Sobolev-type orthogonal polynomials
	11.6 Further extensions and applications
	References

	12. Polynomials orthogonal on the semicircle
	12.1 Recurrence relations for orthogonal polynomials
	12.2 Orthogonal polynomials on the semicircle
	12.3 Extensions and applications
	References

	13. Chebyshev quadrature
	13.1 Advances in Chebyshev quadrature
	13.2 Chebyshev-type quadratures
	References

	14. Kronrod and other quadratures
	14.1 Kronrod rules
	14.2 Quadratures for functions having singular or difficult behaviors
	References

	15. Gauss–type quadrature
	15.1 Construction of Gauss quadrature formulas
	15.2 Gauss–Radau and Gauss–Lobatto quadrature
	15.3 Error bounds for Gauss quadrature
	15.4 Gauss quadrature for rational functions
	15.5 Gauss quadrature for special weights
	15.6 The circle theorem for Gauss-type quadrature
	References


	Part II Reprints
	16 Papers on Orthogonal Polynomials on the Real Line
	On the Preceding Paper "A Legendre Polynomial Integral"by James L. Blue
	Minimal Solutions of Three-Term Recurrence Relations and Orthogonal Polynomials
	POLYNOMIALS ORTHOGONAL WITH RESPECT TO THE RECIPROCAL GAMMA FUNCTION
	REFERENCES

	ON GENERATING ORTHOGONAL POLYNOMIALS
	REFERENCES

	ON SOME ORTHOGONAL POLYNOMIALS OF INTEREST IN THEORETICAL CHEMISTRY
	t. Introduction.
	2. Generation of the recurrence relation.
	3. The case of general γ, p and q.
	4. The case γ = 1 and general p, q.
	5. The cases γ = ± l and p = q = ± 1/2.
	6. Equally weighted Gaussian quadrature formulae.
	REFERENCES

	Computing orthogonal polynomials in Sobolev spaces
	1. Introduction
	2. The modified Chebyshev algorithm
	3. Numerical examples
	3.1. The polynomials of Althammer
	3.2. Jacobi weight functions
	3.3. Generalized Laguerre weight functions
	3.4. The Jacobi weight function combined with discrete measures

	4. Stieltjes’s algorithm
	4.1. Modified Stieltjes algorithm
	References


	Orthogonal polynomials applications and computation
	0. Introduction
	0.1. Gauss-type quadrature rules
	0.2. The three-term recurrence relation

	PART I: APPLICATIONS
	1. Interpolation
	1.1. Extended Lagrange interpolation
	1.2. Rational interpolation

	2. Approximation
	2.1. Constrained least squares approximation
	2.2. Least squares approximation in Sobolev spaces
	2.3. Moment-preserving spline approximation

	3. Quadrature
	3.1. Gauss quadrature for rational functions
	3.2. Slowly convergent series


	PART II: COMPUTATION
	4. Computation of Gauss-type quadrature rules
	4.1. Gaussian rules
	4.2. Gauss-Radau rules
	4.3. Gauss-Lobatto rules

	5. Moment-based methods
	5.1. The conditioning of moment maps
	5.2. The modified Chebyshev algorithm
	5.3. An example

	6. Discretization methods
	6.1. Discretization of the measure
	6.2. Orthogonal reduction method
	6.3. The Stieltjes procedure

	7. Modification algorithms
	7.1. Quasi-definite measures and kernel polynomials
	7.2. Linear and quadratic factors
	7.3. Linear and quadratic divisors
	7.4. Application to rational Gauss quadrature

	8. Orthogonal polynomials of Sobolev type
	8.1. Algorithm based on moment information
	8.2. Stieltjes-type algorithm
	8.3. Special inner products

	9. Software
	REFERENCES


	On the computation of special Sobolev-type orthogonal polynomials
	1. Introduction
	2. Statement of the problem
	3. Computational algorithm
	3.1. Computation of the wkj
	3.2. Computation of the θkj
	3.3. Summary of the computational algorithm

	4. Examples
	4.1. Symmetric measures
	4.2. Hermite measure
	4.3. Laguerre measure
	4.4. Legendre measure

	References

	Zeros and Critical Points of Sobolev Orthogonal Polynomials
	I. INTRODUCTION AND STATEMENT OF MAIN RESULTS
	2. TWO DISJOINT INTERVALS: NUMERICAL RESULTS
	2.1. Case A: μ0 = μ1 = λ+  + λ– (Table I)
	2.2. Case B: μ0 = λ+ +  λ–  μ1 = λ– (Table II)
	2.3. Case C: μ0 = λ+, μ1 = λ+ + λ– (Table III)
	2.4. Case D: μ0 = λ+, μ1 = λ– (Table IV)
	2.5. Another Choice for λ+ and λ–

	3. AN AUXILIARY RESULT ON ASYMPTOTICALLY MINIMAL POLYNOMIALS
	4. PROOF OF THEOREM 1
	5. PROOF OF THEOREM 2
	6. COMPUTATIONAL METHODS
	6.1. Modified Chebyshev Algorithm
	6.2. Stieltjes Algorithm
	6.3. Zeros

	REFERENCES

	Computing polynomials orthogonal with respect to densely oscillating and exponentially decaying weight functions and related integrals
	1. Introduction
	2. Densely oscillating trigonometric weight functions
	2.1. The weight function w(t) = 1 + sin(1/t) on [0, 1]
	2.2. The weight function w(t) = 1 + cos(1/t) on [0, 1]

	3. Rapidly decaying exponential weight functions
	3.1. The weight function w(t) = exp(−1/t) on [0, 1]
	3.2. The weight function w(t) = exp(−1/t − t) on [0,∞]
	3.3. The weight function exp(−1/t2 − t2) on [−∞,∞]

	References

	Variable-precision recurrence coefficients for nonstandard orthogonal polynomials
	1 Introduction
	2 Basic algorithm
	3 Freud and half-range Hermite polynomials
	4 Bose-Einstein polynomials
	5 Fermi-Dirac polynomials
	References

	Sub-range Jacobi polynomials
	1 Introduction
	2 Sub-range Jacobi polynomials and related Gaussian quadratures
	3 Computational algorithms
	4 Numerical results
	References

	Repeated modifications of orthogonal polynomials by linear divisors
	1 Introduction
	2 Repeated modification algorithm for distinct linear divisors
	3 Repeated modification algorithm for the same linear divisor
	References

	Neutralizing nearby singularities in numerical quadrature
	1 Introduction
	2 The method of neutralization
	3 Examples
	References


	17 Papers on Orthogonal Polynomials on the Semicircle
	Polynomials Orthogonal on the Semicircle
	1. INTRODUCTION
	2. PRELIMINARIES ON MOMENT DETERMINANTS
	3. RECURRENCE RELATION
	4. CONNECTION WlTH LEGENDRE POLYNOMIALS
	5. THE ZEROS OF πn(z)
	6. DIFFERENTIAL EQUATION
	7. GAUSS–CHRISTOFFEL QUADRATURE OVER. THE SEMICIRCLE
	8. AN APPLICATION TO CAUCHY PRINCIPAL VALUE INTEGRALS
	REFERENCES

	Polynomials Orthogonal on the Semicircle, II
	1. Introduction
	2. Existence and Representation of πn
	3. Recurrence Relation
	4. Jacobi Weight
	5. Symmetric Weights and Gegenbauer Weight
	6. The Zeros of πn.(z)
	6.1. Computation of the Zeros
	6.2. Jacobi Weight
	6.3. Symmetric Weights and Gegenbauer Weight

	7. Dift'erenttal Equation
	References

	ON THE ZEROS OF POLYNOMIALS ORTHOGONAL ON THE SEMICIRCLE
	REFERENCES

	18 Papers on Chebyshev Quadrature
	On Chebyshev- Type Quadratures
	Nonexistence of Chebyshev-Type Quadratureson Infinite Intervals
	Advances in Chebyshev Quadrature
	1. Introduction
	2. The classical Chebyshev quadrature formula
	3. Mathematical techniques
	4. Chebyshev quadrature ani Gaussian quadrature
	5. Existence and nonexistence results
	6. Optimal Chebyshev-type quadrature formulas
	7. Error and convergence
	8. Miscellaneous extensions and generalizations of Chebyshev quadrature
	References

	On Optimal Chebyshev-Type Quadratures
	1. Introduction
	2. One--Parameter Families of Chebyshev-Type Quadratures
	3. Optimal Chebyshev-Type Formulas
	References


	19 Papers on Kronrod and Other Quadratures
	NUMERICAL QUADRATURE IN THE PRESENCE OF A SINGULARITY
	REFERENCES
	On Computing Gauss-Kronrod Quadrature Fonnulae
	Supplement to On Computing Gauss-Kronrod Quadrature Fonnulae
	COMPUTING THE HILBERT TRANSFORM OF A JACOBI WEIGHT FUNCTION
	1. Introduction.
	2. Analytic and numerical approaches.
	2.1. An analytic expression for
	2.2. Contour integration.
	2.3. A combined analytic-numerical approach.

	3. Numerical results and tests.
	4. Stability of the recursion for {Qn}.
	REFERENCES

	GAUSS-KRONROD QUADRATURE - A SURVEY
	References

	NEWTON'S METHOD AND GAUSS-KRONROD QUADRATURE
	1. Introduction
	2. Extension of quadrature rules
	3. Extension by Newton's method
	4. Numerical behavior of Newton's method
	References

	An Algebraic Study of Gauss-Kronrod Quadrature Formulae for Jacobi Weight Functions
	A Family of Gauss-Kronrod Quadrature Formulae
	Gauss- Kronrod quadrature formulae forweight functions of Bernstein-Szego type
	1. Introduction
	2. The weight functions
	3. The orthogonal polynomials
	4. The Stieltjes polynomials
	S. Interlacing, inclusion, and exactness properties
	.6. Quadrature weights, positivity, and explicit formulae
	7. Linear divisors
	References

	QUADRATURE FORMULAE ON HALF-INFINITE INTERVALS
	1. Introduction.
	2. Formulae of maximum algebraic degree of exactness.
	3. Formulae of maximum "rational" degree of exactness.
	4. Formulae based on Bernstein-type operators.
	5. Examples.
	BIBLIOGRAPHY

	On the computation of generalized Fermi-Dirac and Bose-Einstein integrals
	1. Introduction
	2. Gauss formulae for rational functions
	2.1. Fermi-Dirac integrals
	2.2. Bose-Einstein integrals

	3. Numerical results
	3.1. Fermi-Dirac integrals
	3.2. Bose-Einstein integrals

	4. Conclusions
	References

	STIELTJES POLYNOMIALS AND RELATED QUADRATURE FORMULAE FOR A CLASS OF WEIGHT FUNCTIONS
	1. INTRODUCTION
	2. THE STIELTJES POLYNOMIALS
	3. GAUSS-KRONROD QUADRATURE FORMULAE
	4. INTERPOLATORY QUADRATURE FORMULAE
	REFERENCES

	ADAPTIVE QUADRATURE~REVISITED
	1 The basic idea of adaptive quadrature.
	2 Termination criterion.
	3 Adaptive Simpson quadrature.
	4 Adaptive Lobatto quadrature.
	4.1 The basic quadrature rule.
	4.2 Kronrod extension of the Gauss-Lobatto formula.
	4.3 Kronrod extension of (4.2).
	4.4 The adaptive procedure.
	4.5 Matlab code.

	5 Test results.
	REFERENCES

	COMPUTING THE HILBERT TRANSFORM OF THE GENERALIZED LAGUERRE AND HERMITE WEIGHT FUNCTIONS
	1 Introduction.
	2 The generalized Laguerre weight.
	2.1 Recurrence relation.
	2.2 Contour integration.

	3 Numerical examples.
	3.1 Contour integration.
	3.2 Series expansions.

	4 The Hermite weight.
	5 The Hilbert transform of the generalized Laguerre and Hermite polynomials; pseudo-stability of the three-term recurrence relation.
	REFERENCES

	Numerical integration over the square in the presence of algebraic/logarithmic singularities with an application to aerodynamics
	1 Introduction
	2 The integrals Ialg and Ilog
	2.1 The integral lalg
	2.2 The integral Ilog

	3 The integrals I*alg and I*log
	3.1 The integral I*alg
	3.2 The integral I*log

	4 Numerical examples
	4.1 The integrals in (1.3)
	4.2 The integrals in (1.4)

	5 Applications to a problem in aerodynamcis
	5.1 The Sears-Haack and von Kármán bodies
	5.2 A minimum problem for the drag
	References



	20 Papers on Gauss-type Quadrature
	Construction of Gauss-Christoffel Quadrature Formulas
	On the Construction of Gaussian Quadrature Rules from Modified Moments
	HOW AND HOW NOT TO CHECK GAUSSIAN QUADRATURE FORMULAE
	1. Introduction.
	2. Two competing implementations of (1.1).
	3. Moment-related tests.
	4. Coefficient-based tests.
	REFERENCES

	ERROR BOUNDS FOR GAUSSIAN QUADRATURE OF ANALYTIC FUNCTIONS
	REFERENCES

	Gaussian Quadrature Involving Einstein and Fermi Functions With an Application to Summation of Series
	Supplement to Gaussian Quadrature Involving Einstein and Fenni Functions with an Application to Summation of Series
	A NOTE ON THE CONTOUR INTEGRAL REPRESENTATION OF THE REMAINDER TERM FOR A GAUSS-CHEBYSHEV QUADRATURE RULE
	REFERENCE

	The remainder term for analytic functions of Gauss-Radau and Gauss- Lobatto quadrature rules with multiple end points
	1. Introduction
	2. The remainder kernels for Chebyshev weight functions
	2.1. Gauss-Radau formulae
	2.2. Gauss-Lobatto formulae

	3. The maximum of the Radau kernels on elliptic contours
	3.1. Preliminary lemmas
	3.2. Main results
	3.3. Numerical and asymptotic results

	4. The maximum of the Lobatto kernels on elliptic contours
	4.1. Main result
	4.2. Numerical and asymptotic results

	References

	ON THE REMAINDER TERM FOR ANALYTIC FUNCTIONS OF GAUSS-LOBATTO AND GAUSS-RADAU QUADRATURES
	REFERENCES

	Gauss-Radau and Gauss-Lobatto quadratures with double end points
	1. Introduction
	2. Gauss-Radau formulae
	2.1. General weight function
	2.2. Chebyshev weight of the first kind
	2.3. Other Chebyshev weight functions

	3. Gauss-Lobatto formulae
	3.1. General weight function
	3.2. Chebyshev weight of the first kind
	3.3. Other Chebyshev weight functions

	4. Examples
	Example l(a).
	Example l(b).
	Example 2.
	Example 3.

	References

	Gauss-type Quadrature Rules for Rational Functions
	Introduction
	1. Gauss quadrature for rational functions
	2. Computation of the quadrature rule {1.5)
	3. Numerical Examples
	References

	S-orthogonality and construction of Gauss-Turán-type quadrature formulae
	1. Introduction
	2. Construction of s-orthogonal polynomials
	3. Calculation of coefficients
	4. Some remarks on the Chebyshev measure
	5. Numerical examples
	References

	Gauss Quadrature for Refinable Weight Functions
	l. A CLASS OF REFINABLE FUNCTIONS
	2. CONSTRUCTION OF ORTHOGONAL POLYNOMIALS AND GAUSSIAN QUADRATURE RULES RELATIVE TO REFINABLE FUNCTIONS
	3. NUMERICAL RESULTS
	4. EXAMPLES
	REFERENCES

	High-order Gauss–Lobatto formulae
	1. Introduction
	2. The modified Jacobi matrix
	3. The boundary weights
	4. The interior weights
	5. Numerical comparisons
	References

	Gauss-Radau formulae for Jacobi and Laguerre weight functions
	1. Introduction
	2. The modified Jacobi matrix
	3. The boundary weight
	4. The interior weights
	4.1. The interior weights in terms of
	4.2. The interior weights in terms of
	4.3. The interior weights in terms of

	5. The Gauss-Radau formula for the Laguerre measure
	References

	The use of rational functions in numerical quadrature
	1. Introduction
	2. The principle of exactness
	3. Characterization of quadrature rules of rational/polynomial exactness
	4. The remainder term
	5. The rational Fejér quadrature rule
	6. The rational Gauss quadrature rule
	7. Spectral characterization of the Gauss formula (6.1)
	8. The discretization procedure
	9. Examples
	10. Other types of integrals
	10.1. Rational Gauss-Kronrod quadrature
	I 0.2. Rational Gauss-Turán quadrature
	10.3. Rational Cauchy principal value quadrature

	References

	GENERALIZED GAUSS–RADAU AND GAUSS–LOBATTO FORMULAE
	1 Introduction.
	2 The generalized Gauss–Radau formula.
	2.1 Computational method.
	2.2 Positivity.

	3 The generalized Gauss–Lobatto formula.
	3.1 Computational method.
	3.2 Positivity.

	4 Examples.
	4.1 Solution of Problem I.
	4.2 Solution of Problem II.

	REFERENCES

	THE CIRCLE THEOREM AND RELATED THEOREMS FOR GAUSS-TYPE QUADRATURE RULES
	REFERENCES

	High-order generalized Gauss–Radau and Gauss–Lobatto formulae for Jacobi and Laguerre weight functions
	1 Introduction
	2 Generalized Gauss–Radau formulae
	2.1 Jacobi measures
	2.2 Generalized Laguerre measures

	3 Generalized Gauss–Lobatto formulae
	4 Numerical results
	4.1 Generalized Gauss–Radau formulae
	4.2 Generalized Gauss–Lobatto formulae

	References

	Gauss quadrature routines for two classes of logarithmic weight functions
	1 Introduction
	2 The weight function v
	2.1 The moments of v
	2.2 Modified moments of v

	3 The weight function w
	3.1 The moments of w0
	3.2 Modified moments of w0
	3.3 Recurrence coefficients for w0

	4 Numerical results
	4.1 Logarithmic Gauss–Laguerre quadrature
	4.2 Logarithmic Gauss–Jacobi quadrature

	References






