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Topic 15: Multiparameter Persistence and Distances

We have seen that persistence modules are important objects of study in topological data analysis in that they serve as an intermediate between the raw input data and the output summarization with persistence diagrams. For 1-parameter case, the distances between modules can be computed from bottleneck distances between the corresponding persistence diagrams. For multiparameter persistence modules, we already that the indecomposables which are analogues to bars in 1-parameter case are more complicated. So, defining distances between persistence modules in terms of indecomposables become also more complicated. However, we need distance or distance-like notion between persistence modules to compare the input data inducing them. Figure 15.1 shows an output of RIVET software [22] that implemented the so-called matching distance between 2-parameter persistence modules. In this chapter, we describe some of these distances proposed in the literature and algorithms for computing them efficiently (polynomial time).

The interleaving distance $d_I$ between 1-parameter persistence modules as defined earlier provides a useful means to compare them. Fortunately, for 1-parameter persistence modules, they can be computed exactly by computing the bottleneck distance $d_b$ between their persistence diagrams thanks to the isometry theorem [21] (see also [1, 12]). We have seen a polynomial time algorithm $O(n^{1.5} \log n)$ for computing bottleneck distance. The status however is not so well settled for multiparameter persistence modules.

One of the difficulties facing the definition and computation of distances among multiparameter persistence modules is the fact that their indecomposables do not have a finite characterization as indicated previously. Even for finitely generated modules, this is true though a unique decom-
position is guaranteed by Krull-Schmidt Theorem [16]. Despite this difficulty, one can define an interleaving distance $d_I$ for multiparameter persistence modules which can be viewed as an extension of the interleaving distance defined for 1-parameter persistence modules. Shown by Lesnick [21], this distance is the most fundamental one because it is the most discriminative distance among persistence modules that is also stable with respect to functions or simplicial filtrations that give rise to the modules. Unfortunately, it turns out that computing $d_I$ for $n$-parameter persistence modules and even approximating it within a factor less than 3 is NP-hard for $n \geq 2$. For a special case of modules called \textit{interval modules}, $d_I$ can be computed in polynomial time. In Section 15.2, we introduce the interleaving distance for multiparameter persistence modules. We follow it with a polynomial time algorithm [15] in Section 15.4.3 which computes $d_I$ for 2-parameter interval modules.

To circumvent the problem of computing interleaving distances, several other distances have been proposed in the literature that is computable in polynomial time and bounds the interleaving distance either from above or below, but not both in the general case. Given the NP-hardness of approximating interleaving distance, there cannot exist any polynomial time computer distance that bounds $d_I$ both from above and below within a constant factor of 3 unless $P = NP$. The \textit{matching distance} $d_m$ as defined in Section 15.3 bounds $d_I$ from below, that is, $d_m \leq d_I$, and it can be computed in polynomial time.

Finally, in Section 15.4, we extend the definition of the bottleneck distance to multiparameter persistence modules. Extending the concept from 1-parameter case, one can define $d_b$ as the supremum of the pairwise interleaving distances between indecomposables under an optimal matching. Then, straightforwardly, $d_I \leq d_b$ but the converse is not necessarily true. It is known that no lower bound in terms of $d_b$ for $d_I$ may exist even for a special class of 2-parameter persistence modules called \textit{interval decomposable modules} [6]. However, $d_b$ can be useful as a reasonable upper bound to $d_I$. Unfortunately, a polynomial time algorithm for computing $d_b$ is not known for general persistence modules. For some persistence modules whose indecomposables have constant description such as block decomposable modules, one can compute $d_b$ in polynomial time simply because the interleaving distance between any two modules with constant description cannot take more than $O(1)$ time.

In Section 15.4, we consider a special class of persistence modules whose indecomposables are intervals and present a polynomial time algorithm for computing $d_b$ for them. These are modules whose indecomposables are supported by “stair-case” polyhedra. Our algorithm assumes that all indecomposables are given and computes $d_b$ exactly for 2-parameter interval decomposable modules. Although the algorithm can be extended to persistence modules with larger number of parameters, we choose to present it only for 2-parameter case for simplicity while not losing the essential ingredients for the general case. The indecomposables required as input can be computed by the decomposition algorithm presented earlier.

\section{15.1 Persistence modules from categorical viewpoint}

In this chapter we define the persistence modules as categorical structures which are different from the graded structures used in the previous chapter. Other than introducing a different viewpoint of persistence modules, we do so because this definition becomes more amenable to defining distances. Thanks to representation theory [8, 13, 19], these two notions coincide when the modules
are finitely generated in the graded module definition and are of finite type (Definition 5) in the categorical definition. Let us recall the definition in 1-parameter case. A persistence module $M$ parameterized over $A = \mathbb{Z}$, or $\mathbb{R}$ is defined by a sequence of vector spaces $M_x$, $x \in A$ with linear maps $\rho_{x,y} : M_x \to M_y$ so that $\rho_{x,x}$ is identity for every $x \in A$ and for all $x, y, z \in A$ with $x \leq y \leq z$, one has $\rho_{x,z} = \rho_{y,z} \circ \rho_{x,y}$. These conditions can be formulated using category theory.

**Definition 1** (Category). A category $\mathcal{C}$ is a set of objects Obj $\mathcal{C}$ with a set of morphisms $\text{hom}(x,y)$ for every pair of elements $x, y \in \text{Obj} \, \mathcal{C}$ where

1. for every $x \in \text{Obj} \, \mathcal{C}$, there is a special identity morphism $1_x \in \text{hom}(x,x)$;
2. if $f \in \text{hom}(x,y)$ and $g \in \text{hom}(y,z)$, then $g \circ f \in \text{hom}(x,z)$;
3. for homomorphisms $f, g, h$, the compositions wherever defined are associative, that is, $(f \circ g) \circ h = f \circ (g \circ h)$;
4. $1_x \circ f_{x,y} = f_{x,y}$ and $f_{x,y} \circ 1_y = f_{x,y}$ for every pair $x, y \in \text{Obj} \, \mathcal{C}$.

All sets form a category **Set** with functions between them playing the role of morphisms. Topological spaces form a category **Top** with continuous maps between them being the morphisms. Vector spaces form the category **Vec** with linear maps between them being the morphisms. A poset $\mathbb{P}$ form a category with every pair $x, y \in \mathbb{P}$ admitting at most one morphism; $\text{hom}(x,y)$ has one element if $x \leq y$ and empty otherwise. Such a category is called a thin category in the literature for which composition rules take trivial form.

**Definition 2** (Functor). A functor between two categories $\mathcal{C}$ and $\mathcal{D}$ is an assignment $F : \mathcal{C} \to \mathcal{D}$ satisfying the following conditions:

1. for every $x \in \text{Obj} \, \mathcal{C}$, $F(x) \in \text{Obj} \, \mathcal{D}$;
2. for every morphism $f \in \text{hom}(x,y)$, $F(f) \in \text{hom}(F(x), F(y))$;
3. $F$ respects composition, that is, $F(f \circ g) = F(f) \circ F(g)$;
4. $F$ preserves identity morphisms, that is, $F(1_x) = 1_{F(x)}$ for every $x \in \text{Obj} \, \mathcal{C}$.

One can observe that the 1-parameter persistence module is a functor from the category of totally ordered set of $\mathbb{Z}$ (or $\mathbb{R}$) to the category of **Vec**. Homology groups with a field coefficient for topological spaces provide a functor from category **Top** to the category of vectors spaces **Vec**. We can define maps between functors themselves.

**Definition 3** (Natural transformation). Given two functors $F, G : \mathcal{C} \to \mathcal{D}$, a natural transformation $\eta$ from $F$ to $G$, denoted as $\eta : F \Rightarrow G$, is a family of morphisms $\{\eta_x : F(x) \to G(x)\}$ for every $x \in \text{Obj} \, \mathcal{C}$ so that the following diagram commutes:

$$
\begin{array}{ccc}
F(x) & \xrightarrow{F(\eta)} & F(y) \\
\downarrow{\eta_x} & & \downarrow{\eta_y} \\
G(x) & \xrightarrow{G(\eta)} & G(y)
\end{array}
$$
Let $k$ be a field, Vec be the category of vector spaces over $k$, and vec be the subcategory of finite dimensional vector spaces. As usual, for simplicity, we assume $k = \mathbb{Z}_2$.

**Definition 4** (Persistence module). Let $P$ be a poset category. A $P$-indexed persistence module is a functor $M : P \rightarrow \text{Vec}$. If $M$ takes values in vec, we say $M$ is pointwise finite dimensional (p.f.d.). The $P$-indexed persistence modules themselves form another category where the natural transformations between functors constitute the morphisms.

**Definition 5** (Finite type). A $P$-indexed persistence module $M$ is said to have finite type if $M$ is p.f.d. and all morphisms $M(x \leq y)$ are isomorphisms outside a finite subset of $P$.

Here we consider the poset category to be $\mathbb{R}^n$ with the standard partial order and all modules to be of finite type. We call $\mathbb{R}^n$-indexed persistence modules as $d$-parameter modules in short. The reader can recognize that this is a shift from our assumption in the last chapter where we considered $\mathbb{Z}^d$-indexed modules. The category of $d$-parameter modules in this chapter is denoted as $\mathbb{R}^n$-mod. For a $d$-parameter module $M \in \mathbb{R}^n$-mod, we use notations $M_x := M(x)$ and $\rho^M_{x \rightarrow y} := M(x \leq y)$.

**Definition 6** (Shift). For any $\delta \in \mathbb{R}$, we denote $\vec{\delta} = (\delta, \cdots, \delta) = \delta \cdot \vec{e}$, where $\vec{e} = (e_1, e_2, \ldots, e_d)$ with $\{e_i\}_{i=1}^d$ being the standard basis of $\mathbb{R}^d$. We define a shift functor $(-)_{\rightarrow \vec{\delta}} : \mathbb{R}^n$-mod $\rightarrow \mathbb{R}^n$-mod where $M_{\rightarrow \vec{\delta}} := (\cdot)_{\rightarrow \vec{\delta}}(M)$ is given by $M_{\rightarrow \vec{\delta}}(x) = M(x + \vec{\delta})$ and $M_{\rightarrow \vec{\delta}}(x \leq y) = M(x + \vec{\delta} \leq y + \vec{\delta})$. In other words, $M_{\rightarrow \vec{\delta}}$ is the module $M$ shifted diagonally by $\vec{\delta}$.

### 15.2 Interleaving distance

The following definition of interleaving adapts the original definition designed for 1-parameter modules in [11, 12] to $d$-parameter modules.

**Definition 7** (Interleaving). For two $d$-parameter persistence modules $M$ and $N$, and $\delta \geq 0$, a $\delta$-interleaving between $M$ and $N$ are two families of linear maps $\{\phi_x : M_x \rightarrow N_{x+\vec{\delta}}\}_{x \in \mathbb{R}^n}$ and $\{\psi_x : N_x \rightarrow M_{x+\vec{\delta}}\}_{x \in \mathbb{R}^n}$ satisfying the following two conditions; see Figure 15.2:

- $\forall x \in \mathbb{R}^n, \rho^M_{x \rightarrow x+2\vec{\delta}} \circ \psi_x = \psi_{x+\vec{\delta}} \circ \phi_x$ and $\rho^N_{x \rightarrow x+2\vec{\delta}} = \phi_{x+\vec{\delta}} \circ \psi_x$
- $\forall x \leq y \in \mathbb{R}^n, \phi_y \circ \rho^M_{x\rightarrow y} = \rho^N_{x+\vec{\delta}\rightarrow y+\vec{\delta}} \circ \phi_x$ and $\psi_y \circ \rho^N_{x\rightarrow y} = \rho^M_{x+\vec{\delta}\rightarrow y+\vec{\delta}} \circ \psi_x$

If such a $\delta$-interleaving exists, we say $M$ and $N$ are $\delta$-interleaved. We call the first condition triangular commutativity and the second condition rectangular commutativity.

**Definition 8** (Interleaving distance). The interleaving distance between modules $M$ and $N$ is defined as $d_I(M, N) = \inf_{\delta}(M$ and $N$ are $\delta$-interleaved). We say $M$ and $N$ are $\infty$-interleaved if they are not $\delta$-interleaved for any $\delta \in \mathbb{R}^+$, and assign $d_I(M, N) = \infty$.

The following computational hardness result from [4] is stated assuming that the input modules are represented with the graded matrices as described previously. As we mentioned before, these modules coincide with the category of modules of finite type.

**Theorem 1.** Given two modules $M$ and $N$ given by graded matrix representations, the problem of computing a real $r$ so that $d_I(M, N) \leq r < 3d_I(M, N)$ is NP-hard.
15.3 Matching distance

The matching distance between two persistence modules $M$ and $N$ draws upon the idea of taking the restrictions of $M$ and $N$ over lines with positive slopes and then determining the supremum of weighted interleaving distances on these restrictions. It can be defined for $d$-parameter modules. We are going to describe a polynomial time algorithm for computing it for 2-parameter modules, so for simplicity we define the matching distance for 2-parameter modules. Let $\ell : sx + t$ denote any line in $\mathbb{R}^2$ with $s > 0$ and let $\Lambda$ denote the space of all such lines. Define a parameterization $\lambda : \mathbb{R} \to \ell$ of $\ell$ by taking $\lambda(x) = \frac{1}{1+s^2}(x, sx+t)$. For a line $\ell \in \Lambda$, let $M|\ell$ denote the restriction of $M$ on $\ell$ where $M|\ell(x) = M(\lambda(x))$ with linear maps induced from $M$. This is a 1-parameter persistence module. We define a weight $w(\ell)$ as

$$ w(\ell) = \begin{cases} \frac{1}{\sqrt{1+s^2}} & \text{for } s \geq 1 \\ \frac{1}{\sqrt{1+s^2}} & \text{for } 0 < s < 1 \end{cases} $$

Definition 9. The matching distance $d_m(M, N)$ between two persistence modules is defined as

$$ d_m(M, N) = \sup_{\ell \in \Lambda} \{ w(\ell) \cdot d_I(M|\ell, N|\ell) \} $$

The weight $w(\ell)$ is introduced to make the matching distance stable with respect to the interleaving distance.

15.3.1 Computing matching distance

We define a point-line duality in $\mathbb{R}^2$: a line $\ell \subset \mathbb{R}^2$ is dual to a point $\ell^* = (s, t)$ where $\ell : y = sx - t$ and a point $p = (s, t)$ is dual to a line $p^* : y = sx - t$. Following facts can be deduced from the definition easily (Exercise 3).

Fact 1.

1. For a point $p$ and a line $\ell$, one has $(p^*)^* = p$ and $(\ell^*)^* = \ell$. 

Figure 15.2: (a) Triangular commutativity, (b) Rectangular commutativity.
2. If a point \( p \) is in a line \( \ell \), then point \( \ell^* \) is in line \( p^* \).

3. If a point \( p \) is above (below) a line \( \ell \), then point \( \ell^* \) is above (below) the line \( p^* \).

Consider the open half-plane \( \Omega \) of \( \mathbb{R}^2 \) where \( \Omega = \{x, y | x > 0\} \). Let \( \alpha \) denote the bijective map between \( \Omega \) and the space \( \Lambda \) of lines with positive slopes where \( \alpha(p) = p^* \).

The representation theory \([8, 13, 19]\) tells us that finitely generated graded modules as defined earlier are essentially equivalent to persistence modules as defined in this chapter as long as they are of finite type (Definition 5). Then, if a persistence module \( M \) is a functor on the poset \( P = \mathbb{R}^2 \) or \( \mathbb{Z}^2 \), we can talk about the grades (elements of \( \mathbb{Z} \)) of a generating set of \( M \) and the relations which are combinations of generators that become zero. A mindful reader can recognize these as exactly the grades of the rows and columns of the presentation matrix for \( M \) as we mentioned earlier.

Given two 2-parameter persistence modules \( M \) and \( N \), let \( \text{gr}(M) \) and \( \text{gr}(N) \) denote the grades of all generators and relations in \( M \) and \( N \) respectively. Consider the set of lines \( L \) dual to the points in \( \text{gr}(M) \cup \text{gr}(N) \). These lines together create a line arrangement in \( \Omega \) which is a partition of \( \Omega \) into vertices, edges, and faces. The vertices are points where two lines meet, the edges are maximal connected subset of the lines excluding the vertices, and faces are maximal connected subsets of \( \Omega \) excluding the vertices and edges. Let \( A_0 \) denote this initial arrangement. We refine this arrangement further later. First, we observe an invariant property of the arrangement for which we need the following definition.

**Definition 10** (Point pair type). Given two points \( p, q \) and a line \( \ell \), we say \( (p, q) \) has the following types with respect to \( \ell \): (i) Type-1 if both \( p \) and \( q \) lie above \( \ell \), (ii) Type-2 if both \( p \) and \( q \) lie below \( \ell \), (iii) Type-3 if \( p \) lies above and \( q \) lies below \( \ell \), and (iv) Type-4 if \( p \) lies below and \( q \) lies above \( \ell \).

The following proposition follows from Fact 1.

**Proposition 2.** For two points \( p, q \in \text{gr}(M) \cup \text{gr}(N) \) and a face \( \tau \in A_0 \), the type of \( (p, q) \) with respect to the line \( z^* \) is the same for all \( z \in \tau \).

Our goal is to refine \( A_0 \) further to another arrangement \( A \) so that for every face \( \tau \in \Lambda \) the grade points \( p, q \) that realizes \( \mathcal{d}_f(M|\ell, N|\ell) \) for every \( \ell = z^* \) remains the same for all \( z \in \tau \). Toward that goal, we define the push of a grade point.

**Definition 11** (Push). For a point \( p = (p_x, p_y) \) and a line \( \ell \), the push \( \text{push}(p, \ell) \) is defined as

\[
\text{push}(p, \ell) = \begin{cases} 
(p_x, p_x - t) & \text{for } p \text{ below } \ell \\
(p_y + t/s, p_y) & \text{for } p \text{ above } \ell 
\end{cases}
\]

Geometrically, \( \text{push}(p, \ell) \) is the intersection of \( \ell \) with the upward ray originating from \( p \) in the first case, and horizontal ray originating from \( p \) in the second case. Figure 15.3 illustrates the two cases.

For \( p, q \in \mathbb{R}^2 \), let

\[
\delta_{p,q}(\ell) = \|\text{push}(p, \ell) - \text{push}(q, \ell)\|_2
\]

Consider the equations

\[
\delta_{p,q}(\ell) = 0 \quad \text{for } p, q \in \text{gr}(M) \text{ or } p, q \in \text{gr}(N)
\]

\[
c_{p,q}\delta_{p,q}(\ell) = c_{p',q'}\delta_{p',q'}(\ell) \quad \text{for } p, q, p', q' \in \text{gr}(M \cup \text{gr}(N))
\]
where
\[ c_{p,q} = \begin{cases} 
\frac{1}{2} & \text{if } p, q \in \text{gr}(M) \text{ or } p, q \in \text{gr}(N) \\
1 & \text{otherwise.}
\end{cases} \]

The following proposition is proved in [17].

**Proposition 3.** The solution set \( z \in \tau \) for a face \( \tau \in A_0 \) so that \( \delta_{p,q}(z^*) \) satisfies the above equations is either empty, the entire face \( \tau \), intersection of a line with \( \tau \), or the intersection of two lines with \( \tau \).

Let \( A \) be the arrangement of \( \Omega \) with the lines used to form \( A_0 \), the lines stated in the above proposition, and the vertical line \( s = 1 \).

**Proposition 4.** \( A \) is formed with \( O(n^4) \) lines where \( n = |\text{gr}(M) + \text{gr}(N)| \).

The next theorem states the main property of \( A \) which allows us to consider only finitely many (polynomially bounded) lines \( \ell \) for computing the supremum of \( \{d_I(M|\ell,N|\ell)\} \).

**Theorem 5.** For any face \( \tau \in A \), there exists a pair \( p, q \in \text{gr}(M) \cup \text{gr}(N) \) so that \( c_{p,q} \delta_{p,q}(z^*) = d_I(M|\tau,N|\tau) \) for every \( z \in \tau \).

The above theorem implies that after determining the pair \( (p, q) \) for the face \( \tau \in A \), we need to compute the \( \sup_{z \in \tau} F(z) \) where \( F(z) = d_I(M|\tau,N|\tau) \) because then considering all \( F \) over all faces in \( A \) gives the global supremum. So, now we focus on how to compute the supremum of \( F \) on a face \( \tau \).

A region is the closure of a face \( \tau \in A \) in \( \Omega \). A region \( R \) is called inner if it is bounded and its closure in \( \mathbb{R}^2 \) does not meet the vertical line \( s = 0 \). See Figure 15.4. All other regions are called outer. An outer region has exactly two edges that are either unbounded or reaches the vertical line \( s = 0 \) in the limit. They are called outer edges. It turns out that \( \sup F(z) \) is achieved either at a vertex or at the limit point of the outer edges that can be computed easily.
Theorem 6. The supremum \( \sup_{z \in R} F(z) \) for a region \( R \) is realized either at a boundary vertex of \( R \) or at the limit point of an outer edge. In the latter case, let \( p, q \) be the pair given by Theorem 5 for \( \tau \subseteq R \). If \( e \) is an outer edge and \( p \) lies above \( z^* \) for any (and all by Proposition 2) \( z \in \tau \), then \( \sup F \) restricted to \( e \) is given by:

\[
\sup F|_e = \begin{cases} 
|p_x - t| & \text{if line of } e \text{ intersects line } x = 0 \text{ at } t. \\
|q_x + r| & \text{if line of } e \text{ is infinite and has slope } r.
\end{cases}
\]

The roles of \( p \) and \( q \) reverse if \( p \) lies below \( z^* \) for any \( z \in \tau \).

We present the entire algorithm in Algorithm 1: MarchDist. It is known that this algorithm runs in \( O(n^{11}) \) time where \( n \) is the total number of generators and relations for the two input modules. A more efficient algorithm approximating the matching distance is also known [18].

15.4 Bottleneck distance

Definition 12 (Matching). A matching \( \mu : A \to B \) between two multisets \( A \) and \( B \) is a partial bijection, that is, \( \mu : A' \to B' \) for some \( A' \subseteq A \) and \( B' \subseteq B \). We say \( \text{im } \mu = B' \), \( \text{coim } \mu = A' \).

For the next definition, we call a \( d \)-parameter module \( M \) \( \delta \)-trivial if \( \rho^M_{x \to x + \delta} = 0 \) for all \( x \in \mathbb{R}^n \).

Definition 13 (Bottleneck distance). Let \( M \equiv \bigoplus_{i=1}^m M_i \) and \( N \equiv \bigoplus_{j=1}^n N_j \) be two persistence modules, where \( M_i \) and \( N_j \) are indecomposable submodules of \( M \) and \( N \) respectively. Let \( I = \{1, \cdots, m\} \) and \( J = \{1, \cdots, n\} \). We say \( M \) and \( N \) are \( \delta \)-matched for \( \delta \geq 0 \) if there exists a matching \( \mu : I \to J \) so that, (i) \( i \in I \setminus \text{coim } \mu \implies M_i \) is \( 2\delta \)-trivial, (ii) \( j \in J \setminus \text{im } \mu \implies N_j \) is \( 2\delta \)-trivial, and (iii) \( i \in \text{coim } \mu \implies M_i \) and \( N_{\mu(i)} \) are \( \delta \)-interleaved.

The bottleneck distance is defined as

\[
d_b(M, N) = \inf \{\delta \mid M \text{ and } N \text{ are } \delta \text{-matched} \}.
\]
Algorithm 1 MatchDist($M, N$)

**Input:**
Two modules $M$ and $N$ with grades of their generators and relations

**Output:**
Matching distance between $M$ and $N$

1: Compute arrangement $A$ as described from $\text{gr}(M) \cup \text{gr}(N)$;
2: Let $V$ be the vertex set of $A$;
3: Compute maximum $m = \max_{z \in V} F(z^*)$ over all vertices $z \in V$;
4: for every outer region $R$ do
5: Pick a point $z \in R$;
6: Compute the pair $p, q \in \text{gr}(M) \cup \text{gr}(N)$ that realizes $d_I(M|z^*, N|z^*)$;
7: if $p$ is above $z^*$ then
8: if $e$ as defined in Theorem 6 is infinite then
9: $m := \max(m, q_x + r)$ where $r$ is the slope of $e$
10: else
11: $m := \max(m, p_x - t)$ where $e$ meets line $x = 0$ at $t$
12: end if
13: else
14: reverse roles of $p$ and $q$
15: end if
16: end for
17: return $m$

The following fact observed in [6] is straightforward from the definition.

**Fact 2.** $d_I \leq d_b$.

### 15.4.1 Interval decomposable modules

We present a polynomial time algorithm for computing the bottleneck distances for a class of persistence modules called interval decomposable modules which we have seen in the previous chapter. For ease of description, we will describe the algorithm for the 2-parameter case though an extension to multiparameter case exists.

Persistence modules whose indecomposables are interval modules (Definition 15) are called **interval decomposable modules**. To account for the boundaries of free modules, we enrich the poset $\mathbb{R}^n$ by adding points at $\pm \infty$ and consider the poset $\bar{\mathbb{R}}^n = \bar{\mathbb{R}} \times \ldots \times \bar{\mathbb{R}}$ where $\bar{\mathbb{R}} = \mathbb{R} \cup \{\pm \infty\}$ with the usual additional rule $a \pm \infty = \pm \infty$.

**Definition 14 (Interval).** An **interval** is a subset $\varnothing \neq I \subset \bar{\mathbb{R}}^d$ that satisfies the following:

1. If $p, q \in I$ and $p \leq r \leq q$, then $r \in I$ (convexity condition);

2. If $p, q \in I$, then there exists a sequence $(p = p_0, \ldots, p_m = q) \in I$ for some $m \in \mathbb{N}$ so that for every $i \in [0, k - 1]$ either $p_i \leq p_{i+1}$ or $p_i \geq p_{i+1}$ (connectivity condition). We call the sequence $(p = p_0, \ldots, p_m = q)$ a path from $p$ to $q$ (in $I$).
Let \( \bar{I} \) denote the closure of an interval \( I \) in the standard topology of \( \bar{\mathbb{R}}^d \). The lower and upper boundaries of \( I \) are defined as

\[
L(I) = \{ x = (x_1, \ldots, x_d) \in \bar{I} \mid \forall y = (y_1, \ldots, y_d) \text{ with } y_i < x_i \forall i \implies y \notin I \}
\]

\[
U(I) = \{ x = (x_1, \ldots, x_d) \in \bar{I} \mid \forall y = (y_1, \ldots, y_d) \text{ with } y_i > x_i \forall i \implies y \notin I \}
\]

Let \( B(I) = L(I) \cup U(I) \). According to this definition, \( \bar{\mathbb{R}}^d \) is an interval with boundary \( B(\bar{\mathbb{R}}^d) \) that consists of all the points with at least one coordinate \( \infty \). The vertex set \( V(\bar{\mathbb{R}}^d) \) consists of \( 2^d \) corner points with coordinates \((\pm \infty, \ldots, \pm \infty)\).

**Definition 15** \((d\text{-parameter interval module})\). A \( d \)-parameter interval persistence module, or interval module in short, is a persistence module \( M \) that satisfies the following condition: for an interval \( I_M \subseteq \bar{\mathbb{R}}^d \), called the interval of \( M \),

\[
M_x = \begin{cases} k & \text{if } x \in I_M \\ 0 & \text{otherwise} \end{cases}
\]

\[
\rho^M_{x \to y} = \begin{cases} 1 & \text{if } x, y \in I_M \\ 0 & \text{otherwise} \end{cases}
\]

where \( 1 \) and \( 0 \) denote the identity and zero maps respectively.

It is known that an interval module is indecomposable [6].

**Definition 16** \((Interval decomposable module)\). A \( d \)-parameter interval decomposable module is a persistence module that can be decomposed into interval modules.

**Definition 17** \((Rectangle)\). A \( k \)-dimensional rectangle, \( 0 \leq k \leq d \), or \( k \text{-rectangle} \), in \( \mathbb{R}^d \), is a set \( I = [a_1, b_1] \times \cdots \times [a_d, b_d] \), \( a_i, b_i \in \bar{\mathbb{R}} \), such that, there exists a size \( k \) index set \( \Lambda \subseteq [d] \) where \( \forall i \in \Lambda, a_i \neq b_i \), and \( \forall j \in [d] \setminus \Lambda, a_j = b_j \).

A 0-rectangle is a vertex. A 1-rectangle is an edge. Note that a rectangle is an example of an interval.

![Figure 15.5](a) Interval in \( \mathbb{R}^3 \), (b) Intervals in \( \mathbb{R}^2 \).

We say an interval \( I \subseteq \bar{\mathbb{R}}^d \) is discretely presented if it is a finite union of \( d \)-rectangles. We also require the boundary of the interval is a \((d-1)\)-manifold. A facet of \( I \) is a \((d-1)\)-dimensional
subset \( f = \hat{f} \cap L \subseteq \mathbb{R}^d \) where \( \hat{f} = \{ x_i = c \} \) is a hyperplane at some standard direction \( \vec{e}_i \) in \( \mathbb{R}^d \) and \( L \) is either \( L(I) \) or \( U(I) \). We denote the facet set as \( F(I) \) and the union of all of their vertices as \( V(I) \). So the boundary of \( I \) is the union of facets. And the vertices of each facet is a subset of \( V(I) \). Figure 15.5(a) and (b) show intervals in \( \mathbb{R}^3 \) and \( \mathbb{R}^2 \) respectively.

For 2-parameter cases, a discretely presented interval \( I \subseteq \mathbb{R}^2 \) has boundary consisting of a finite set of horizontal and vertical line segments called edges, with end points called vertices, which satisfy the following condition: (i) every vertex is incident to either a single horizontal edge or a vertical edge, (ii) no vertex appears in the interior of an edge. We denote the set of edges and vertices with \( E(I) \) and \( V(I) \) respectively.

We say a 2-parameter interval decomposable module is finitely presented if it can be decomposed into finitely many interval modules whose intervals are discretely presented (figure on right for an example in 2-D cases). They belong to the finitely presented persistence modules as defined in the previous chapter. In the following, we focus on finitely presented interval decomposable modules.

For an interval module \( M \), let \( \overline{M} \) be the interval module defined on the closure \( \overline{T_M} \). To avoid complication in this exposition, we assume that every interval module has closed intervals which is justified by the following proposition (Exercise 6).

**Proposition 7.** \( d_I(M, N) = d_I(\overline{M}, \overline{N}) \).

### 15.4.2 Bottleneck distance for 2-parameter interval decomposable modules

We present an algorithm for 2-parameter interval decomposable persistence modules though most of our definitions and claims in this section apply to general \( d \)-parameter persistence modules. They are stated and proved in the general setting wherever applicable.

Given the intervals of the indecomposables (interval modules) as input, an approach based on bipartite-graph matching is presented earlier for computing the bottleneck distance \( d_b(M, N) \) between two 1-parameter persistence modules \( M \) and \( N \). This approach constructs a bipartite graph \( G \) out of the intervals of \( M \) and \( N \) and their pairwise interleaving distances including the distances to zero modules. If these distance computations take \( O(C) \) time in total, then the algorithm for computing \( d_b \) takes time \( O(m^2 \log m + C) \) where \( M \) and \( N \) together have \( m \) indecomposables altogether. Observe that, the term \( m^2 \) in the complexity comes from the bipartite matching. Although this could be avoided in the 1-parameter case taking advantage of the two dimensional geometry of the persistence diagrams, we cannot do this here for determining matching among indecomposables according to Definition 13. Given indecomposables (say computed by the algorithm in previous chapter or Meataxe [23]), this approach is readily extensible to the \( d \)-parameter modules if one can compute the interleaving distance between any pair of indecomposables including the zero modules. To this end, we present an algorithm to compute the interleaving distance between two 2-parameter interval modules \( M_i \) and \( N_j \) with \( t_i \) and \( t_j \) vertices respectively on their intervals in \( O((t_i + t_j) \log(t_i + t_j)) \) time. This gives a total time of \( O(m^5 \log m + \sum_{i,j} (t_i + t_j) \log(t_i + t_j)) = O(m^5 \log m + t^2 \log t) \) where \( t \) is the total number of vertices over all input intervals.

Now we focus on computing the interleaving distance between two given intervals. Given intervals \( I_M \) and \( I_N \) with \( t \) vertices, the algorithm searches a value \( \delta \) so that there exists two families of linear maps from \( M \) to \( N_{\rightarrow \delta} \) and from \( N \) to \( M_{\rightarrow \delta} \) respectively which satisfy both triangular and
square commutativity. The search is done with a binary probing: For a chosen \( \delta \) from a candidate set of \( O(t) \) values, the algorithm determines the direction of the search by checking two conditions called *trivializability* and *validity* on the intersections of modules \( M \) and \( N \).

**Definition 18** (Intersection module). For two interval modules \( M \) and \( N \) with intervals \( I_M \) and \( I_N \) respectively let \( I_Q = I_M \cap I_N \), which is a disjoint union of intervals, \( \bigsqcup I_Q \). The *intersection module* \( Q \) of \( M \) and \( N \) is \( Q = \bigoplus Q_i \), where \( Q_i \) is the interval module with interval \( I_Q \). That is,

\[
Q_x = \begin{cases} 
 k & \text{if } x \in I_M \cap I_N \\
 0 & \text{otherwise}
\end{cases}
\]

and for \( x \leq y \), \( \rho^{Q}_{x \rightarrow y} = \begin{cases} 
 1 & \text{if } x, y \in I_M \cap I_N \\
 0 & \text{otherwise}
\end{cases} \)

From the definition we can see that the support of \( Q \), \( \text{supp}(Q) \), is \( I_M \cap I_N \). We call each \( Q_i \) an intersection component of \( M \) and \( N \). Write \( I := I_Q \) and consider \( \phi : M \rightarrow N \) to be any morphism. The following proposition says that \( \phi \) is constant on \( I \).

**Proposition 8.** \( \phi|_I = a \cdot 1 \) for some \( a \in \mathbb{k} \).

**Proof.**

\[
\begin{align*}
M_{p_i} \xrightarrow{\phi_{p_i}} & \quad M_{p_{i+1}} \\
M_{p_i} \xleftarrow{\phi_{p_{i+1}}} & \quad M_{p_{i+1}} \\
N_{p_i} \xrightarrow{\phi_{p_{i+1}}} & \quad N_{p_{i+1}} \\
N_{p_i} \xleftarrow{\phi_{p_{i+1}}} & \quad N_{p_{i+1}}
\end{align*}
\]

For any \( x, y \in I \), consider a path \( (x = p_0, p_1, p_2, \ldots, p_{2m}, p_{2m+1} = y) \) in \( I \) from \( x \) to \( y \) and the commutative diagrams above for \( p_i \leq p_{i+1} \) (left) and \( p_i \geq p_{i+1} \) (right) respectively. Observe that \( \phi_{p_i} = \phi_{p_{i+1}} \) in both cases due to the commutativity. Inducting on \( i \), we get that \( \phi(x) = \phi(y) \). \( \square \)

**Definition 19** (Valid intersection). An intersection component \( Q_i \) is \((M,N)\)-valid if for each \( x \in I_Q \) the following two conditions hold (see Figure 15.6):

(i) \( y \leq x \) and \( y \in I_M \implies y \in I_N \), and (ii) \( z \geq x \) and \( z \in I_N \implies z \in I_M \)

**Proposition 9.** Let \( \{Q_i\} \) be a set of intersection components of \( M \) and \( N \) with intervals \( \{I_Q\} \). Let \( \{\phi_x\} : M \rightarrow N \) be the family of linear maps defined as \( \phi_x = 1 \) for all \( x \in I_Q \), and \( \phi_x = 0 \) otherwise. Then \( \phi \) is a morphism if and only if every \( Q_i \) is \((M,N)\)-valid.

**Definition 20** (Diagonal projection and distance). Let \( I \) be an interval and \( x \in \bar{\mathbb{R}}^n \). Let \( \Delta_{x} = \{x + \alpha \mid \alpha \in \mathbb{R}\} \) denote the line called *diagonal* with slope \( 1 \) that passes through \( x \). We define (see Figure 15.7)

\[
dl(x,I) = \begin{cases} 
 \min_{y \in \Delta_{x} \cap I} |d_{\infty}(x,y)| := |x - y|_{\infty} & \text{if } \Delta_{x} \cap I \neq \emptyset \\
+\infty & \text{otherwise}
\end{cases}
\]

In case \( \Delta_{x} \cap I \neq \emptyset \), define \( \pi_{I}(x) \), called the *projection point* of \( x \) on \( I \), to be the point \( y \in \Delta_{x} \cap I \) where \( \dl(x,I) = d_{\infty}(x,y) \).
Figure 15.6: Examples of a valid intersection and a invalid intersection.

Figure 15.7: $d = dl(x, I), y = \pi_I(x), d' = dl(x', L(I))$ (left); $d = dl(x, I)$ and $d' = dl(x', U(I))$ are defined on the left edge of $B(\mathbb{R}^2)$ (middle); $Q$ is $d'_{(M,N)}$- and $d_{(N,M)}$-trivializable (right).

Note that $\forall \alpha \in \mathbb{R}$, we have $\pm \infty + \alpha = \pm \infty$. Therefore, for $x \in V(\mathbb{R}^n)$, the line collapses to a single point. In that case, $dl(x, I) \neq +\infty$ if and only if $x \in I$, which means $\pi_I(x) = x$.

Notice that upper and lower boundaries of an interval are also intervals by definition. With this understanding, following properties of $dl$ are obvious from the above definition.

Fact 3.

(i) For any $x \in I_M$,

$$dl(x, U(I_M)) = \sup_{\delta \in \mathbb{R}} \{x + \delta \in I_M\} \quad \text{and} \quad dl(x, L(I_M)) = \sup_{\delta \in \mathbb{R}} \{x - \delta \in I_M\}.$$

(ii) Let $L = L(I_M)$ or $U(I_M)$ and let $x, x'$ be two points such that $\pi_L(x), \pi_L(x')$ both exist. If $x$ and $x'$ are on the same facet or the same diagonal line, then $|dl(x, L) - dl(x', L)| \leq d_\infty(x, x')$.

Set $VL(I) := V(I) \cap L(I), EL(I) := E(I) \cap L(I), VU(I) := V(I) \cap U(I)$, and $EU(I) := E(I) \cap U(I)$.

Proposition 10. For an intersection component $Q$ of $M$ and $N$ with interval $I$, the following conditions are equivalent:

1. $Q$ is $(M,N)$-valid.

2. $L(I) \subseteq L(I_M)$ and $U(I) \subseteq U(I_N)$.

3. $VL(I) \subseteq L(I_M)$ and $VU(I) \subseteq U(I_N)$.
Definition 21 (Trivializable intersection). Let $Q$ be a connected component of the intersection of two modules $M$ and $N$. For each point $x \in I_Q$, define
\[
d_{\text{triv}}^{(M,N)}(x) = \max\{d(x, U(I_M))/2, d(x, L(I_N))/2\}.
\]
For $\delta \geq 0$, we say a point $x$ is $\delta_{(M,N)}$-trivializable if $d_{\text{triv}}^{(M,N)}(x) < \delta$. We say an intersection component $Q$ is $\delta_{(M,N)}$-trivializable if each point in $I_Q$ is $\delta_{(M,N)}$-trivializable (Figure 15.7). We also denote $d_{\text{triv}}^{(M,N)}(I_Q) := \sup_{x \in I_Q} \{d_{\text{triv}}^{(M,N)}(x)\}$.

The following proposition discretizes the search for trivializability.

Proposition 11. An intersection component $Q$ is $\delta_{(M,N)}$-trivializable if and only if every vertex of $Q$ is $\delta_{(M,N)}$-trivializable.

Recall that for two modules to be $\delta$-interleaved, we need two families of linear maps satisfying both triangular commutativity and square commutativity. For a given $\delta$, Theorem 14 below provides criteria which ensure that such linear maps exist. In the algorithm, we then will make sure that these criteria are verified.

Given an interval module $M$ and the diagonal line $\Delta_x$ for any $x \in R^d$, there is a 1-parameter persistence module $M|_{\Delta_x}$ which is the functor restricted on the poset $\Delta_x$ as a subcategory of $R^d$. We call it a 1-dimensional slice of $M$ along $\Delta_x$. Define
\[
d^* = \inf_{x \in R^d} \{x \in R^d, M|_{\Delta_x}$ and $N|_{\Delta_x}$ are $\delta$-interleaved\}.
\]
Equivalently we have $d^* = \sup_{x \in R^d} \{d_I(M|_{\Delta_x}, N|_{\Delta_x})\}$. We have the following Proposition and Corollary from the equivalent definitions of $d^*$.

Proposition 12. For two interval modules $M, N$ and $\delta > d^* \in R^+$, there exist two families of linear maps $\phi = \{\phi_x : M_x \to N_{x+\delta}\}$ and $\psi = \{\psi_x : N_x \to M_{x+\delta}\}$ such that for each $x \in R^d$, the 1-dimensional slices $M|_{\Delta_x}$ and $N|_{\Delta_x}$ are $\delta$-interleaved by the linear maps $\phi|_{\Delta_x}$ and $\psi|_{\Delta_x}$.

Corollary 13. $d_I(M, N) \geq d^*$.

Theorem 14. For two interval modules $M$ and $N$, $d_I(M, N) \leq \delta$ if and only if the following two conditions are satisfied:

(i) $\delta \geq d^*$,

(ii) $\forall \delta' > \delta$, each intersection component of $M$ and $N_{\Delta_x}$ is either $(M, N_{\Delta_x})$-valid or $\delta_{(M,N,\Delta_x)}$-trivializable, and each intersection component of $M_{\Delta_x}$ and $N$ is either $(N, M_{\Delta_x})$-valid or $\delta_{(N,M,\Delta_x)}$-trivializable.

Proof. Note that $d_I(M, N) \leq \delta$ if and only if $\forall \delta' > \delta$, $M, N$ is $\delta'$-interleaved.

‘only if’ direction: Given $M$ and $N$ are $\delta$-interleaved. The part (i) follows from Corollary 13 directly. For part (ii), by definition of interleaving, $\forall \delta' > \delta$, we have two families of linear maps $\{\phi_x\}$ and $\{\psi_x\}$ which satisfy both triangular and square commutativities. Let the morphisms between the two persistence modules constituted by these two families of linear maps be $\phi = \{\phi_x\}$ and $\psi = \{\psi_x\}$ respectively. For each intersection component $Q$ of $M$ and $N_{\Delta_x}$ with interval
I := I_Q, consider the restriction φ|I. By Proposition 8, φ|I is constant, that is, φ|I ≡ 0 or 1. If φ|I ≡ 1, by Proposition 9, Q is (M, N→δ)-valid. If φ|I ≡ 0, by the triangular commutativity of φ, we have that ρ^M_{x→x+2δ} = ψ_{x+δ} ∘ φ_x = 0 for each point x ∈ I. That means x + 2δ ∉ I_M. By Fact 3(i), dl(x, U(I_M))/2 < δ’. Similarly, ρ^N_{x-δ→x+δ} = φ_x ∘ ψ_{x-δ} = 0 ⇒ x − δ ∉ I_N, which is the same as to say x − 2δ ∉ I_{N,δ’}. By Fact 3(i), dl(x, U(I_{N,δ’}))/2 < δ’. So ∀x ∈ I, we have d_{triv}(M, N, δ’)(x) < δ’. This means Q is δ’(M, N, δ’)-trivializable. Similar statement holds for intersection components of M→δ’ and N.

‘if’ direction: We construct two families of linear maps {φ_x}, {ψ_x} as follows: On the interval I := I_Q of each intersection component Q_i of M and N→δ’, set φ|x|I ≡ 1 if Q_i is (M, N→δ’)-valid and φ|x|I ≡ 0 otherwise. Set ψ|x|I ≡ 0 for all x not in the interval of any intersection component. Similarly, construct {ψ_x}. Note that, by Proposition 9, φ := {φ_x} is a morphism between M and N→δ’, and ψ := {ψ_x} is a morphism between N and M→δ’. Hence, they satisfy the square commutativity. We show that they also satisfy the triangular commutativity.

We claim that ∀x ∈ I_M, ρ^M_{x→x+2δ} ≡ 1 ⇒ x + 2δ ∈ I_N and similar statement holds for I_N. From condition that δ’ > δ ≥ δ* and by Proposition 12, we know that there exist two families of linear maps satisfying triangular commutativity everywhere, especially on the pair of 1-parameter persistence modules M|I_Δ and N|I_Δ. From triangular commutativity, we know that for ∀x ∈ I_M with ρ^M_{x→x+2δ} = 1, x + δ ∈ I_N since otherwise one cannot construct a δ-interleaving between M|I_Δ and N|I_Δ. So we get our claim.

Now for each x ∈ I_M with ρ^M_{x→x+2δ} = 1, we have dl(x, U(I_M))/2 ≥ δ’ by Fact 3, and x + 2δ ∈ I_N by our claim. This implies that x ∈ I_M ∩ I_{N,δ’} is a point in an interval of an intersection component Q_x of M, N→δ’ which is not δ’(M, N→δ’)-trivializable. Hence, it is (M, N→δ’)-valid by the assumption. So, by our construction of φ on valid intersection components, φ_x = 1. Symmetrically, we have that x + δ ∈ I_N ∩ I_{M,δ’} is a point in an interval of an intersection component of N and M→δ’ which is not δ’(N, M→δ’)-trivializable since dl(x + δ, L(I_M))/2 ≥ δ’. So by our construction of ψ on valid intersection components, ψ_{x+δ} = 1. Then, we have ρ^M_{x→x+2δ} = ψ_{x+δ} ∘ φ_x for every nonzero linear map ρ^M_{x→x+2δ}. The statement also holds for any nonzero linear map ρ^N_{x→x+2δ}. Therefore, the triangular commutativity holds. □

Note that the above proof provides a construction of the interleaving maps for any specific δ’ if it exists. Furthermore, the interleaving distance d_I(M, N) is the infimum of all δ’ satisfying the two conditions in the theorem, which means d_I(M, N) is the infimum of all δ’ ≥ δ* satisfying condition 2 in Theorem 14.

15.4.3 Algorithm to compute d_I for intervals

In practice, we cannot verify all those infinitely many values δ’ > δ*. But we propose a finite candidate set of potentially possible interleaving distance values and prove later that our final target, the interleaving distance, is always contained in this finite set. Surprisingly, the size of the candidate set is only O(n) with respect to the number of vertices for 2-parameter interval modules.

Based on our results, we propose a search algorithm for computing the interleaving distance d_I(M, N) for interval modules M and N.

**Definition 22** (Candidate set). For two interval modules M and N, and for each point x in I_M ∪ I_N,
let
\[
D(x) = \{d | (x, L(I_M)), d(x, L(I_N)), d(x, U(I_M)), d(x, U(I_N))\}
\]
and
\[
S = \{d | d \in D(x) \text{ or } 2d \in D(x) \text{ for some vertex } x \in V(I_M) \cup V(I_N)\}
\]
and
\[
S_{\geq \delta} = \{d | d \geq \delta, d \in S\}.
\]

**Algorithm 2** \textsc{Interleaving}$(I_M, I_N)$

**Input:**
$I_M$ and $I_N$ with $t$ vertices in total

**Output:**
$d_I(M, N)$

1: Compute the candidate set $S$ and let $\epsilon$ be the half of the smallest difference between any two numbers in $S$. /* $O(t)$ time */
2: Compute $\delta^*$; Let $\delta = \delta^*$. /* $O(t)$ time */
3: Let $\delta^* = \delta_0, \delta_1, \cdots, \delta_k$ be numbers in $S_{\geq \delta^*}$ in non-decreasing order. /* $O(t \log t)$ time */
4: $\ell := 0$; $u = k$;
5: while $\ell < u$ /* $O(\log t)$ probes */ do
6: $i := \lceil \frac{\ell + u}{2} \rceil$; $\delta := \delta_i$; $\delta^* := \delta + \epsilon$;
7: Compute intersections $\Omega := \{I_M \cap I_{N_{\leq \delta^*}}\} \cup \{I_N \cap I_{M_{\leq \delta^*}}\}$. /* $O(t)$ time */
8: if every $Q \in \Omega$ is valid or trivializable according to Theorem 14 /* $O(t)$ time */ then
9: $u := i$
10: end if
11: $\ell := i$
12: end while
13: Output $\delta$

In Algorithm 2: \textsc{Interleaving}, the following generic task of computing diagonal span is performed for several steps. Let $L$ and $U$ be any two chains of vertical and horizontal edges that are both $x$- and $y$-monotone. Assume that $L$ and $U$ have at most $t$ vertices. Then, for a set $X$ of $O(t)$ points in $L$, one can compute the intersection of $\Delta_x$ with $U$ for every $x \in X$ in $O(t)$ total time. The idea is to first compute by a binary search a point $x$ in $X$ so that $\Delta_x$ intersects $U$ if at all. Then, for other points in $X$, traverse from $x$ in both directions while searching for the intersections of the diagonal line with $U$ in lock steps.

Now we analyze the complexity of the algorithm \textsc{Interleaving}. The candidate set, by definition, has $O(t)$ values which can be computed in $O(t)$ time by the diagonal span procedure. By Proposition 15, $\delta^*$ is in $S$ and can be determined by computing the interleaving distances $d_I(M_{|\Delta_x}, N_{|\Delta_x})$ for modules indexed by diagonal lines passing through $O(t)$ vertices of $I_M$ and $I_N$. This can be done in $O(t)$ time by diagonal span procedure. Once we determine $\delta^*$, we perform a binary search (while loop) with $O(\log t)$ probes for $\delta = d_I(M, N)$ in the truncated set $S_{\geq \delta^*}$. to satisfy the first condition of Theorem 14. Intersections between two polygons $I_M$ and $I_N$ bounded by $x$- and $y$-monotone chains can be computed in $O(t)$ time by a simple traversal of the boundaries. The validity and trivializability of each intersection component can be determined in time
linear in the number of its vertices due to Proposition 10 and Proposition 11 respectively. Since
the total number of intersection points is $O(t)$, validity check takes $O(t)$ time in total. The check
for trivializability also takes $O(t)$ time if one uses the diagonal span procedure. So the total time
complexity of the algorithm is $O(t \log t)$.

Proposition 15 below says that $\delta^*$ is determined by a vertex in $I_M$ or $I_N$ and $\delta^* \in S$.

**Proposition 15.** (i) $\delta^* = \max_{x \in V(I_M) \cup V(I_N)} \{d_I(M_{\Delta x}, N_{\Delta x})\}$, (ii) $\delta^* \in S$.

The correctness of the algorithm **INTERLEAVING** already follows from Theorem 14 as long as
the candidate set contains the distance $d_I(M, N)$. This is indeed true as shown in [15].

**Theorem 16.** $d_I(M, N) \in S$.

**Remark 1.** Our main theorem and algorithm consider the persistence modules defined on $\mathbb{R}^2$. For
a persistence module defined on a finite or discrete poset like $\mathbb{Z}^2$, one can extend it to a persistence
module $M$ on $\mathbb{R}^2$ to apply our theorem and algorithm. This extension is achieved by assuming
that all morphisms outside the given persistence module are isomorphisms and $M\rightarrow_{\rightarrow_{\rightarrow}} = 0$ if it
is not given otherwise. The reader can draw the analogy between this extension and the one we
had for 1-parameter persistence modules.

### 15.5 Notes and Exercises

We already mentioned earlier that for 1-parameter persistence modules, Chazal et al. [11] showed
that the bottleneck distance is bounded from above by the interleaving distance $d_I$; see also [5, 7,
14] for further generalizations. Lesnick [21] established the isometry theorem which showed that
indeed $d_I = d_b$. Consequently, $d_I$ for 1-parameter persistence modules can be computed exactly
by efficient algorithms known for computing $d_b$.

Lesnick defined the interleaving distance for multiparameter persistence modules, and proved
its stability and universality [21]. Specifically, he established that interleaving distance between
persistence modules is the best discriminating distance between modules having the property of
stability. It is straightforward to observe that $d_I \leq d_b$. For some special cases, results in the
reverse direction exist. Botnan and Lesnick [6] proved that, for the special class of 2-parameter
persistence modules, called block decomposable modules, $d_b \leq 5d_I$. The support of each inde-
composable in such modules consists of the intersection of a bounded or unbounded axis-parallel
rectangle with the upper halfplane supported by the diagonal line $x_1 = x_2$. Bjerkevic [3] im-
proved this result to $d_b \leq d_I$ thereby extending the isometry theorem $d_I = d_b$ to 2-parameter
block decomposable persistence modules.

Interestingly, a zigzag persistence module can be mapped to a block decomposable mod-
ule [6]. Therefore, one can define an interleaving and a bottleneck distance between two zigzag
persistence modules by the same distances on their respective block decomposable modules.
Suppose that $M_1$ and $M_2$ denote the block decomposable modules corresponding to two zigzag
filtration $\mathcal{F}_1$ and $\mathcal{F}_2$ respectively. Bjerkevic’s result implies that $d_b(Dgm_\mu(\mathcal{F}_1), Dgm_\mu(\mathcal{F}_2)) \leq
2d_b(M_1, M_2) = 2d_I(M_1, M_2)$. The factor of 2 comes due to the difference between how distances
to a null module are computed in 1-parameter and 2-parameter cases. It is important to note that
the bottleneck distance $d_b$ for persistence diagrams here takes into account the types of the bars as
described for zigzag modules. This means, while matching the bars for computing this distance, only bars of similar types are matched.

A similar conclusion can also be derived for the bottleneck distance between the levelset persistence diagrams of Reeb graphs. Mapping the 0-th levelset zigzag modules \( Z_f, Z_g \) of two Reeb graphs \((\mathbb{F}, f)\) and \((\mathbb{G}, g)\) to block decomposable modules \( M_f \) and \( M_g \) respectively, one gets that \( d_b(\text{Dgm}_0(Z_f), \text{Dgm}_0(Z_g)) \leq 2d_b(M_f, M_g) = 2d_I(M_f, M_g) \). The interleaving distance \( d_I(M_f, M_g) \) between block decomposable modules is bounded from above (not necessarily equal) by the interleaving distance between Reeb graphs as mentioned in earlier chapter for Reeb graphs, that is, \( d_I(M_f, M_g) \leq d_I(\mathbb{F}, \mathbb{G}) \).

Bjerkevic also extended his result to rectangle decomposable \( d \)-parameter modules (indecomposables are supported on bounded or unbounded rectangles). Specifically, he showed that \( d_b \leq (2d - 1)d_I \) for rectangle decomposable \( d \)-parameter modules and \( d_b \leq (d - 1)d_I \) for free \( d \)-parameter modules. He gave an example for exactness of this bound when \( d = 2 \).

Multiparameter matching distance \( d_m \) introduced in [9] provides a lower bound to interleaving distance \([20]\). This matching distance can be approximated within any error threshold by algorithms proposed in [2, 10]. But, it cannot provide an upper bound like \( d_b \). The algorithm for computing \( d_m \) exactly as presented in Section 15.3 is taken from [17]. The complexity of this algorithm is rather high. To address this issue, an approximation algorithm with better time complexity has been proposed in [18] which builds on the result in [2].

For free, block, rectangle, and triangular decomposable modules, one can compute \( d_b \) by computing pairwise interleaving distances between indecomposables in constant time because they have a description of constant complexity. Due to the results mentioned earlier, \( d_I \) can be estimated within a constant or dimension-dependent factors by computing \( d_b \) for these modules. On the other hand, Botnan and Lesnick [6] observed that even for interval decomposable modules, \( d_b \) cannot approximate \( d_I \) by any constant factor approximation.

Botnan et al. [4] showed that computing interleaving distance for 2-parameter interval decomposable persistence modules as considered in this chapter is NP-hard. Worse, it cannot be approximated within a factor of 3 in polynomial time. In this context, the fact that \( d_b \) does not approximate \( d_I \) within any factor for 2-parameter interval decomposable modules [6] turns out to be a boon in disguise because otherwise a polynomial time algorithm for computing it by the algorithm as presented in Section 15.4 would not have existed. This algorithm is taken from [15] whose extension to the multiparameter persistence modules is available on arxiv.

Exercises

1. Show that \( d_I \) and \( d_b \) are pseudo-metrics on the space of finitely generated multiparameter persistence modules. Show that if the grades of generators and relations of the modules do not coincide, both become metrics.

2. Prove \( d_I \leq d_b \) and \( d_m \leq d_I \).

3. Prove Fact 1 for point-line duality.

4. The algorithm \texttt{MarchDist} computes \( d_m \) is \( O(n^{11}) \) time. Design an algorithm for computing \( d_m \) that runs in \( o(n^{11}) \) time.
5. Consider the matching distance $d_m$ between two interval modules. Compute $d_m$ in this case in $O(n^4)$ time.


7. For two points $x, y \in \mathbb{R}^2$, the $\ell_\infty$ distance between $x, y$ is given by $\ell_\infty(x, y) = \max\{x_1 - y_1, x_2 - y_2\}$. Given a non-negative real $\delta \geq 0$, we can define an $\ell_\infty \delta$-ball centered at a point $x \in \mathbb{R}^2$ as $\square_\delta(x) = \{x' \in \mathbb{R}^2 : \ell_\infty(x, x') \leq \delta\}$. We can further extend this idea to a set $I \in \mathbb{R}^2$ as $I^{+\delta} = \bigcup_{x \in I} \square_\delta(x)$, which is the union of all $\ell_\infty \delta$-balls centered at all points in $I$. For two intervals $I, J \subset \mathbb{R}^2$, the $\ell_\infty$ Hausdorff distance is defined as $d_H(I, J) = \inf_\delta\{|I \subseteq J^{+\delta}, J \subseteq I^{+\delta}\}$. Show that:

(a) For two interval modules $M$ and $N$, we have $d_I(M, N) \leq d_H(I_M, I_N)$.

(b) $d_I(M, N) \leq d_H(I_M, I_N)$ strictly.

(Hint: show that $d_H(I_M, I_N) \geq \delta^*$ and $\forall \delta \leq d_H(I_M, I_N)$ each intersection component between $M, N_{\rightarrow\delta}$, and between $N, M_{\rightarrow\delta}$ is valid.)
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