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Preface

The subject of this book is the approximation of curves in two dimen-
sions and surfaces in three dimensions from a set of sample points. This
problem, called reconstruction, appears in various engineering applications
and scientific studies. What is special about the problem is that it offers
an application where mathematical disciplines such as differential geometry
and topology interact with computational disciplines such as discrete and
computational geometry. One of my goals in writing this book has been
to collect and disseminate the results obtained by this confluence. The re-
search on geometry and topology of shapes in the discrete setting has gained
a momentum through the study of the reconstruction problem. This book,
I hope, will serve as a prelude to this exciting new line of research.

To maintain the focus and brevity I chose a few algorithms that have
provable guarantees. It happens to be, though quite naturally, they all use
the well known data structures of the Voronoi diagram and the Delaunay tri-
angulation. Actually, these discrete geometric data structures offer discrete
counterparts to many of the geometric and topological properties of shapes.
Naturally, the Voronoi and Delaunay diagrams have been a common thread
for the materials in the book.

This book originated from the class notes of a seminar course “Sample
Based Geometric Modeling" that I taught for four years at the graduate level
in the computer science department of The Ohio State University. Graduate
students entering or doing research in geometric modeling, computational
geometry, computer graphics, computer vision and any other field involving
computations on geometric shapes should benefit from this book. Also, the
teachers in these areas should find this book helpful in introducing mate-
rials from differential geometry, topology, and discrete and computational
geometry. I have made efforts to explain the concepts intuitively whenever
needed, but retained the mathematical rigor in presenting the results. Lem-
mas and theorems have been used to state the results precisely. Most of
them are equipped with proofs that bring out the insights. For most parts,
the materials are self-explanatory. A motivated graduate student should be
able to grasp the concepts through a careful reading. The exercises are set
to stimulate innovative thoughts and the readers are strongly urged to solve
them as they read along.

The first chaper describes the necessary basic concepts in topology, De-
launay and Voronoi diagrams, local feature size and e-sampling of curves



and surfaces. The second chapter is devoted to curve reconstruction in
two dimensions. Some general results based on e-sampling are presented
first followed by two algorithms and their proofs of correctness. Chapter
three presents results connecting surface geometries and topologies with e-
sampling. For example, it is shown that the normals and the topology of the
surface can be recovered from the samples as long as the input is sufficiently
dense. Based on these results, an algorithm for surface reconstruction is
described in chapter four with its proofs of guarantees. Chapter five con-
tains results on undersampling. It presents a modification of the algorithm
presented in chapter four. Chapter six is on computing watertight surfaces.
Two algorithms are described for the problem. Chapter seven introduces
the case where sampling is corrupted by noise. It is shown that, under a
reasonable noise model, the normals and the medial axis of a surface can
still be approximated from a noisy input. Using these results a reconstruc-
tion method for noisy samples is presented in chapter eight. The results in
chapter seven are also used in chapter nine where a method to smooth out
the noise is described. This smoothing is achieved by projecting the points
on an implicit surface defined with a variation of the least squares method.
Chapter ten, the last one, is devoted to reconstruction algorithms based on
Morse theoretic ideas. Discretization of Morse theory using Voronoi and
Delaunay diagrams is the focus of this chapter.

A book is not created in isolation. I am indebted to many people without
whose work and help, this book would not be a reality. First, my sincere
gratitude goes to Nina Amenta, Dominique Attali, Marshall Bern, Jean-
Daniel Boissonnat, Frederic Cazals, Frédéric Chazal, Siu-Wing Cheng, Her-
bert Edelsbrunner, David Eppstein, Joachim Giesen, Ravi Kolluri, André
Lieutier and Edgar Ramos whose beautiful work have inspired writing this
book. I thank my students Samrat Goswami, James Hudson, Jian Sun,
Tathagata Ray, Hyuckje Woo, Wulue Zhao and Luke Molnar for implement-
ing and experimenting with various reconstruction algorithms which pro-
vided new insights into the problem. Special mention is due for the CGAL
project that offered a beautiful platform for these experiments. Joachim
Giesen, Joshua Levine and Jian Sun did an excellent job giving me the feed-
back on their experiences in reading through the drafts of various chapters.
Rephael Wenger, my colleague at the Ohio State, provided many valuable
comments about the book and detected errors in early drafts.

Last but not the least, I thank my other half, Kajari Dey, and our children
Soumi Dey (Rumpa) and Sounak Dey (Raja) who suffered for diminished
family attention while writing this book, but still provided their unfailing
selfless support. Truly, their emotional support and encouragement kept me



engaged with the book for more than four years.
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