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Abstract

We study the problem of scheduling I/O requests for tertiary storage libraries to improve performance. The focus is on scheduling policies that process all requests on a loaded medium before unloading it. For single drive settings an efficient algorithm that produces optimal schedules is developed. For multiple drives the problem is shown to be NP-Complete. Efficient and effective heuristics are presented for the multiple drives case. The scheduling policies developed achieve significant performance gains over more naive first come first serve policies. The study is general enough to be applicable to any storage library handling removable media, such as tapes or optical disks.

1 Introduction

With the recent improvements in network and processor speeds, several data intensive applications have become more feasible than ever before. Examples of such applications include digital libraries, data warehousing, data mining, large scale scientific modeling and other multimedia applications. These applications are characterized by very large computational and storage requirements. In the present commercial setting and in the foreseeable future, the only practical solution for storing such large volumes of data is tertiary storage. Although tertiary storage, in particular magnetic tape, has historically been used primarily for archival or backup purposes, the exploding storage requirements and the higher cost of secondary storage are forcing computer architects and designers to re-evaluate the role of tertiary storage.

Commercially available automatic tape and disk libraries or juke boxes provide automated access to large amounts of tertiary storage. These libraries can hold hundreds or thousands of media. Throughout this paper we will use the term medium to refer to a tertiary storage unit such as a magnetic or optical tape or an optical or magneto-optical disk. A library typically has a small number of read/write drives and a few robot arms that load and unload media to and from these drives. Upon receiving a request, the robots will load the desired medium onto one of the drives (if there is already a medium loaded on the drive - it may need to be rewound in the case of tapes, ejected and replaced onto the shelf). The drive then loads the new medium, seeks to the requested location and then performs the I/O. The time required to switch a medium on a drive is usually of the order of a few seconds, and the time required to seek an entire medium may vary significantly. Typically, for optical disks the seek time is much smaller than the switch time while in the case of tapes the seek time may dominate the switch time. For example, the SONY OSL-2001 juke box can switch optical disks in about 5 seconds and the average seek time for optical disks is 28 - 40 milliseconds. The DLT4700 mini tape library has a load/unload cycle of 29 seconds and the average seek time is about 68 seconds. Processors, on the other hand, are many orders of magnitude faster than these switch and seek times. These differences in speed make it desirable to determine an optimal order of execution for a set of tertiary storage requests.

We study the problem of scheduling I/O requests for robotic libraries to improve performance. Although tapes and optical disks, the two leading tertiary storage technologies today, differ significantly in their access characteristics (one is sequential and the other is random access) our study is general enough to be applicable to both. The rest of this paper is organized as follows. Section 2 describes the problem
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and related work. Section 3 derives an optimal solution for the problem of scheduling on a single drive. In Section 4 the more general problem of scheduling with multiple drives is shown to be NP-Complete. In Section 5 the performance of the optimal and heuristic solutions for the scheduling problems is analyzed using simulation. Section 6 concludes the paper.

2 Problem description

The tertiary scheduling problem can be formally described as follows:

Definition 1 Given a set of media, $S$, a number of drives, $d$, a number of robotic arms, $A$, a set of requests, $R$, each request $r \in R$ consisting of a medium number, a start block, a number of blocks and a read/write flag, what is the best schedule for serving these requests such that the average waiting time for all requests is minimized.

Note that there are many options for the choice of the optimization function [8]. We have chosen the average waiting time because the major concern for tertiary library performance is the high access latency. Thus reducing the latency (waiting time) seen by each request is important. It is assumed that requests do not span more than one medium. Such requests can be broken into multiple independent requests for single media.

The problem of task or job scheduling has been extensively studied in the literature [6, 8]. The problem of robotic library scheduling however, is not addressed by any of the existing studies. If the optimization function considered is the makespan or total time to service all requests, then the scheduling problem is very similar to the well known Traveling Salesperson Problem. However, this is not the case when considering the average waiting time, as in our problem.

Recent work on tape scheduling [3, 4] has studied efficient processing schedules for I/O requests for single tapes. In [3], Hillyer and Silberschatz have analyzed algorithms for scheduling batched requests for a single serpentine tape that is loaded on the drive. Li and Orji [4] have studied efficient scheduling policies for linear tapes. Both these studies do not consider scheduling requests for more than one medium. Work has also been done on optimizing the performance of relational database management systems that incorporate tertiary storage [7, 12].

It has been shown that I/O traffic is bursty [11], i.e., a large number of requests arrive together followed by a long period during which no more requests arrive. Under these settings, the scheduling problem can be simplified by considering the requests in each burst independently. Further, it can be assumed that these requests arrive together, and thus the problem can be viewed as off-line scheduling with requests arriving together rather than online scheduling with requests arriving continuously. This technique has also been used for studying disk scheduling policies [1].

For robotic library scheduling there are two contradictory factors that come into play: reducing seek and switching costs by scheduling requests for the medium that is currently loaded onto a drive versus servicing short seek requests on other media before servicing requests which require large seeks on the currently loaded medium. The importance of the two factors is determined by the relative values of the switch and seek times. If the switch time is large compared to the expected or average seek time, as is the case for all optical disk and most tape systems, then it is unlikely that switching to a new medium before servicing all requests on the currently loaded medium will be beneficial. On the other hand, if the switch time is small compared to expected or average seek times, which is true for some tape systems, then switching media without servicing all requests and then later returning to service the remaining requests may result in lower waiting times. There are therefore two avenues along which the scheduling problem can be studied. The first, which we call Full Medium scheduling, considers only those scheduling policies that service all requests for a loaded medium before unloading it. The second, which we call Partial Medium scheduling, considers schedules that may unload a medium without servicing all the requests for the medium and then reloading the same medium to service the remaining requests after servicing requests on other media. In [9], we show that minimal gains are achieved by allowing extra media switching. In this paper we perform a complete study of the Full Medium scheduling problem.

3 Scheduling on a single drive

We begin by studying the problem of Full Medium scheduling for a single drive. For this version, the problem simplifies to determining the order in which the media are loaded onto the drive. This is because the minimum number of switches are made when each medium (for which there are requests) is loaded only once. When a given medium is loaded, all requests for that medium are serviced before it is ejected from the drive.

3.1 Optimization function

In order to understand the factors involved in the scheduling problem, we derive an expression for the average waiting time. All requests are assumed to arrive at the same time. The average waiting time is sim-
ply the total waiting time for all requests divided by
the number of requests. Consequently, for any given set of requests, minimizing the average waiting time is the same as minimizing the total waiting time. In the remainder of the paper we use the total waiting time instead of the average waiting time since both re
clect the same optimization function. Since all items
arrive together (at time 0), we define the optimization function as follows:

**Definition 2** The total waiting time for a schedule of
n requests is the sum of the waiting time of all requests.
The waiting time for a request is the time (since ar-
rival) at which the data transfer begins.

The goal of our scheduling policies will therefore be
to minimize the value of the total waiting time. The
ordering of the media refers to the sequence in which
they are loaded onto the drive. Throughout the pa-
er, n₁ denotes the number of requests for medium ₁,
m is the number of media with requests and T is the
time required to switch a medium. The switch time
is the sum of the times to eject the currently loaded
medium, the robot to pick the ejected medium, place
it on shelf, move to the next medium, put the new
medium into the drive and the drive to load the new
medium (we assume that this time is constant, in-
dependent of the location of the drive or medium, as
given in most product specifications). An expression
for the total waiting time is given by Equation 1.

\[ W = \sum_{i=1}^{m} \left( C_i + T \cdot i \cdot n_i + n_i \sum_{j=1}^{i} P_j \right) \]  

(1)

The total waiting time for all requests can be viewed
as consisting of three components for each medium.
The first component, Cᵢ, is the waiting time incurred
by requests for the i-th medium once it has been loaded
onto the drive. This time is independent of the order
in which the media are loaded. The second compo-
nent, T × i × nᵢ, is the waiting time for requests of the
i-th medium due to the media switches that precede
medium i. This time is the same for all requests on
medium i and is dependent only on the ordinal posi-
tion of the medium in the scheduling order. The third
component, nᵢ \( \sum_{j=1}^{i-1} P_j \), is the waiting time due to
the processing of the requests on the preceding media (Pᵢ
is the processing time for the k-th medium, and is in-
dependent of the loading schedule). It is the same for
each request of a given medium and is equal to the
sum of the processing times for the preceding media.

### 3.2 Optimal solution

We now present an algorithm that determines an
optimal schedule for a single drive. The proof of opti-
mality of this schedule is available in [10].

**Theorem 1** Any schedule of n media which satisfies
the following equation is optimal:

\[ \forall i \leq m, \quad \frac{n_i}{T + P_i} \geq \frac{n_{i+1}}{T + P_{i+1}} \]

Finding an optimal solution for full medium schedule-
ing on a single drive is therefore reduced to the prob-
lem of sorting the media in non-increasing order of the
ratio of number of requests to the sum of the process-
ing time and the switch time. This is easily accom-
plished by using any efficient sorting algorithm, such as
**quicksort**. The time complexity for determining the
optimal order is therefore \( O(N + m \log m) \), where
N is the number of requests and m is the number of me-
dia with requests. The \( O(N) \) component is the time
required to estimate the processing time, \( P_i \) for each
tape, for which the seek and transfer times for every
request have to be determined. Note that we are as-
suming that the time to estimate the seek and transfer-
times for each request is constant. Note also that
the order of processing of requests for a given medium is
not restricted, i.e., any order can be used. This order
can be as simple as the order of the block numbers
for linear tapes or more complex such as those sug-
gested by Hillyer and Silberschatz in [3] for serpentine
tapes or any disk scheduling policy for optical disks.
For medium scheduling it is necessary only to be able
to determine the seek and transfer times for each re-
quest. We have not made any assumptions about the
seek function or transfer rates for the media either
(they can be arbitrarily distributed) we only require
good estimates of the actual times to determine an
optimal schedule.

### 4 Multiple drives

We now consider the scheduling problem in the
presence of more than one drive. For the multiple
drive case, the total waiting time can be viewed as the
sum of the waiting times for each of the drives. For
each drive, Equation 1, developed in Section 3 gives
the total waiting times. The total waiting time for all
requests processed on a single drive can be generalized
from Equation 1. Assuming d drives, the total waiting
time for all drives can be written as:

\[ W = K + \sum_{k=1}^{d} \sum_{i=1}^{m_k} \left( n_i \sum_{j=1}^{i-1} (P_j + T) \right) \]

(2)

where the superscript \( k \) identifies the drive, and \( K = \sum_{k=1}^{d} \sum_{i=1}^{m_k} (C_i + T \cdot n_i) \) is a constant independent
of the assignment of media to drives or the order of
processing of media on drives.
We note that the problem of minimizing the total waiting time is the same as the problem of minimizing the total completion time. The only difference between the two measures is a constant amount, equal to the sum of the transfer times for all the requests. Since this amount is independent of the order of processing, we can say that the total completion time, $W'$, for all requests is given by

$$W' = K' + \sum_{i=1}^{d} \sum_{j=1}^{m_i} \left( n_i^j \sum_{k=1}^{i} (P_i^k + T) \right)$$  \hspace{1cm} (3)$$

where $K'$ is a constant independent of the schedule.

**Theorem 2** The problem of multivolume full medium scheduling is NP-Complete.

The proof of Theorem 2 is presented in [10].

5 **Heuristics and simulation results**

In this section we present simulation results to validate the theoretical results discussed in the earlier sections. We begin by describing the experimental setup used for the simulations. Next the benefits of Full Medium scheduling are presented. These are followed by the experiments with single and multiple drive settings.

5.1 **Experimental setup**

The algorithms were evaluated using an event driven simulator for robotic libraries developed using CSIM [13], a simulation library package. A simulation model of a general robotic library consisting of a variable number of drives, robot arms and media has been developed. The numbers of each of these is configurable. The performance of the drives and robot arms and the characteristics of the media are also configurable. Table 1 lists some of the parameters that can be adjusted for the model. The model mimics an actual robotic library. The drives operate independently of each other, except that they share the robot arms to pick and put media.

Experiments were conducted with both single and multiple drive settings. Two sets of input request patterns were used for our experiments. The first set consisted of requests distributed randomly across all the media in the library. The second set consisted of a skewed “hot-cold” distribution where 80% of the tapes were accessed 20% of the time and the remaining 20% of the tapes were accessed 80% of the time. All requests generated were of the same size, 5 blocks, where a block is 512 KB. For each experiment, the number of tapes was varied from 10 to 100, and the number of requests was always set to be ten times the number of tapes, e.g., for 20 tapes, we generated 200 requests. The values of the model parameters used for the experiments are shown in Table 1. These are based on the Exabyte EXB-480 Tape Library configured with Exabyte EXB Mammoth drives [2].

5.2 **Validation of Full Medium scheduling**

In order to validate our hypothesis that Full Medium scheduling is beneficial, we conducted experiments to compare the performance of variants of the naive First Come First Serve (FCFS) policy. Three versions of FCFS algorithms were examined. The first, called FCFS, schedules requests in the order in which they are received. Note that even though we assume that the arrival time for all requests is the same for the purposes of our waiting time derivation, we do have the notion of ordered arrival. The reason for this is that the order of magnitude of the average waiting time for tertiary storage devices is a few tens or hundreds of seconds, whereas the requests will arrive within a few milliseconds of each other due to the I/O burst. The second variation, called FCFS-II, is a full medium scheduling algorithm which determines the order of media according to the order of the requests. That is, the first medium is the one on which the first request is located, the second medium is the one on which the earliest request not for the first medium is located, and so on. FCFS-III serves all requests on a given medium before ejecting the medium, however it serves these requests in the order in which they arrive. The third algorithm, called FCFS-III, optimizes over FCFS-II by processing the requests on a given medium in a more efficient manner - in the order of ascending tape blocks. The results for single drive and multiple drives were very similar and therefore only the results for the multiple drive setting are shown. Figure 1 shows the performance of the three FCFS policies with the hot-cold request patterns. The results for the random distribution were similar and are there-

<table>
<thead>
<tr>
<th><strong>Parameter</strong></th>
<th><strong>Value</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Drives</td>
<td>1 or 4</td>
</tr>
<tr>
<td>Number of Robotic arms</td>
<td>1</td>
</tr>
<tr>
<td>Number of media in the library</td>
<td>10-100</td>
</tr>
<tr>
<td>Number of requests</td>
<td>100-1000</td>
</tr>
<tr>
<td>Time to remove medium from drive</td>
<td>10 sec</td>
</tr>
<tr>
<td>Time to place medium on drive</td>
<td>10 sec</td>
</tr>
<tr>
<td>Time to move between media</td>
<td>2 sec</td>
</tr>
<tr>
<td>Seek(Rewind) overhead (sec)</td>
<td>0.1 (0.1) sec</td>
</tr>
<tr>
<td>Seek(Rewind) rate (MB/s)</td>
<td>180 (193) MB/s</td>
</tr>
<tr>
<td>Transfer rate of the drive (MB/s)</td>
<td>3 MB/s</td>
</tr>
<tr>
<td>Time to eject a medium (sec)</td>
<td>8 sec</td>
</tr>
<tr>
<td>Time to load a medium (sec)</td>
<td>10 sec</td>
</tr>
</tbody>
</table>

Table 1: Table of Model Parameters
fore not shown [10]. It can be observed that the algorithms that service all requests for the loaded medium before those for other media (FCFS II and FCFS III) reduce the average waiting time for requests significantly. Reordering the requests for a given medium results in even further reductions in the average waiting time (FCFS II versus FCFS III). This confirms our hypothesis that Full Medium scheduling is beneficial even though it may not be optimal. It is important to note that these experiments were based upon data for tape libraries for which the seek time dominates the switch time. Hence, we expect that Full Medium scheduling will result in even greater gains when the switch time dominates the seek time such as optical disk libraries.

Figure 1: Variations of FCFS for multiple drives with Hot-Cold distribution

5.3 Experimental results

For a single drive, we have shown that an optimal algorithm exists. The algorithm, which we call OPT, schedules media in non-increasing order of the ratio of number of requests to the sum of the processing time and the switch time. Although the optimal algorithm for single drives, OPT, is simple – it requires knowledge of the processing time for each medium, it may not always be possible to determine this time. For example, the scheduling algorithm for requests on a given medium may not be known or the exact layout of the data on the medium may not be known. In the absence of such information, we propose the following heuristic: Schedule the media in the order of non-increasing number of requests. This heuristic, which we call Number, does not guarantee optimal solutions but is very easy to implement as it requires no knowledge of the processing or switch times. Several experiments were conducted to evaluate the effectiveness of this heuristic. It was observed that the heuristic performs very well and is within 1% of the optimal [10]. It should also be noted that OPT and Number perform better than FCFS III which does not reorder the media.

For multiple drive scheduling no efficient optimal solution was found. Given the difficulty of scheduling on multiple drives, we look for approximate solutions that give reasonable performance. The simple algorithm, OPT, that generates an optimal solution for the single drive case (order tapes in non-increasing order of the ratio of number of requests to the sum of the processing time and switch time) does not guarantee optimal results for the multiple drive case. An analogous algorithm for the minimum weighted completion time problem (MWCT) is guaranteed to produce a solution that is within \((1+\sqrt{2})/2\) (approximately within 20%) of the optimal [8]. This bound does not necessarily hold for the multiple drive problem due to the other constant factors in the cost. Given its good performance guarantee for the MWCT problem, we evaluated this algorithm for the multiple drive problem.

We also evaluated the simpler heuristic based solely on the number of requests per medium, Number.

Since no efficient optimal algorithm was developed for the multiple drive case, we used a brute force algorithm to generate the optimal solution for the purpose of comparison. Given a set of \(m\) media and \(d\) drives, there are \(d^m\) different allocations of media to drives. Given a set of media to be processed on a drive, the optimal schedule of these media can be determined using OPT, the optimal algorithm for single drives. Therefore, for each allocation of media to drives, we can determine an optimal schedule. The optimal schedule for the multiple drives is taken to be the allocation with the least average waiting time. Since determining the optimal schedule requires exponential running time, we were limited to small numbers of tapes. Several experiments were conducted with 10 tapes using both request distributions to compare the performance of OPT and the brute force algorithm. With 10 tapes, we found that the OPT algorithm for single drives performs surprisingly well in the multiple drive setting as well. In most cases, OPT produces schedules that are within 1% of the brute force algorithm for multiple drives. The performance of the simpler Number heuristic was compared with that of OPT for larger numbers of tapes with multiple drives. The results for the random and the hot-cold distribution, which are very similar to those for a single drive, are shown in Figure 2. It can be seen that the Number heuristic generates solutions that are very close to those produced by OPT. As for the single drive case, both OPT and Number perform better that FCFS III with multiple
drives. Moreover, in all our experiments with single as well as multiple drives, we observed that the OPT algorithm achieved an average of 85% (random distribution) and 94% (hot-cold distribution) reduction in the average waiting times over the FCFS policy. It is interesting to note that despite the inefficiency of the naive FCFS policy, it is used in commercial systems [3].

6 Conclusion
We have investigated the problem of efficient I/O scheduling for tertiary libraries. The focus of the study has been on scheduling policies that do not switch media before servicing all requests for the loaded medium, (Full Medium scheduling policies). We have developed optimal (for a single drive) and near optimal solutions for the scheduling of I/O requests for robotic libraries. The algorithms are efficient, simple to implement and achieve significant improvements (85% - 94% for our workload) over the naive FCFS policy. They make no restrictions on the requests, the distribution of these requests, the seek or rewind times for the drives or the switch time for the library. Most importantly, the algorithms are applicable to any storage library that handles removable media, such as tapes or optical disks.
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