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Abstract
We propose DDLoader, a system that embeds information
about data partitioning and data distribution in distributed
file systems using a metaprogramming framework.We demo-
nstrate that this technique has practical benefits for building
applications that interact with distributed file system applica-
tions. By using metaprogramming, we bring the traditional
benefits of staging, such as partial evaluation to the domain
of distributed file system access. Furthermore, this approach
also fuses the data access code with the computation code,
allowing end-to-end optimization. We test our framework
on a real-world use case and show that this approach allows
users to generate code that performs faster than traditional
data loading by up to 12.56x on a single thread and even
more when parallelized.

CCS Concepts: • Software and its engineering→ Source
code generation.
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1 Introduction
Modern distributed file systems partition and replicate data
amongst a cluster of participating nodes to enable process-
ing of larger-than-memory datasets and to provide fault
tolerance. Typically, these systems maintain designated co-
ordinator nodes that track the state of the cluster and route
user operations to the nodes holding the requested data.
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One way to improve performance in this scenario is to pro-
vide the client with the cluster topology and data distribution
information so that they can bypass the designated coordi-
nator and directly access the data. Loading the files from the
underlying file system instead of having to go through high
level APIs can lead to significantly better performance.While
these might cause concerns due to missing added benefits
provided by these high level APIs such as fault tolerance,
this is useful for systems where fault tolerance is infrequent,
and in the rare case that it does happen, the computation
can be restarted.

In this paper, we propose a system, DDLoader, that embeds
the information about the data distribution into the language
using the Lightweight Modular Staging[17] metaprogram-
ming framework for Scala. Multi-stage programming tech-
niques allow developers to build applications while delegat-
ing the task of generating low-level file loading details to the
generated code. This hides the implementation details of the
underlying distributed file system while retaining the perfor-
mance of handwritten examples. Further, metaprogramming
erases the distinction between the data loading and data
processing phases of the applications typically built over dis-
tributed file systems, allowing whole program optimization,
which was not possible previously.

DDLoader presents a Scala frontend to the user while
generating low-level C code that bypasses a distributed file
system’s API abstractions to load data directly from the na-
tive file system. This abstracts the distributed file system
information away from the user while retaining the perfor-
mance of handwritten examples designed to operate over
the file optimally. Even though DDLoader is implemented in
Scala and LMS, the ideas can be generalized to other metapro-
gramming frameworks in both Scala (Squid [13, 14], Scala 3
[23]) and other languages (BuildIt [4], MetaOCaml [10]).

In traditional systems like Apache Spark that can load files
from a non-native file system such as the Hadoop Distributed
File System (HDFS) [21], the data loading and computation
are distinct and independent parts of the system architecture
(Figure 1a). DDLoader can query the file system information
and generates a unified executable that removes the bound-
ary between the workers and the Datanodes (Figure 1b);
thereby loading files faster than an overarching system that
uses Hadoop’s API abstractions. HDFS’ file system itself han-
dles part of fault tolerance by replicating a block on different
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Figure 1. Example of a class of systems which could benefit from techniques discussed in this paper

nodes, and only the paths to blocks on live nodes would be
returned by DDLoader.

This paper makes the following contributions:
• We discuss the implementation of our new system,
DDLoader, that is aware of HDFS’ architecture at stag-
ing time and utilizes multi-stage programming tech-
niques to embed the information of the underlying
distributed file system in the Scala language using
LMS (Section 3).

• We demonstrate that DDLoader can operate on files up
to 12.56x faster compared to the available HDFS APIs
on a single core andmore when parallelized (Section 4).

Systems like Flare [9] have explored using metaprogram-
ming to accelerate data processing, but such systems still
need to load data through default abstractions such as ones
provided by HDFS. By accelerating the data access layer us-
ing a system such as DDLoader, this abstraction boundary
goes away, yielding potential performance benefits.

2 Background
2.1 Hadoop Distributed File System
HDFS is a distributed file system that is designed to store
extremely large datasets. In an HDFS cluster, there is a single

Namenode and multiple Datanodes (Figure 1a). The Namen-
ode contains metadata that keeps track of how the data is
split and stored in blocks across the Datanodes. The Namen-
ode receives instructions from user processes and uses them
to make decisions about allocating read and write operations
to specific Datanodes. The Namenode itself does not operate
on the data and instead instructs the Datanodes to move the
data if required and perform all of the computation.
HDFS Architecture: Let us assume that a user Alice has a
100 TB logical file and wants to store it on a HDFS cluster
of 20 machines – which in a typical case, would imply 20
Datanodes, each corresponding to a particular machine. A
HDFS cluster comprises a single Namenode which commu-
nicates with multiple Datanodes (Figure 1a). The 100 TB
file would be split into several blocks and stored across the
Datanodes (the sizes of these blocks can be configured by
Alice). Each block would in turn be replicated on multiple
Datanodes (the replication factor is configured by Alice) to
provide the reliability of the cluster. HDFS’ block placement
policy prioritizes the read bandwidth when deciding which
Datanode to replicate and store a block on.
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The Namenode stores a snapshot of the current state of the
cluster in a file called the FSImage and records all modifica-
tions made to the cluster in an edit log, which is periodically
synced into the FSImage. The Namenode and the Datanodes
communicate with each other using heartbeats (which are a
report of the current status of the Datanode) to optimize file
storage such as ensuring that the Datanodes have a balanced
disk usage. When Alice wants to read or write a file into their
cluster, the HDFS client they are accessing the cluster from
would first query the Namenode for the available Datanodes
and then depending on the API that Alice decides to use,
either load the file parallelly on each Datanode in the case
of MapReduce or move the data from each Datanode to the
HDFS Client when using Hadoop’s general API (Hadoop can
transparently orchestrate network transfer among nodes in
the cluster).
Loading files from HDFS: All data stored in HDFS is
stored in the same serialization format as when it was moved
to HDFS on the Datanode’s native file system as blocks. Each
block name is prefixed by a number that denotes the se-
quence of blocks that make up a particular file to ensure
that a file is always read in the correct order. Hadoop has
several publicly available APIs that allow loading files from
HDFS, in Java (Figure 2a), C (Figure 2b) and Shell (Figure 2c).
It is important to note that the Java API is the canonical
API since HDFS (and the entirety of the Hadoop ecosystem)
is implemented in Java, and the other APIs call the Java
API internally – C by using the JNI and the Shell API being
Java functions that are executed using a bundled binary exe-
cutable. The performance of the Java API and the C API is
compared in Section 4 (the shell API is significantly slower
for our chosen operations).

2.2 Lightweight Modular Staging
Lightweight modular staging (LMS) [17] is a metaprogram-
ming framework written in Scala. The user has control over
the generated code by annotating the types, T for when the
value is known at compile time and Rep[T] for when the value
has to be computed at runtime.

For example, in the following example, the user has anno-
tated the type of b as Rep[Int] and n as Int:
1 def power(b: Rep[Int], n: Int): Rep[Int] =

2 if (n == 0) 1

3 else b * power(b, n-1)

Since n’s value is known at compile time, the generated
code will be specialized for the value of n.

1 int power5(int b) {

2 return b * b * b * b * b

3 }

Using LMS provides several advantages such as allow-
ing the user written code to be strongly typed as well as
being able to specialize expressive Scala code to generate
performant low level code [1, 15, 16, 18, 19, 22].

3 DDLoader
DDLoader is a system that utilizes LMS’s multi-staging com-
pilation to generate specialized code that eliminates HDFS
abstractions to load data directly from the native file sys-
tem. Since DDLoader contains information both about the
file system architecture as well as the specific computation,
it is able to make optimizations on the generated unified
executable.

3.1 Querying the file information
Hadoop provides a command (fsck) to query the health of
the disks where data is stored. This command generates in-
formation about the names of the blocks that make up a
particular file, the IP address of the physical machine where
a particular block is located, the replication factor for a par-
ticular file and a part of the path where the file is stored on
the physical machine’s underlying native file system, rela-
tive to the configured HDFS block storage directory on each
Datanode. The path of the block storage directory that is not
available in the fsck output can be retrieved by querying the
value of the dfs.datanode.data.dir configuration property of
the Datanode. Once the full path of each block is available,
the blocks can be loaded independently without having to
use the HDFS data loading API (Figure 1). Since the fsck

command generates the IPs of all the machines that a block
is replicated across, it is possible to choose the node which
would load and operate over a particular block, thus splitting
the computation across multiple nodes.

3.2 Interface
To write an operation, the user writes a class that extends
our DDLoader trait which is defined as -
1 trait DDLoader ... {

2 def HDFSExec(paths: Rep[Array[String]],

3 readFunc :(Rep[Int], Rep[LongArray[Char]],

4 Rep[Long]) => RepArray[Char]

5 ): Unit

6 }

Here, paths is an automatically filled (from first-stage com-
pilation) array where each element is a path to the ith block
that makes up the file stored over HDFS. readFunc can be ei-
ther mmapFile or readFile, which are both defined in DDLoader

.LMSMore. The former uses Linux’s mmap() command to read
the file, whereas the latter uses Linux’s read() command.

The user also implements their own HDFSExec function which
satisfies the signature of the abstract HDFSExec, inside some
user defined class UserClass.
Even though the provided API allows files to be loaded

using both mmap() and read() (neither of the two is optimal in
all cases [6]), our evaluations in Section 4 use mmap(), since
it yielded better performance for the operations compared
in this paper. They then create an object of DDLoader’s
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1 Configuration conf = new Configuration ();

2 Path inFile = new Path(args [0]);

3 FSDataInputStream in = fs.open(inFile);

4 byte[] buffer = new byte[size];

5 in.readFully (0, buffer , 0, size);

6 for (i=0; i<size; i++) {

7 if (buffer[i] != 32) { count ++; }

8 }

(a) Java source code that loads files from HDFS

1 hdfsFS con = hdfsConnect("127.0.0.1" ,9000);

2 char *inFile = argv [1];

3 hdfsFile op = hdfsOpenFile(con ,inFile , 0, 0, 0, 0);

4 char *buffer = calloc(size , sizeof(char));

5 hdfsPread(con ,op ,0,buffer ,size);

6 for (int i = 0; i < size; i++) {

7 if (buffer[i] != ' ') { count ++; }

8 }

(b) C source code that loads files from HDFS

1 hdfs dfs -cat $filepath | tr -d '[:blank:]' | wc -m

(c) Bash source code that loads files from HDFS

Figure 2. Example programs that load files from HDFS and count the number of non-whitespace characters

1 @virtualize

2 class UserClass extends DDLoader {

3 override def HDFSExec (...) {

4 // Operation code here

5 }

6 }

7

8 object UserObject {

9 def main(args: Array[String ]): Unit = {

10 val ops = new UserClass ()

11 val loadFile = ...// File to load from HDFS

12 val writeFile = ...// C file to generate

13 val driver = new DDLDriver(ops , loadFile ,

14 mmapFile) {}

15 driver.emitMyCode(writeFile)

16 }

17 }

Listing 1. DDLoader example

driver called DDLDriver and pass the relevant arguments to its
constructor. To generate code, call emitMyCode on the driver
object (Listing 1).

The users do not need to know any additional information
when writing a program over an HDFS file using DDLoader,
as compared to using one of the official Hadoop APIs. In
Listing 2, we demonstrate the body of the HDFSExec function
for a simple whitespace count program written in DDLoader.
As we can see, the program looks very similar to the Java or
C Hadoop API implementations in Figure 2.

3.3 Specializations
The benefit of a system such as DDLoader is that it can
be easily integrated into other systems that want to load
files from HDFS. DDLoader provides a high level API that
does not require any more programming effort than using
the Hadoop API, but automatically is able to apply a suite

1 val buf = NewLongArray[Char]( getBlockLen ()+1,

2 Some (0))

3 var count = 0L

4 for (i <- 0 until paths.length) {

5 val block_num = open(paths(i))

6 val size = filelen(block_num)

7 val fpointer = readFunc(block_num , buf , size)

8 for (j <- 0 until fpointer.length) {

9 if (fpointer(j) == ' ') { count = count+1L }

10 }

11 close(block_num)

12 }

Listing 2. HDFSExec for whitespace count in DDLoader

of optimizations provided by the LMS framework when it
generates the code.
Static Data: Code generation can happen either at run time
(dynamic) or compile time (static). Multistage programming
(in our case, using LMS) allows a combination of the two
where DDLoader is able to query Hadoop’s Namenode and
retrieve the paths of the blocks which make up a file stored in
HDFS at stage 1 compile time (scala runtime that generates
native code), thereby effectively having zero cost for these
utilities.
In Listing 3, we can see that in the generated C code for

a simple whitespace count program, the HDFS abstraction
layer is no longer present (with no calls to the HDFS API),
and the paths to the individual blocks that make up a file are
hardcoded into the generated C code.
Dead Code Elimination: LMS allows explicit tracking of
effects, by allowing users to specify an operation as being
pure or effectful, which is made possible due to its graph
intermediate representation (Fig. 10 in Bracevac et al. [3]).
For example, if the user opens all the files in an HDFS di-
rectory but only operates on specific files in Stage 1, the
generated code would only open the relevant files instead
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1 void Snippet(int x0) {

2 char** x1 = (char **) malloc (79* sizeof(char*));

3 x1[0] = "path_to_block_0";

4 x1[1] = "path_to_block_1";

5 ...

6 x1[77] = "path_to_block_77";

7 x1[78] = "path_to_block_78";

8 long x3 = 0L;

9 int x4 = 0;

10 while (x4 != 79) {

11 int x5 = open(x1[x4], 0);

12 long x6 = fsize(x5);

13 char* x7 = mmap(0, x6, PROT_READ |

PROT_WRITE , MAP_FILE | MAP_PRIVATE , x5, 0);

14 int x8 = (int)x6;

15 int x9 = 0;

16 while (x9 != x8) {

17 if (x7[(long)x9] == ' ') x3 = x3 + 1L;

18 x9 = x9 + 1;

19 }

20 close(x5);

21 x4 = x4 + 1;

22 }

23 printf("%ld\n", x3);

24 free(x1);

25 }

Listing 3. Generated C code for a whitespace count program

of all of them. Since the interface provided by DDLoader to
the user provides an array containing the paths to the blocks
that make up a file stored in HDFS (Listing 1), this is also ex-
tensible at a finer granularity and the user can decide to only
operate over some of the blocks, instead of the entire file,
and DDLoader would only generate code to open the relevant
blocks. Even though open is usually an operation with side
effects, LMS allows open to be modelled as a function that
returns a handle, that if unused, would not be propagated to
the generated code.
Parallelization: Since DDLoader is aware of the location
of blocks of the file through the paths parameter, the user
can decide to use MPI and write functions to operate over the
different blocks in parallel before aggregating information
from all the relevant computations if required. This often
yields significant performance benefits since data loading
is easily parallelizable. The parallelization is defined by the
user, and DDLoader provides a set of MPI APIs to make this
easier. This type of optimization is more difficult to make
when the API provided to the user only allows operations
over a single large file.

4 Evaluation
The paper demonstrates the speedups that DDLoader can
get by using a staging compiler (LMS) and by bypassing the

Hadoop API, over existing methods of loading files from
HDFS.

We have implemented different operations over files stored
on HDFS with increasing difficulty and have used this to test
different aspects of our code generation.

• Whitespace count: computes a single Long.
• Character Frequency: computes a fixed-size array.
• Word count: computes a variable length Map[String =>

Long]. A canonical MapReduce[7] example.

Although there is minimal novelty in implementing the
above operations, in the context of a metaprogramming
framework, the efficient loading of the file is entangled with
the computation. Since it is difficult to decouple the compu-
tation from the data loading when demonstrating the capa-
bilities of our system, we decided to include the computation
in the benchmarks. We have chosen computations that are
relatively simple to ensure that the computation time taken
for processing does not overshadow the data loading time.
The complexity of our experiments builds up to word count,
which might be a simple example in distributed settings, but
demonstrates techniques that are useful in real distributed
programs, such as fusing hashmaps across nodes.

The benchmarks have been executed on a NUMAmachine
featuring 4 sockets (comprising 8 NUMA nodes), each with
24 Intel(R) Platinum 8168 cores and 750GB RAM per socket.
Both theHDFS files and the native files are stored on amdraid
RAID 0 array made up of 6 NVME disks. Even though HDFS
is usually used in a distributed setting, our setup contains
several NUMA nodes where there is a higher penalty to
access remote memory regions, which is representative of
the fact that DDLoader can scale to real distributed system
workloads. The files stored in HDFS that have been used
for these evaluations have a mostly uniform distribution
of words. While benchmarking our programs, we start the
timer after the call to MPI_Init() to minimize MPI setup cost.

In Figure 3, we compare the time taken to perform white-
space count, character frequency and word count by Java
and C code (using the Hadoop API) and DDLoader. The plots
use the Java code which is the canonical Hadoop implemen-
tation as a baseline, and demonstrate the speedup of the
alternate implementations. The C code (using Hadoop’s C
API) is usually slightly faster, while DDLoader’s performance
is significantly faster than the alternatives. This is because
DDLoader bypasses Hadoop API overheads, which the C and
Java benchmarks incur, by moving some Hadoop operations
to the first stage compile time and generating a specialized
executable.

In our three sample programs (whitespace count, character
frequency and word count) implemented using DDLoader,
we have implemented distributed versions of our operations
using MPI. Although the benchmarks have been run on a
single node machine, thereby making the operations "par-
allel" instead of "distributed", the implementation has been
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Figure 3. Different operations over files stored in HDFS - Hadoop API vs DDLoader

Table 1. Computing the number of white spaces in a file stored in HDFS

File
size

Java
Hadoop

C
Hadoop

DDLoader
1 proc

DDLoader
2 procs

DDLoader
4 procs

DDLoader
8 procs

DDLoader
16 procs

DDLoader
32 procs

DDLoader
64 procs

1 GB 4.63s 3.6s (1.29x) 0.37s (12.56x) 0.2s (23.15x) 0.11s (41.04x) 0.06s (82.93x) x x x
10 GB 40.02s 20.21s (1.98x) 3.54s (11.29x) 1.87s (21.4x) 1.06s (37.7x) 0.56s (71.28x) 0.28s (142.47x) 0.17s (236.32x) 0.11s (352.41x)
50 GB 206.35s 101.75s (2.03x) 17.5s (11.79x) 8.95s (23.05x) 4.73s (43.59x) 2.49s (83.02x) 1.31s (157.56x) 0.68s (301.45x) 0.37s (559.24x)

Table 2. Computing the frequency of each character in a file stored in HDFS

File
size

Java
Hadoop

C
Hadoop

DDLoader
1 proc

DDLoader
2 procs

DDLoader
4 procs

DDLoader
8 procs

DDLoader
16 procs

DDLoader
32 procs

DDLoader
64 procs

1 GB 5.89s 6.15s (0.96x) 3.18s (1.86x) 1.67s (3.53x) 0.89s (6.62x) 0.44s (13.28x) x x x
10 GB 54.87s 46.41s (1.18x) 28.29s (1.94x) 14.28s (3.84x) 7.39s (7.42x) 3.73s (14.71x) 1.97s (27.9x) 1.19s (46.08x) 0.8s (68.98x)
50 GB 283.61s 223.15s (1.27x) 141.81s (2.0x) 72.0s (3.94x) 36.46s (7.78x) 18.38s (15.43x) 9.85s (28.8x) 5.17s (54.82x) 2.78s (101.94x)

Table 3. Computing the frequency of each word in a file stored in HDFS

File
size

Java
Hadoop

C
Hadoop

DDLoader
1 proc

DDLoader
2 procs

DDLoader
4 procs

DDLoader
8 procs

DDLoader
16 procs

DDLoader
32 procs

DDLoader
64 procs

1 GB 34.99s 11.67s (3.0x) 5.92s (5.91x) 3.13s (11.17x) 1.58s (22.13x) 0.9s (38.78x) x x x
10 GB 284.45s 100.42s (2.83x) 54.7s (5.2x) 28.12s (10.12x) 14.25s (19.96x) 7.22s (39.42x) 3.87s (73.48x) 2.42s (117.46x) 1.71s (166.23x)
50 GB 1339.45s 489.58s (2.74x) 272.47s (4.92x) 135.5s (9.88x) 69.43s (19.29x) 35.24s (38.01x) 18.72s (71.56x) 9.86s (135.87x) 5.65s (237.02x)

designed with distribution as the goal and therefore does
not make assumptions such as all data being available lo-
cally. This is atypical for benchmarks over a distributed file
system, but in this case, the evaluations are meant to demon-
strate that it is possible to provide high level abstractions
while still being able to generate efficient code specialized
to the underlying file system infrastructure, instead of im-
proving communication between different nodes in a dis-
tributed setting. The whitespace count and the character
frequency distributed versions have been implemented us-
ing the MPI_Reduce intrinsic, whereas the more complicated

distributed version of word count required MPI_Send, MPI_Recv,
MPI_Allgather and MPI_Gatherv. We decided to use these par-
ticular APIs since they seem to represent how a user would
typically implement these operations while still expecting
performance benefits.
In Tables 1, 2 and 3, we can see that our implementation

scales with the addition of more processes for files as large
as 50GB. DDLoader gets the maximum speedup over the
Hadoop API implementations for the Whitespace count op-
eration (Table 1), since DDLoader’s generated C code was
vectorized by gcc. However, as we found out, using MPI_Reduce
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on a variable updated in the to be vectorized loop can prevent
gcc from vectorizing the loop, and therefore care must be
taken when using MPI intrinsics – in this case, we copied
the variable into a new variable that we passed to MPI_Reduce

to enable vectorization of the loop.
The parallelization is at the granularity of the file blocks.

Under the default HDFS configuration, a 10 GB file is split
into 79 blocks. If we assign 64 processes to perform a com-
putation over the 10 GB file, 15 processes will perform the
operation over 2 blocks, while the remaining 49 processes
will perform the oepration over 2 blocks. This implies that
performance will not scale fully linearly if the number of
blocks is not exactly divisible by the number of processes.
Parallelization beyond 8 processes for a 1GB file was not
possible since a 1GB file is split into 8 blocks when stored in
HDFS under the default configuration.

5 Limitations
The system described in the paper is a minimal implemen-
tation to demonstrate how high level APIs over file system
abstractions can be provided as a programming model to the
user, while using ametaprogramming framework to generate
appropriate low level system calls.
As such, DDLoader has several limitations, such as no

built in fault tolerance. However, the system is still useful in
cases where resilience is implied or handled by a different
layer of the system, for eg. batch jobs where the job can
be restarted based on a checkpoint. As future work, it is
possible to extend DDLoader, where the runtime dispatches
to precompiled C functions. If a particular node is down, the
Namenode can be queried again for the new location of the
chunk, and the appropriate functions can be re-compiled and
then dispatched to.

Similarly, logic for parallel computation and co-ordination
over multiple nodes using MPI currently has to be handled
by the user provided code, instead of being automatically
inferred by DDLoader. While we have re-implemented a part
of the HDFS data loading infrastructure for DDLoader, it
is possible to re-implement more advanced HDFS features
such as encryption zones and distributed tracing as well.
This can either be done by implementing the HDFS algo-
rithms ourselves in LMS from scratch, finding correspond-
ing libraries in C, if they exist, that our generated program
could link with, or by calling into relevant portions of the
open source HDFS Java implementation from our generated
C code via JNI (which might have performance penalties
due to having to go through JNI, but would require lesser
re-implementation effort).

6 Related Work
The traditional technique for processingHDFS data isMapRe-
duce [7]. However, MapReduce has limitations [8, 11, 20],
such as certain programs being difficult to express and a

generic programming model like DDLoader might be a more
suitable alternative for HDFS data.

Although we decided to use LMS to implement DDLoader,
the ideas can be generalized to multiple other metaprogram-
ming systems in Scala (Squid [13, 14], Scala 3 [23]), C++
(BuildIt [4]), OCaml (MetaOCaml [10]) and others. Scala 3
provides better ecosystem support since the metaprogram-
ming framework is part of the language itself, however using
LMS allows DDLoader to generate C code that directly in-
vokes system calls. Compared to the othermetaprogramming
systems, LMS allows more fine grained tracking of effects
by allowing users to define operations as pure or effectful
nodes in a dependency graph as it uses a graph intermediate
representation [3, 5]. This can be replicated in a tree based
intermediate representation, but it would imply more im-
plementation effort in the form of writing an analysis (for
e.g. dataflow analysis) over the intermediate representation.
Scala 3, Squid andMetaOCaml rely on term level annotations
to make the distinction between stages explicit, while LMS
only requires type level annotations which allows the user to
write the same code for both staged and unstaged contexts.

Jet [1] is a DSL that uses LMS to generate code to per-
form MapReduce-like operations in Apache Spark [26] and
Apache Hadoop [2]. However, Jet and DDLoader have differ-
ent concerns – Jet accelerates the operations while DDLoader
performs optimizations to load data from HDFS faster. Addi-
tionally, Jet is only able to perform a certain set of operations
whereas DDLoader allows users to write any programs that
can be expressed using LMS. DiSh [12] uses similar tech-
niques as the ones proposed in this paper to query the HDFS
file topology, but whereas DDLoader focuses on accelerating
the data loading, DiSh implements efficient parallelization
of shell scripts that operate over files stored in HDFS.
Apache Spark [26] is a big-data processing system that

loads and operates over files stored in HDFS using Hadoop’s
API. Future work involves integrating DDLoader’s multi-
stage code generation into Spark’s backend for faster file
loading. Flare [9], an accelerator backend for Apache Spark
using LMS, demonstrates the use of multi-stage program-
ming to speed up computation for small to medium-sized
workloads. DDLoader has potential to extend Flare and im-
prove performance for large datasets across a cluster.

7 Conclusion
The paper demonstrates a system called DDLoader to load
files from HDFS faster than the provided Hadoop APIs. In
particular, using multi-stage programming techniques as
implemented in DDLoader allows compilers to optimize a
unified code representation that contains information about
loading native files as well as the operations to be performed
on them.

This paper focuses on a distributed file system like HDFS
to prototype our system, since the abstractions are all at the
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user level. However, DDLoader could be extended to any
distributed file system such as Ceph [25] or local file system
such as FuseFS [24].
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