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Abstract

Accurate network measurement through trace collectioritisa for advancing network design and for main-
taining secure, reliable networks. Unfortunately, theask of network traces to analysts is highly constrained
by privacy concerns. Several anonymization schemes haye fr@posed to address this issue. Preservation of
prefix relationships among anonymized addresses is an fer@spect of trace utility, but also causes a number
of vulnerabilities in trace anonymization. In this work weepent a novel, systematic attack on prefix-preserving
anonymization which can be efficiently executed by an adwgrs possession of a modest amount of public in-
formation about the network. The attack is general (encasipg a range of fingerprinting attacks proposed by
others) and flexible (it can be adapted to emerging variahtseadix-preserving anonymization). Perhaps most
importantly, we develop analysis tools that allow data hiars to quantify the worst-case vulnerability of their
trace given assumptions about the adversary’s exterrainmation. Using this analysis we quantify the trade-off
between privacy and utility of alternatives to full prefiregerving anonymization.

1 Introduction

Accurate network measurement through trace collection is critical fomaitwg network design and for maintaining
secure, reliable networks. While the technological means exist to colldctraatyze traces, the release of these traces
to analysts is highly constrained by privacy concerns. Network traizeada include information about individuals
(their personal data, communication habits, evidence of location), aboeterprise (its structure, organization,
business practices), as well as about the underlying system (netwamdody, active services, security practices,
etc.).

Because trace data is so sensitive, its publication and analysis is typicallyedllanly if the data is protected
by an anonymizing transformation. Packet content is virtually always rectheince its inclusion for unencrypted
communication would constitute a severe privacy violation. The next step iBsituce source and destination IP
addresses. This can be done with any one-to-one mapping, howewetilitiyeof trace data to researchers often
requires that prefix relationships be maintained. For example, peeetesypseems measurement [1], worm outbreak
analysis [2], the study of router forwarding caches, and prefiedbakistering on traces all depend on address locality
and require the preservation of prefix relationships. Prefix-preggg@anonymization was first implemented as a
feature of the Unix toolcpdpriv.  [3]. A number of other techniques have since been developed foieeffiorefix-
preserving packet trace anonymization [4—6].

*This research has been supported in part by the NSF under grardtsa@sS-0627642, ANI-0325868, and by CAPES (Brazil). Any
opinions, findings, and conclusions or recommendations expres#ieid material are those of the author(s) and do not necessarily refiect th
views of the National Science Foundation.
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Figure 1: (a) A four-bit address space: (left) an address tree representing &cists; (right) an anonymized address
tree with prefixes preservefb) Anonymized addresses along with the set of possible de-anonymizatidcis eem
be inferred using structure alone (column 2) and using structure anditgtiiels (column 3).

In this work we focus on enterprise IP traces; that is, traces collectadthe perimeter of the Internet, at a
gateway owned by an enterprise or institution. This is currently the most corntyperof trace available (because
ISPs rarely release traces of backbone traffic). Numerous entiprigaces have been released in anonymized
form [7-13].

Our work presents a novel, systematic attack on prefix preserving amoatyon which can be efficiently executed
by an adversary in possession of a modest amount of public informatour #ite network. The attack has a number
of advantages over others recently proposed. In particular, wédgran analysis tool that allows data publishers to
quantify the worst-case vulnerability of their trace given assumptionstabe@adversary’s external information. We
demonstrate the effectiveness of the attack and analysis tools on atexprise trace.

Background and Related Work

Active addresses in an enterprise network vithotal IP addresses can be represented as leaves in a binary tree of
heightk, which we call anaddress tree Figure 1(a) (left) shows an example of an address tree in a 4-bitsgldre
space. An anonymization functienis a bijective function taking an IP addres$o its anonymized counterpait )
anywhere in the IPv4 address space. An anonymization funpteserves prefixeshen two addressesandz agree

on the firsti bits if and only ifa(x) anda(z) also agree on their firgtbits. Figure 1(a)(right) shows one possible
prefix-preserving anonymization of the original address tree.

Attack overview Our attack focuses on the central threat in trace publicatiost de-anonymizatigin which an
adversary is able to associate the actual IP addressth the obscured IP addressz), present in a published trace.
The attack is based on the observation that if the adversary can gathrenatibn about the existence of addresses in
the real network, a set of structural constraints emerge that lead toseligrlosures. This attack is most effective
when applied to the internal addresses of an enterprise trace, whiehsalsedistinguishable from external addresses,
and whose true identity are often the most sensitive to the enterprise.

For example, assume the adversary is able to discover all active aekiredbe real network, as illustrated in
Figure 1(a)(left). Using structural relationships alone, the adversaryde-anonymize some of the addresses shown
in the anonymized tree. For each anonymized address, its possible mgranations are shown in Figure 1(b).
Two anonymized addresses (0010 and 1110) are uniquely de-an@uybgiged on the structure of the network alone.
Intuitively, address 1110 is distinguishable because it is alone in its 2 iesyibut it is adjacent to a complete subtree
of 4 nodes. For other addresses, unigue de-anonymization is ndblpassd a set of possible candidates remain, as
shown in Figure 1(b). For each anonymized addgeissthe {1000, 1001, 1010, 1011}, its de-anonymization.~!(y)
must be one 0f0000, 0001, 0010,0011}. These addresses remain hidden in a crowd.

Continuing the example, if the adversary has additional information abopépres of real addresses, the possible
de-anonymizations are further constrained. For example, the adyvensgrknow that host 0011 has port 22 open
and witnesses frequent traffic on this port. Traffic on port 22 canbdserved in the trace for some hosts but not
others. The host properties (known about real hosts, observé@ée hosts) can be represented as labels on the leaf



nodes (in Figure 1(a) the labels are simplyandB). Assuming only addresses with common labels should rhatch
the possible de-anonymizations are further limited, as shown in the final cafifigure 1(b). Address 1001 and its
sibling 1000, previously hidden in a crowd of size 4, are now uniquelgrtymized.

The effectiveness of this attack depends, first, on the completenessemacy of an adversary’s external infor-
mation about hosts in the real network (whether they are active, prapeftiee traffic, etc.) and second, on properties
of the network itself (the allocation of addresses, the uniformity of hogiqut®s). As suggested by this example,
the adversary’s inference process involves matching the leaves addhesa trees in a way that respects constraints
imposed by the tree structure as well as the host labels. In practice, arsagus information will be incorrect for
some hosts. As a result, the attack algorithm we describe is based on sedtapproximate tree matching [14, 15].

Related Work Vulnerabilities in IP trace anonymization are by now widely recognized. Slagell [16] provide

a thorough categorization includingjection attackgin which a recognizable pattern of traffic is introduced to the
trace by the attackerfingerprinting attackgin which properties of real addresses are matched to addresseiieghib
those properties in the trace), astducture recognitior{in which, for example, the de-anonymization of one address
is used to narrow the possible de-anonymizations of other addressevefis structure is preserved).

Xu et al. [5] evaluated the impact of structure recognition attacks from ssetdl of de-anonymized hosts by
calculating the overall average number of discovered bits in the anonymmiz&ioukis et. al.[17] proposed two
attacks on anonymized traces (although they do not capitalize on pre§igrpation). The first is a fingerprinting
attack that matches profiles of web site content with traffic present in theitracrder to identify well-known web-
sites. (The hosts in the trace visiting these sites remain protected.) The sexsumdes the attacker can identify
existing patterns of linear port-scanning activity. Brekne et al. [18¢wles both fingerprinting and injection attacks
on prefix-preservation for powerful adversaries assumed capéfueging trace traffic and granted knowledge of the
traffic distribution.

Despite these vulnerabilities, there are few techniques designed to resist fbne notable exception is the
work of Pang et al. [19], in which scans are removed from traces to mitigggetion attacks, and prefixes are not
preserved for addresses internal to the enterprise. The choicagtoftdl prefix-preservation for internal addresses
sacrifices the utility of the trace in order to resist attacks like the one presienthis work and others mentioned
above. Instead of pure prefix preservation, the subnet and hdginsoof each address are anonymized separately,
but subnet relationships are preserved. We refer to this as an exainmalial prefix preservation

Recently, Coulkt. al. discussed attacks on this presumably safer anonymization. They desdinigerprinting
attack which creates a behavioral profile for hosts using public informatiarces (e.g., DNS or web search engine
queries), the perceived popularity of the target host, and its possitdédos within the network topology. Some
parts of the network topology hidden by the anonymization are recovexkdane distinguished public servers are
identified.

Contributions  The existing attacks on prefix-preserving anonymization suffer fromsteastcomings which our
techniques address. First, most fingerprinting attacks attempt re-idditificen each host independently, without
reasoning collectively over the entire trace. Second, the effectigerigke attacks is highly dependent on adversary
knowledge which is nearly impossible for trace publishers to estimate. We makellbwing main contributions to
address these issues:

e We describe our attack (Section 2), which systematically combines fingngriand structure recognition
attacks. It can easily accommodate any form of external information fimgsenting it as labels on address
nodes) including information acquired through injection attacks. It carppkeal to both full or partial prefix
preservation, and the attack is efficient: it takes a few minutes on commowdrartb execute the attack on a
class B network.

¢ In Section 3 we perform a thorough experimental evaluation of the attaakrace collected at a large univer-
sity. We show that an adversary, using probe$ distinct TCP port numbers, camiquelyre-identify 17% of
the active hosts in the trace, while ab&0ts of the hosts have candidate sets of size less&han

1This assumption does not always hold. We consider consider this iséumfSection 3.



e We analyze our attack formally in Section 4 by proving that the worst césefde-anonymization (for a given
set of observable host properties) is achieved by an adversaievexternal information is perfectly accurate.

¢ In Section 5 we evaluate the impact of the partial prefix preservation recndeden [19]. Our techniques
allow us to quantify the improvement in privacy gained through this techniguewe also show that one
aspect of it (randomization of subnets) sacrifices trace utility without &stng privacy.

The worst-case analysis of our generic fingerprinting attack has impgrizetical consequences. It can form the
basis for an efficient tool that data publishers can use to consetyadisgess the risk of publishing traces for their
particular network, to identify the most vulnerable hosts, or even to guidesasl allocation within their network.

2 De-anonymization attack

In this section we describe our attack on prefix-preserving anonymizatidnts connection with approximate tree
matching algorithms. We assume in this section that the attack is applied to full pre§grvation and return to
partial prefix preservation in Section 5. The attack consists of three niajus:s

Step | The adversary derives traffic fingerprints for each host in theyanzed trace.
Step Il The adversary collects information from external public sources taargingerprints for network hosts.

Step Il The adversary uses the fingerprints obtained in steps | and Il abogedwear the anonymization function,
«, in partially or in full.

2.1 Attack description

Step I: Deriving trace fingerprints. There are many types of traffic information that can be recovered from a
anonymized packet trace. For instance, an addres&ctive” when the trace contains at least one packet with source
addresg,. Adversaries can also gather information about which TCP servicessgidprovides by examining the
trace for packets with source addrggsom well known service port numbers. Information on host operatjstesn
types can also be obtained [20]. Other types of information include flow,g92eket sizes, and packet inter-departure
times. Appendix A includes more details on such attributes. We refer to thetomtiet traffic information about an
anonymized addregsas thetrace fingerprintof y.

Step Il:  Mining external fingerprintsin this second step, the adversary gathers external information aleoateth
network of hosts believed to be present in the trace. The host propmotiested are similar to the those presented in
Step I. The adversary may gather information from reverse DNS queditisanalysis, Web-crawling, active probing,
or other public sources. Network service port status, such as actigt¥i@a Web and E-mail TCP ports, are among
the easiest types of external information to gather from a network. Stmtmation can be obtained by probing the
network with TCP SYN packets sent to ports sucR@&agE-mail) or80 (Web). The adversary infers that IP address
runs a network service at the Web server port wheaplies with a TCP SYN ACK when probed on p8&ftL

In what follows we provide a formal definition for the above fingerprinitst I'; be an alphabet of symbols (or

labels). LetY;(y) € I'; be a variable that refers to a traffic characteristic of anonymized aiglireiSor instance,

I, = {A] } andY;(y) = Awheny is “active” orY;(y) = | wheny is “inactive”. Let F;(y), thetrace fingerprintof

y, be a vector witht of these variablesE(y) = (Yi(y),...,Yx(y)). Let A be the set of all anonymized addresses
andF;, = {(y, Fi(y)) : Yy € A} be the set of all fingerprints of a trace. Lebe an un-anonymized address of the
network. External fingerprint8, (z) = (Xi(x), ..., Xx(x)) are constructed in the same way/ds$y). Throughout
this work we assume tha¥; andY; refer to the same network characteristic such as “active address'Gi? {Web
service”.

Inaccuracy of external fingerprintdn real world scenarios, adversaries are unlikely to collect perfectiyrate
external fingerprints. We say that an adversary is able to optafiect external fingerprintwhen for allz, F,(z) =
Fi(a(x)); otherwise, fingerprints arienperfect Firewalls and changes to the network are among the most common
reasons for these mismatches. Firewalls can prevent adversariesditenting reliable address attributes using active
probing. Because we do not assume adversary probing is synakdomith trace collection, changes to the network
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Figure 2: (a) External fingerprint tred’(F,) obtained from Figure 1(a)(left) examplé€y) Trace fingerprint tree
T(F}) obtained from Figure 1(a)(right) example. SymbaAlandB represent the labels of Figure 1(a) and syni%ol
represents an address with no label.

can occur. Appendix B presents a compilation of fingerprint inconsiggneach of them with a possible counter-
measure that can be taken by an adversary. The compilation in Appendfaism complete but gives an idea of
the challenges that an adversary faces.

Further, imperfect external fingerprints require that we performpgmaximate matching between trace and ex-
ternal fingerprints. As a consequence, it is necessary to defing aunogon which is applied to pairs of fingerprint
attributes and acts as a measure of the adversary’s certainty aboustiogaisn between a trace and an external
fingerprint.

Definition 2.1 (Cost function) Let ¢(F.(z), F;(y)) > 0 be a cost function that is zero whéh(z) = F;(y).

Step lll:  Recovering the anonymization functidrne basic idea behind our attack is to find a set of de-anonymization
functions that are “good approximations” to the correct de-anonymizatiwtiona . In what follows we formally
define the above as the adversary’s objective.

Definition 2.2 (Adversary’s objective)Let A be the set of all valid de-anonymization functions. Let

7(77 Fe, Iy, C) = Z C(FE(T(y))v Ft(y)) 1)

VyeA

be the cost of matching fingerprifi(y) to its de-anonymized counterpdti(7(y)) using the de-anonymization
functionT € A. The objective of the adversary is to find the set of all de-anonymizatioctionsBr, , . € A
that have the smallest cogfor fingerprintsF, andF;; or

Br, F,c = argmin (7, Fe, F}, c). (2
TEA
Note that the success of the adversary (in finding a good approximationjadepends on both the fingerprints
obtained from Steps | and IF{ and F, respectively), and (Definition 2.1). We can measure the adversary’s success
in attacking an anonymized addresasing fingerprintd,, F; and functionc using

ﬁ(y7Fea Ft> C) = {T(y) VT € IBBFe,Ft,C}v (3)

which is the set of good matches o{or thematch sebf y). In what follows we show an algorithm that computes
Br..F, . (equation (2)). Note tha&r, r, . € A and therefor@r, r, . contains only valid de-anonymization functions.

Thus, Step Il must enforce matchings to be consistent with the (full drapjaprefix-preserving order. For this we
introduce the use dingerprint trees

Definition 2.3 (Fingerprint tree) Let F' be a set of fingerprints. A fingerprint tr@& F') of a set of fingerprintd” is
an address-space tree in which each node is assigned a label. Thef ddeeleaf corresponding to addregss a
string of symbolsf(y) = Yi(y) ... Yx(y). Inner vertex labels are defined by the following recursion:Labdz be
two sibling vertices in the fingerprint tree ande their parent. Vertex is labeled

fla) = { F) - F(z) i f(y) <wpx F(2),
f(2)- f(y) otherwise,
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where “" represents a string concatenation ane ;g x b if a is less tharb in lexicographical order. We call inner
vertexa “white” if f(y) = f(z), otherwise itis called “black”.

There are two types of fingerprint treesace fingerprint trees7'(F;), andexternal fingerprint treesT(F,).
We exemplify these two fingerprint trees by constructing them from the lajpeds in Figure 1(a). Figure 2(a)
shows the subtree @f(F,) that encompasses addres8eg0 to 0111 of Figure 1(a)(left). Figure 2(b) shows their
corresponding trace fingerprints. Inner vertices of these fingepeies are painted white and black according to the
vertex denomination given in Definition 2.3.

2.2 Attack algorithm

Let T'(F;) andT'(F,) denote trace and external fingerprint trees created using fingerpiiratsd £, respectively.
T(F), T(Fe), and a cost function are given as inputs to Step Ill, which output&y, F., F}, ¢) for all anonymized
addresses in the trace. The attack is quite straightforward. The almblemprcan be formulated as a trivial extension
of a constrained tree edit distance problem for unordered treesjlutas follows. Consider relabeling tré¢F:)
such as to make the complete binary tr@&4;,) and T'(F.) isomorphic. Now consider that each leaf relabeling
operation has a non-negative cost associated with it and relabelingeofartices have cost zero. Tree edit distance
algorithms find all sets of relabeling operations o¥&i, ) with minimum total cost as to makg(F;) andT'(F)
isomorphic. Using the above formulation, our problem is an instance of taeatignment distance problem [15].
Our problem also has more specific constraints that can be used to optimméniheim cost search. These other
constraints areT’(F;) andT'(F.) are complete binary trees and edit operations are restricted to relabediragiops
(no insertion or removal of vertices). Using these restrictions we pravidgly efficient algorithm for instances of
the problem that the adversary is likely to encounter. Appendix C camiegample of how our algorithm works and
Appendix D explains it in more details. The Java source code of our impletimentd the above algorithm is also
available for download.

A remark on the choice of cost function A cost function that works well despite the level of external fingerprint
imperfectness is likely to require knowledge@beforehand, which is exactly what our attack is looking for. How-
ever, it is possible to learn better editing costs during the search for thdis@ihce matches [21]. The algorithm
presented in [21] is exponential on the size of the network and thus anfiuf purposes. Further research is need
to determine whether learning editing costs can be made practical for ougséttwever, we present experimental
evidence suggesting that the choice of cost function is not too criticaifeffective attack.

In the following section we apply our attack against real anonymized tiEcadarge university network. The
following results were obtained for a network with 65536 addresses.uilrexperiments the algorithm typically
finishes within a couple of minutes on a 1.83GHz Intel Centrino Duo processo

3 Experimental results

The attack presented in Section 2 has three parameigrshe trace fingerprintst,, the external fingerprints, and
¢, the cost function. This section explores the effectiveness of oulkadtatthe importance of these parameters for
real prefix-preserved anonymized traces. The following experimeatseaformed over full prefix-preserved traces
collected at an university Internet gateway. The observed netwarB3B36 addresses. The external fingerprifts,
are gathered through network probing from an external host. Notetin&ngerprint attack is not an injection attack.
Our attack is passive, i.e., we do not assume that the anonymized tracmsamy information about our probes.
Throughout this section we focus solely on the de-anonymization of selels¢hat are internal to the network.

Trace fingerprints  Our traces were collected at an Internet gateway of a class B univeesityprk. The university
has two other gateways connected to the Internet that were not monitdedittack five 24 hour traces collected
between June 18th to June 22nd, 2007 from 12:00AM to 11:59PM eadfislsection we present the representative

2http:/lwww-net.cs.umass.edu/ ~ ribeiro/deanonymization/



results of the June 18th trace, named hera@ce-0618 This trace has 573,037,780 packets, 9097 active internal
network addresses, and was anonymized using prefix-presendngraization before its release.

Following Step | of our attack, we derive the following fingerprint attributes for eachresklin the trace. The
“Active” attribute is set “true” for an addressif the trace has at least one packet with source addrebsine more
attributes are derived from the existence of at least one TCP SYN ACkepéor address on ports corresponding to
common services: FTP, SSH, Telnet, E-mail, Time, DNS, Web, POP3, an&kSOCfinal attribute (TTL) is derived
from the time-to-live IP field of traffic for addregs Popular host operating systems have distinct initial TTL values,
and we distinguish between four main TTL initial values: Windows, Linux, ®&cand “Other”. Any inconclusive
labels are assigned “undefined”. Thus we consider 11 fingerpriitig#s in total. Others are of course possible.

External fingerprints  Following Step I of our attack, we actively probe all addresses in network from anreadter
host (in Brazil). We do not assume the adversary knows when traedsearg taken, so in general there will be a
temporal mismatch between the time of trace collection and the time of advershiygrm order to test the impact
of time in the accuracy of the de-anonymization, we collect fingerprints ae l4th External-0614, June 15th
(External-061%, June 18th External-0618, July 19th External-0719, and August 27thExternal-0827 of 2007.
We were careful to remove the probeskiternal-0618from the traceTrace-0618n order to avoid introducing a
bias to our measure. External fingerprint attributes correspond ditedtigce fingerprint attributes and represent the
network characteristics “Active”, FTP, SSH, Telnet, E-mail, Time, DNShWROP3, SOCKS, and initial TTL value.
The attribute “Active” represents the absence or presence of anyires to the probes from a particular address.

Cost function Unless stated otherwise, we use a cost function where the cost of editingo matchX;(7(y)) is
not independent of the value Bf(y). We define this type of cost function as asymmetric cosunction. Our cost
function reflects the natural belief that, for example, it is more likely to find @@ngort 80 when probing~!(y)
without recorded traffic on port 80 in the trace, than finding attribute ¢raffiport 80 in the trace but port 80 is closed
during the probing. The value of each editing operation is 1, except inatbe where traffic is observed in the trace
and the corresponding TCP port was not open. In this case the edishig @ero. The cost of editing an “undefined”
label is also zero. Our experiments did not indicate significant sensitivityniorgtric or asymmetric cost functions.
For lack of space we omit the experiments demonstrating stability under theéssioves of the cost function.

3.1 Result analysis

To assess the overall quality of the de-anonymization we use two metricdirgthaetric is the sed! (K, F, Fi, c),
which measures which addresgelsave match sets¥(y, F., F;, ¢)) of size no greater thaf'. More formally letA,
be the set of anonymized addresses in the trace that are active and

M(K, F., F,c) ={y:Vy € Ay; and|B(y, Fe, F;, c)| < K}.

As F, can have imperfect information, some of the addressés$ adan have match sets that do not contain the correct
de-anonymized address, i.a;; ' (y) € 3(y, F., F}, c). Thus, we would also like to know which addresseddrhave
match sets that contain the correct de-anonymized address. For thisedriggra second metric

V(K. F., Fic) = {y : Yy € M(K, F., Fy,c); anda™(y) € 3(y, Fe. Fy, ). ()

We also refer toV (K, F, Fy, c) as the set of-vulnerable anonymized addresses with respect to paraméters
F;, andc. An anonymized addreggis K-vulnerable with respect té,, F;, andc if |5(y, Fe, Fi,c¢)| < K and
a~l(y) € By, F., F}, c). Note tha| M (K) — V(K)| shows the number of “errors” our attack makes. Also note that
M andV are cumulative, i.eV (K) C V(K + 1). Ideally we would like to havéd’(K) large withM (K) — V(K)
small for any value of<. In what follows we omit the dependency Bfand M on F;, F., andc. The choices of3,
F,, andc should be clear from the context.

Following Step I, our first experiment uses external fingerprints obtained fEoternal-0618and trace fin-
gerprints obtained frorirace-0618 Figure 3(a) shows the values [0ff (K')| and |V (K)| of this experiment. We
observed that’ (1) = 1620, i.e., 1620 active anonymized addressé&§% of the number of active addresses in the
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Figure 3:(a) The xz-axis of our graph show&’, the size of the match sets. The lighter area shidi(g<)| and the
darker area showd\/ (K)|. | M (K) — V(K)| is the number of de-anonymization errofis) This figure shows five
curves. The two solid areas show the curves of Figure 3(a). The ¢U(k)|, F. = Fi(All attr.)” considers the
case where external fingerprints are perfect. The remaining cuovssder fingerprints with attributes “active” and
“SSH".

trace, had their real addresses disclosed. The number of erfdg13 — V(1) = 264 from which we conclude
that our attack is fairly accurate. In this experiment, all active addrésskmatch sets of size at mase4. A little
more tharb0% of the active addresses had matches of size no greatet tilanong these matche®;% of them are
correct, i.e.n(y) € B(y, Fe., Fy, c).

Note that although the percentage of hosts uniquely identified is a small poftite total trace nodes, this
represents a very significant vulnerability. Trace anonymization is intetwleonceal the true identity of all nodes
present in the trace. Instead, a significant portion of them are unigueliifiéd, and it is possible for the adversary
to identify a small set of candidate matches for a much larger percentagded.nf an attacker wishes to re-identify
a specific trace host, reducing the set of feasible candidates to 8 ot @veay be more than sufficient. The attacker
could then acquire more specific information to refine their fingerprints Eodetiminate any false re-identifications
that may be present. Overall, these results show that prefix-presemvimymization is not safe against this type of
attack. In the next two subsections we analyze the relative impact ofatifféingerprint attributes and the impact of
collecting external fingerprints before or after trace collection.

3.2 Importance of distinct fingerprint attributes

In what follows we look at the sensitivity of our attack against a numberxtéreal fingerprint attributes from
External-0618 We extract some traffic attributes fromrace-0618and External-0618and present the attack re-
sults using these attributes as fingerprints at Figure 3(b). Figure 3flsdive curves. The two solid areas show the
curves of Figure 3(a). The curvéM (K')| Act+SSH” shows results of the same attack now only using fingerprints
attributes Active and SSH. Note that removing all other attributes from therfinigts tend to increase the size of
the matches. However, frofY (K')| we see that the fraction of matches that are correct is much higher in this sce
nario 5% of the matches of\/(1) are correct, again®5% obtained with all attributes). Further analysis of our
data reveals that adding the TTL type attribute to the fingerprint significardigases\/ (K) but also increases the
fraction of errors for small values df. All other attributes cause minor impacts é#f andV. From our analysis

we conclude that removing the TTL attribute improves the overall accurfaoyrattack. Here we also compare our
results to the case where external fingerprints are perfectFL.es F;, using attributes “Active+SSH”. The curve
“IV(k)|, Fe = F;,(A+SSH)” shows the case where external fingerprints are perfeet.stdtly this case in detail

in Section 4. Note that in this casd (K) = V(K). We can see that the noise introduced by imperfect external
fingerprints significantly reduces the accuracy of our attack.
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Figure 4:(a) These six curves show the valueg df (K)| and|V (K)| for all attributes except “TTL". The two solid
areas represent external fingerprints collected at the day of thectrieetion (*day 07). External fingerprints of the
remaining two pairs of curves were collected three days before the toleeton (“day -3") and 29 days after the
trace collection (“day 29”) respectivel{h) This figure complements Figure 4 (a) with external fingerprints collected
71 days after (“day 71") the trace collection.

3.3 Attack sensitivity to late or early probing

Because the adversary does not know the date and time of trace coll¢leéinrfingerprint gathering will not nec-
essarily occur near that time. The passage of time can affect accugeayde of changes to hosts, services running
on hosts, or to address allocation policies. We find in our experiments thiaingrfor external fingerprints as long
as a month after trace collection leads to reasonable results but that@odaes noticeably decline after about two
months.

In the following experiments we use external fingerprints (all fingerpertsept the initial TTL attribute) from
External-0615External-06 18 External-0719andExternal-0827 We drop the “TTL" attribute and use only the most
perfect external attributes in order to study the impact of the passage obtiroar results. Figures 4(a) and 4(b)
plot |V (K)| againstK for the external fingerprints obtained at these dates. We start complagimgatching results
from External-0618day 0) andExternal-0615day -3). Probing 3 days before the trace was collected increases the
number of matching errors (match sets without the correct de-anonyndzieess) but does not reduce the number
of correct matches. However, considering only small match sets (€.g= 1), the absolute number of matching
errors is still small. Thus the attack is still fairly accurate. Comparing the matchsuits fromeExternal-0618day
0) andExternal-0719(day 29) we see that probing 29 days after the trace is collected sigtificacreases the
number of matching errors. It also slightly reduces the number of camattthes. Once again the absolute number
of matching errors is still fairly small for small values &f and|M (K)| is still high. Again, the attack is still fairly
efficient. Comparingexternal-0618and External-0827(Figure 4(b)) shows that matching errors are four or more
times greater when external fingerprints are probed 71 days after tikadreollected. The absolute number of small
match sizes also reduces. The fraction of matches that are incorredkwithl is still small, a little less thag0%,
and|M(1)| = 917 is still large. These results suggest that the adversary has a fairlytiamgavindow to collect
useful external fingerprints.

4 Worst case analysis of host de-anonymization

The experimental results presented in the previous section show thateb@vehess of the attack depends on the
accuracy of the external fingerprints collected by the adversaryhésis that remain hidden, it is not clear whether
their anonymity is due to the trace transformation techniques, or due to th@essain the part of the adversary. In
this section we analyze our attack under the simple but important assumptitimetiaatversary’s external fingerprints
areperfect that is, they match precisely the properties of the trace nodes. For aadysit of fingerprint attributes
under consideration, we show formally that no adversary coulehdwe successfuh host de-anonymization (inde-
pendent of the choice of cost function). This allows data publisherditiesitly calculate, prior to publication, the
worst-case disclosure for a given trace and to pinpoint vulnerablesnod



We apply this analysis to the experimental trace from the last section showingitjue de-anonymizations jump
from 17% to 44% of trace nodes. In addition, we apply the worst-cadgsasido partial prefix preservation, with
some surprising consequences.

4.1 Calculating worst-case de-anonymization

To formalize the worst case de-anonymization, we wish to find the largesf alt anonymized addresses that are
K-vulnerable when attacked using trace fingerprifits We refer to this set a¥*(K'), and note that any set of
K-vulnerable addresses obtainable by any de-anonymization techniggdnase fingerprinté+, (including the one
presented by Coull et al. [22]) is a subsetlof(K). We present a very efficient algorithm that computes i)
given F;.

Recall thatl/ (K, Fe, F}, c¢) consists of the match sets for each anonymized host with size les&tlad which
contain the correct de-anonymization. For a fixed trace fingerpyinét C'(K') be the collection of alV (K, F¢, F;, c)
obtained by varying. andc. One can interpref’(K) as the collection of all attacking results using any combination
of external fingerprints and cost functions.

Let elements inC(K) be partially ordered by the containment relation, ilé.< V'’ impliesV C V'. We can
show that for any value ak there exists an upper bounddf{ K ), i.e.,3V* € C(K) suchthal” C V*,VV € C(K).
The following theorem states th&t*(K') exists and is related to the set of perfect external fingerpfipts- F;. For
our theorem we need the following cost function

0 if Fo(x) = Fi(y),
e fore > 0,otherwise.

(E) Filw) - { ©
The theorem states tha@t( k') is upper bounded by *(K) = V (K, F*, F;, ¢*). The proof of the following theorem
can be found in Appendix E.

Theorem 4.1. For an arbitrary set of trace and external fingerprinks, F., any cost functior, and any value of:
V(K, F,, Fi,c) CV(K, Fr, Fi,c),ie ,V*(K) = V(K, F}, F;, c*) is an upper bound i’ (K).

The calculation of V*(K), and thus the evaluation of worst-case de-anonymization, is even maiergfthan
the execution of the attack described in Section 2. Because fingerperassaumed perfect, cost based tree-matching
is not needed. In fact, the entire computation can be performed on thditrgegprint tree so that it is possible to
computeV*(K) in linear time O(|.A|)).

More specifically, Appendix F shows that the worst-case match sets fostaate determined by the number of
“white” nodes in the fingerprint tree: the size of the match set for hase""' %) wherelV (1) is the number of white
nodes on the path from legfto the root ofT'(F}). As an example, Figure 5(a) shows trace fingerprint fewvith
two marked leavea andb and trace fingerprint tre@, with two marked leaves andd (a, b, ¢, andd are the leaves
pointed by an arrow). Leaf has one “white” vertex on its path to the root and the&:, Fy, F*, c*)| = 2. Leafb
has no “white” vertex on its path to the root and thaéh, F;, F*, ¢*)| = 2°. Leafc has two “white” vertices on its
path to the root and thug(c, Fy, F¥, ¢*)| = 22

4.2 Worst-caseK -vulnerability under full prefix preservation

We can now apply the worst-case analysis to the trace studied experiment8igtion 3. Figure 5(b) shows the
worst-case K-vulnerable hosts/*(K)|, for K = 1,2,4,8 applied toTrace-0618 The bars labeled “All attr.”
represent all attributes seen in Section 3. This graph shows that a veethied adversary can do significantly more
damage to the anonymization functiett% of the addresses atevulnerable (uniquelly identifiable), compared with
17% using external fingerprints obtained by probing the network.

Figure 5(b) also shows the worst case for other sets of attributes: tAll-ar TL”, which includes all attributes
except TTL, and “Active + SSH”, which includes only host activity arg8traffic. It is clear from the graph that the
TTL attribute only significantly increases the numbef efulnerable addresses. The “Active + SSH” bars show that

3A Java source code of an algorithm that compWé$K ) is available for download at
http://www-net.cs.umass.edu/ ~ ribeiro/deanonymization/
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Figure 5:(a) Example of two fingerprint treeq;; andTs, for two distinct prefix-preserved anonymized trac@s;
K-vulnerability of tracelTrace-0618n respect to Section 3 fingerprint attributes.
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Figure 6:(a) Example of partial prefix preservation. The network administrator definesbnets. Addresses sharing
the same subnet in the original address space also shares the samafteibtinee anonymizatiorfb) K -vulnerability
of traceTrace-0618using partial prefix preservation in respect to Section 3 fingerprint at&rdh

other TCP port attributes besides “SSH” can significantly increase tlesjme of the de-anonymization. Figure 3(b)
compares the “All attr.” upper bound with the results obtained with extenmgéfprints fromExternal-0618 We can
see that the perfect fingerprints perform at least two times better thanabedpexternal fingerprints.

5 Analysis of partial prefix preservation

Given the vulnerability of traces to fingerprinting attacks like ours and sthated in the literature, it is natural to con-
sider sacrificing the utility of the trace to increase privacy. We refer th sehniques agartial prefix preservation
because some prefix relationships are not preserved, replacediibgteaconstrained randomization of addresses or
parts of addresses.

Pang et al. proposed a version of partial prefix preservation fomateddresses in their enterprise trace ano-
nymization scheme [19]. There the subnet and host portions of anssdaie treated independently. Each subnet is
comprised of a group of addresses that share the 8ameb most significant bit$. If two addresses share the first
32 — b significant bits in the original trace then they also share the sam84irsb significant bits in the anonymized
trace. Within subnets sufixes are not preserved; instead addressesidomized within the subnet. Figure 6(a)
illustrates this method. In this figure we label three hastsio, andas. Note thata, as, andag are just host labels,
not the anonymized or unanonymized addresses of the hosts. Figustées both the original and the anonymized
partial address-space trees. Note thati,, andas are consecutive addresses at the original address space. Howeve
after the anonymization, the only address relation preserved iathat, andas still belong to the same subnet. The
subnet changed its address from “Subnet 1” to “Subnet M”.

Worst-case analysis of partial prefix preservation While this technique seems sensible, Pang et al. do not pro-
vide an analysis justifying this choice of partial prefix preservation. Aagainst this technique have since been
demonstrated [22]. We now apply our analysis tools to evaluate the impaaitiziprefix preservation on our sample
trace.

The calculation oft’* under partial prefix preservation requires a modest variation of theitped described
in the last section (details can be found in Appendix G). The results of thlysa® appear in Figure 6(b) which

“In [19] the value ob is not necessarily constant among subnets; for the sake of simplicitgnsider a constant value bfor all subnets.



plots |[V*(K)| againstK = 1,2,4,8 for a subnet size of = 8 bits. Once the change in the y-axis has been noted,
Figure 6(b) and Figure 5(b) (full prefix preservation) can be coemhaWe see that partial prefix preservation is much
safer than full prefix preservation, reducing the unique de-anonyimizafrom about 4000 (44%) to 345 hosts (just
under 4%). Partial prefix preservation also achieves much smaller \&fl{igs(K)| for K = 2,4, 8.

Another interesting result comes from removing some attributes from the pimgis: Figure 6(b) also plots
the value of|V*(K)| for attributes “All attr.-TTL". Note that unlike full prefix preservation, tAgL attribute also
significantly increases the number ®»fand 4-vulnerable addresses. Fingerprint attributes “Active+SSH” are not
shown in Figure 6(b) ad’*(1)| = |[V*(2)| = 0 and|V*(4)| = |[V*(8)| = 7. Itis interesting to note that a fingerprint
(“Active+SSH”) which is highly efficient for full prefix preservationkégghly inefficient for partial prefix preservation.
There is a simple explanation for the bad performance of fingerprintV&€8SH” in partial prefix preservation: in
our trace we found that most addresses with SSH traffic were clustéited & small number of subnets.

We also found that the size of the subnet, defined,l;yan be varied with somewhat predictable results. When
b = 4 bits, [V*(1)| = 1039, or 11% of hosts. Wherb is increased td1 bits, few prefixes are preserved and
|[V*(1)| = 106, or just1%. Largerb improves host anonymity at the cost of host prefix information.

Trading-off privacy and utility

Overall, for our trace, we find that partial prefix preservation asritestt by Pang et al. has a significant positive
impact on trace anonymity. At the same tirié5 uniquely disclosed hosts may still be a concern to some publishers.
In addition, these unique de-anonymizations confirm and help to explairtéok aesult found by Coull et al [22] in
which a small number of distinctive servers are re-identified despite partiik preservation.

Interestingly, we found that it was possible to identify randomized subrigtis/ery high likelihood. The concept
of K-vulnerability can be applied not only to anonymized addresses but alsmhymized subnets. Consider the
example in Figure 6(a). An adversary may be able to uniquely map anonyf@nédet M” into its unanonymized
counterpart “Subnet 1”. Note that this does not mean that an addliesg#e anonymized “Subnet M” is also uniquely
matched to an address inside unanonymized “Subnet 1”. In the followjmgriexent we usé = 8 bits and finger-
prints “All attr.-TTL” obtained fromTrace-0618 We choose fingerprint attributes “All attr.-TTL" instead of “All attr.”
following Pang et al. [19] which removes TTL values from the trace. Thpeament shows that6% of all subnets,
that have more than one active host, aneulnerable and the remainingy, are2-vulnerable. Wher = 4 bits we
find 17% of the subnets to b2-vulnerable (of whichi3% are1-vulnerable). And whe = 11 bits all subnets are
1-vulnerable. These results suggest that as subnets get larger thiespamding fingerprint are more likely to be
unique.

In the light of these results we propose that for large enough valuk$soich that most subnetsidentifiable),
one can increase trace utility (keeping the same upper bound anonymityldgvabplying full prefix preservation
from the subnet level up to the root.

Note finally that our upper bound also allows data publishers to reduce utdity (e.g. removal of TCP port
information for a given address) when it is absolutely necessary taemaswnymity against a set of fingerprint
attributes. This can be seen as an improvement over a previous recontime 2] which advocates for the removal
of TCP port numbers from all records in the trace. Our results also 8raivan attacker is able to achieve significantly
more damage when address fingerprints contain TTL attributes. This cestdborates the notion in [19] that TTL
attributes should not be published in the trace.

6 Conclusion and Future work

We have analyzed a novel attack on prefix-preserving trace anornjonizaat encompasses other proposed attacks,
and can be adapted to partial prefix preservation and to alternativenation sources. We demonstrated the effec-
tiveness of this attack on a real trace, and measured experimentally the shgae accuracy of information on the
adversary’s success. Past works describing attacks on tracgnaization have left trace publishers without meth-
ods to evaluate the risks of publication for their traces and with few mitigatiomigebs. Our analysis technigues
allow trace publishers to compute an upper bound for the risk of hostaieyaization in the context of adversaries
assumed capable of collecting a given class of external information. Fatilve we hope to use these techniques to



formally evaluate partial prefix preservation alternatives which can maxintiitg relative to a desired level of trace
privacy. We would also like to consider the application of this kind of attack écettternal hosts in the trace. The
challenges are that for external addresses structural informatiorsimfesmative, and that probing must be limited
to some known set of popular destinations since exhaustive probing oféhteddresses would be infeasible.
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APPENDIX

A Obtaining external information address fingerprints

In what follows we compile a small list of possible external fingerprint attebu

e TCP port attribute (Web, FTP, ...XActive probing) To test whether a address could have TCP activity on a
given port one can simply try to use TCP to connect to that port.

o Traffic volume.Traffic volume can be divided into levels. For instance, all main netwonkesgr(main web
servers, main e-mail servers and so on) may be inferred as the busedbothat type of service. The number
of levels depends on the adversary’s knowledge of network setradiis loads.

e Flow sizesMany file transfers over the Internet have very specific flow size siges.

e Packet timingInternet activities (such as browsing the Web) can have easily identifiablest inter-departure
signatures.

e Network changesNetworks normally evolve with time. Such evolution can be available to the aatyers
Abnormal traffic patterns or scheduled changes to the network thatnasenkto the adversary creates the
possibility of a new fingerprint attribute. Here even a harmless 4pm weeklgrtiment-wide coffee-break can
result in a fingerprint attribute.

B Sources of fingerprint attribute mismatches and their counter-measres

The following list is a short but representative compilation of the troublesatheersaries face:

e Change in address fingerprint#t is possible that some hosts/services are active (inactive) during the time o
trace collection and inactive (active) when the adversary obtainssslfiingerprints. Under such circumstances
it is likely that some address fingerprints appearing in the trace are distimettheir corresponding external
information fingerprints. A good representative of this class are IReadds allocated using the DHCP protocol
(dynamic allocation).

e Host or host service is active but had no traffic record&bme hosts or host services may be active at the
time of the trace collection but have no traffic recorded in the trace. Thideg@ fingerprint mismatch as the
adversary sees a potential source of traffic that is not present irattee tr



e Firewalls, IDS.Firewalls and Intrusion Detection Systems (IDS) may limit the adversary’s ataldigtermine
address fingerprints or even masquerade them.

e NAT boxes.Many distinct hosts can share an unique IP address which may induttadiotory fingerprints
attributes at the same IP address.

Attenuating fingerprint attribute mismatchdsach item of the aforementioned list can be attenuated if the adversary
takes the following precautions:

e Dynamic IP address allocatiorAn adversary that has access to a trace that spans over a long time frgme ma
use it to obtain which portions of the address space may have temporapfinggehanges. Information on
which portions of the address space are more “dynamic” can actually rehdtrersary if the adversary has
this type of external information (e.g., which portions of the network use BH®@nother way to use such
fingerprint is to mark the main e-mail server of a network as “stationarythedest of the e-mail servers as
potentially “dynamic”.

e Host or host service is active but had no traffic record@dservice or a host that sees has almost no recorded
traffic in the trace is likely to .

e Firewalls, IDS.This is the hardest mismatch to cope with. Here the adversary cannotdmstfsgerprint
attributes and must resort to other types of external information, sucérasral web-traffic preferences. For
instance, Google.com flow sizes vary according to user language settings

o NAT boxesMight be detected in the trace [23]. If the adversary knows the trueeadaif some NAT boxes, it
can be used in the adversary’s advantage as a new “true, falseafingat fingerprint attribute: “is it a NAT
box?”".

C Sample attack

LetT'(F}) andT'(F.) denote the trace and external fingerprint trees depicted in Figurearg{l®)(a), respectively. In
this example we use the edit cost functignequation (5)). Let’s follow the disclosure of addregsof Figure 2(b).
The algorithm works on the fingerprint trees in a deep-first-search-sioritker, starting from the root &f(F,). It
first decides which vertex df (F}), to or t3, is the best match for vertex of T'(F,). Here, inner vertex fingerprints
can help us decide which match is the most likely one. The fingerpriat @8 AAAI and the fingerprints ofs
andts areAAll andAAAI respectively. The algorithm decides thatis the most likely match foes. The match
(eq, t3) forces the matclies, t2) due to the prefix preservation of the anonymization. The above illustratenain
optimization over the brute force search. Sirfdes) = f(t3), f(es) = f(t2), f(e2) # f(t2), andf(es) # f(t3),
the minimum cost of the matdlas, ¢3) is zero rather than the minimum cost(ef, ¢2) which is2e (for simplicity, we
use(e, t) to denote that vertexis de-anonymized anatchedo vertext). If later in the process we believe for some
reason that this decision was incorrect, we backtrack and follow thesgppoatch. But if the cost of matching the
leaves of thée,, t3) match is still zero (as predicted), then there is no need to verify the natch). The next step
is to decide if the best match fej is tg or t7. Again we use fingerprints to decide the most likely matel;t{). Next
we have to decide ifg matcheg s or t13. In this case we could go either way. The reason we cannot decide is that
botht¢,5 andt;5 have the same labels. In this case we saydh# in the match set afj, andt;3, or more formally:

es € B(ti2, Fe, Fy, c*) andes € [(t13, Fe, F1, c*). In the next step we find thats; is a good match te;q (thuse;; is

a good match tay4). If we continue the algorithm we find that the edit distance is zero andsthas, F., F}, c*) =
{e10}. After finishing the matclies, t3), we follow the match branctes, t2). As f(e4) = f(t5) and f(es) # f(t4),
we first follow the matcHey, t5), from which we conclude thak(t10, Fe, Fy, c*) = [(t11, Fe, Fi, c*) = {e1s,e15}.
Likewise, we also find3(ts, Fe, F;,c*) = [B(tg, Fe, Fy,c*) = {e12,e13}. Note that we find all matches that have
added costs (eqg. 1) zero. The edit distance is therefore zero. ldgwewen external fingerprints are imperfect, the
edit distance may not be zero.
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Figure 7:(a) Trace fingerprint tregp) External fingerprint tree.

D Algorithm

The baseline algorithm without its main optimization follows a depth-first seambér,ostarting from the roots of
T(F;) andT'(F.). The algorithm returns all leaf matches that can achieve the edit cost (mincositn It works
recursively as follows. Lef”(F;) andT’(F.) be two subtrees df' (F;) andT'(F.), respectively. The body of the
algorithm is the functiomatch_mincost that receive§”(F;) andT”(F,) as inputs and returns the minimum cost
of matching7” (F;) to T'(F,) plus all leaf matches that can achieve such cost.R(gt) denote the root of a treE.
Letr(a) (I(a)) denote the right (left) subtrees of a vertexin the case wher&(T'(F;)) and R(T'(F.)) are leaves,
the algorithm returns the matd{ R(7"(F;)), R(T'(F.)))} with coste(f(R(T'(F}))), f(R(T'(F.)))). Otherwise,
the function returns the edit cost (and respective leaf matches) of

c1 = match_mincost  (r(R(T'(F}))),r(R(T'(F.)))) + match_mincost (I(R(T'(F}))), [(R(T'(F.)))),
or the edit cost (and respective leaf matches) of
co = match_mincost (r(R(T'(F,))),[(R(T'(F.)))) + match_mincost (I(R(T'(F))), r(R(T'(F.)))),

whoever is smaller. All leaf matches are returned whes: cs.

The above baseline algorithm is not very practical (slow) due to its combiabtature of the computation of
andce. However, two simple modifications can significantly speed-up the procgssie under scenarios that we
are likely to encounter. The first modification occurs before the computationandc,. Instead of computing both
c1 andes, the functionmatch_mincost  computes them selectively. This selection is based on a lower bound of
andcs obtained using the fingerprints of R(T"(F;))), r(R(T"(Fe))), ((R(T'(F}))), andi(R(T"(F.))). Such lower
bound is exemplified in Appendix C. Functiomatch_mincost first computes the actual value of the edit cest (
or ¢3) with the smallest lower bound. Lets consider that it chooses to computettrad ealue ofc, first. Then the
actual cost; is only computed if its lower bound is no greater thanOur experiments indicate that the second edit
cost is rarely computed and great speed-ups are achieved usingedeictive computation. The second modification
(speed-up) to the baseline algorithm uses specific fingerprint valu@singtance, in the case where eithé( F})
or T'(F,) have no active address, our lower bound is equal to the edit cost glllsaf matches are trivial) and no
recursive call is needed.

E Proof of the upper bound V*(K)(Theorem 4.1)

Theorem For an arbitrary set of trace and external fingerprififsF., any cost functiore, and any value of<:
V(K,F,, Fi,c) CV(K,Fr, F,c),i.e,V(K) =V (K, F}r, F;,c*) is an upper bound it/ ( K).

Proof. In what follows we sacrifice formalism for clarity in order to covey the mairaitbehind the proof. We
use the example in Figure 7 to illustrate the proof. In Figure 7 we repreeantdistinct address fingerprints.
Figure 7(a) and (b) show the trace and the external fingerprint treggectively, of our example. It is clear that



ta € V*(2),a=3,4,5,6,t; ¢ V*(2),i=1,2,7,8, andV*(4) contains all addresses. Suppose thaf2) C V (2).
We show that the previous statement must be false. If the above is truexibesy e= {1,2, 7,8} such that; € V (2).
Without loss of generality assumje= 8. Then|3(ts, Fe, F;,c)| < 2. Butt; € V*(2),7 = 1,2,7,8 implies that
any bijective mapping betweeg andtq, ¢, or t7 is an isomorphism (i.etg is indistinguishable fromy, to, or ¢7).
Thus, for any value ofn, the overall cost of matching:,,,, ¢;) cannot be different than the overall cost of matching
(em,ts). Thuse,, € (B(t1, Fe, F;, c) implies thate,,, € 5(ts, Fe, F},c). The same is valid fots andt;. From the
above we conclude thak(ts, F, F;, c) must have at least four addresses and thys 17 (2). O

F Upper bound computation, full prefix-preservation

Lemma Let T(F;) be a trace fingerprint treg, be a leaf of this tree, and/(y) be the set of all inner vertices
from y (exclusive) to the root of'(F;) (inclusive). LetW (y) be the number of white vertices iN(y). Then
By, FZ, By )| < 20)

Proof. If z € N(y) is white, it means that the children efare isomorphic. Thus there 28 (%) leaves that can be
mapped tgy using an isomorphism. O

G Upper bound computation, partial prefix-preservation

Let T'(F;) be a trace fingerprint treg,be a leaf of this tree, ani¥ (y) be the set of all vertices from (exclusive) to
the root of7'(F}) (inclusive). Letz be an inner vertex ifi’(F}) andb(z) be the number of siblings af that have the
same fingerprint as. ThenW (y) = ZVZGN(y) b(z) and2" Wis number of leaves that can be mappeg tesing an
isomorphism.



