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Abstract. The main contribution of this paper is to demonstrate that a new
randomized SVD algorithm, proposed by Drineas et. al. in [4], is not only of
theoretical interest but also a viable and fast alternative to traditional SVD
algorithms in applications (e.g. image processing). This algorithm samples a
constant number of rows (or columns) of the matrix, scales them appropriately
to form a small matrix, say S, and then computes the SVD of S (which is
a good approximation to the SVD of the original matrix). We experimentally
evaluate the accuracy and speed of this algorithm for image matrices, using
various probability distributions to perform the sampling.

1 Introduction

In many applications we are given an m X n matrix A and we want to compute a
few of its left (or right) singular vectors. Such applications include data clustering (see
[15]), information retrieval (see [9]), property testing of graphs, image processing etc.
Singular vectors are usually computed via the Singular Value Decomposition (SVD) of
A (see section 2).

There are many algorithms that either exactly compute the SVD of a matrix in
O(mn?+m?n) time (an excellent reference is [7]) or approximate it faster (e.g. Lanczos
methods, see [12]). In [6] and [4] randomized SVD algorithms were proposed: instead of
computing the SVD of the entire matrix, pick a subset of its rows or columns (or both),
compute the SVD of this smaller matrix and claim that it is a good approximation
to the SVD of the initial matrix. Theoretical error bounds for these Monte Carlo
algorithms were presented. In this paper we experimentally evaluate the performance of
the algorithm in [4] (which is better suited for practical applications) by demonstrating
its performance vs. standard SVD algorithms for image matrices. This randomized
SVD algorithm returns approximations to the top & right (or left) singular vectors of
the image matrix. Our goal is to compare these approximations to the exact singular
vectors (as they are computed by traditional non-iterative SVD algorithms). One way
to compare them is by computing rank k approximations to the image matrix using
both sets of vectors and then compare the results.

A general family of applications for this algorithm is Principal Component Anal-
ysis applications (e.g. eigenfaces, see [10] or Latent Semantic Indexing in information



retrieval, see [9]), where a database (of documents, images etc.) that exists in a high
dimensional space is projected to a lower dimensional space using SVD. Then, answer-
ing a query (that is searching for an instance in the database that is close to the query)
amounts to projecting the query to the same low-dimensional space and then finding
the nearest neighbor. The projections need not be exact for two reasons: the values
of the elements of the database are usually determined using inexact methods (e.g.
the colors of an image) and the exact projection to the lower dimensional space is not
necessary, since we are only interested in a nearest neighbor search.

The main reason behind picking image matrices in order to demonstrate the accu-
racy and speed of our algorithm is that beyond evaluating numerical results (i.e. the
relative error of the approximation), we can also estimate the accuracy of the approx-
imation visually! Also, our goal is to demonstrate that our methods work well even
for relatively small and very dense matrices (up to 1000 rows and columns, density
in general close to 1). We will actually see that for these matrices, uniform sampling
performs equally well to our more sophisticated sampling methods. The performance of
our algorithm has also been examined in [9] using a matrix from information retrieval
datasets, but the matrix there was very large (more than 10° rows and columns) and
less that 10% dense. Finally, singular vectors of image-matrices are quite useful in image
processing (e.g. image compression and image restoration, for details see [1],[2],[8] and
[11]). With images getting larger and larger, certain applications might not be able to
afford the computational time needed for computing the SVD. In the next paragraph
we describe such an application in medical imaging.

In dynamic Magnetic Resonance Imaging (MRI) a series of time ordered images
is obtained by continually updating image data as changes occur (e.g. monitoring of
surgical procedures). In [13, 14] Zientara et. al. investigated the use of SVD for creating
and encoding these images. Their technique approximates the top few left or right
singular vectors of an initial image and uses them to define “excitation profiles”. These
profiles are in turn used to create SVD encoded data for the next image in the series.
This process apparently is much faster than fully generating the image using state of
the art MRI equipment. Recreating the image (that is “decoding” SVD) amounts to
a multiplication with the computed singular vectors. The mathematical formulation
of this problem is: given an original image-matrix Ay, compute the top k left or right
singular vectors (say a matrix Uy). Then, use Uy, to generate the SVD encoding of the
next image A;. Ay is now equal to UkT . Ay. The process repeats itself and generates
Ay, Az ete. One major constraint is the time required by the SVD computation, which
can now be reduced using our algorithm.

The paper is organized as follows: in sections 3 and 4 we present the algorithm in
a different way than it was presented in [4], more suited for implementation purposes.
In section 5 we demonstrate that although the theoretical error bounds are very weak
for our image matrices, in practice the algorithm is very efficient and accurate.

2 Background on SVD

Any m xn matrix A can be expressed as A =Y ,_; ou®v®” where r is the rank of A,
oy, t = 1...7r are its singular values (in decreasing order) and u® e R™ o) e R™ t =



1...r are its left and right singular vectors respectively. The u(®’s and the v(*)’s are

orthonormal sets of vectors. We also remind that [|A[7 = 3=, ; A7, and [A[5 = o7.

In matrix notation, SVD is defined as A = UXV7T where U and V are orthonormal
matrices, containing the left and right singular vectors of A, and X' is a diagonal matrix
containing the singular values of A. We note here that UTU = I,, and VTV = I,..

If we define A4; = Zle ou®y®” | then, by the Eckart-Young theorem, Ay is the
best rank k approximation to A w.r.t. the 2-norm and the Frobenius norm. Thus, for
any matrix D of rank at most k, |[A — Ax|3 < |A — D|3 and ||A — Ag||% < ||A - D|%.
We say that a certain matrix A has a “good” rank k approximation if A — Ay is small
w.r.t. to the 2-norm or the Frobenius norm.

From basic Linear Algebra A = UkaVkT = AVk.VkT = UkUkTA, where Uy and
Vi are sub-matrices of U,V containing only the top k left or right singular vectors
respectively.

3 The randomized SVD algorithm

Given an m X n matrix A we seek to approximate its right singular vectors. We pick s
rows of A, form an s x n matrix S and compute its right singular vectors. A) denotes
the i-th row of A as a row vector.

1. fort=1tos
— Pick an integer from {1...m}, where Prob(pick [) = p; and > ;" , p; = 1.
— Include AW/ /sp; as a row of S.
2. Compute S-S7 and its singular value decomposition. Now, ST = Zle /\fw(t)w(t)T,
where )\, are the singular values of S and w®,t = 1...s its left singular vectors.
3. Return h(Y) = STw® /|STw®| t = 1...k (the h!)’s are actually the right singular
vectors of S). Define also the n x k matrix H with columns the h(Y)’s. Now the h(*)
are our approximations to the top k right singular vectors of A.

The sampling process that we describe in the above algorithm could be performed
either with or without replacement. A theoretical analysis of sampling without replace-
ment is hard, except for the case of uniform sampling without replacement.

In the following theorem we describe the quality of P = AHHT as a rank k approx-
imation to A. We see that the error ||A — P||% is at most the error of the optimal rank
k approximation Ay = AV, V,I" (as defined in section 2) plus some additional error that
depends on the number of rows that we included in our sample. The proof is combining
results and ideas from [6,4, 5] and is omitted due to space constraints.

Theorem 1. If P is a rank (at most) k approximation to A, constructed using the
above algorithm, then, for any s < m, with probability at least 1 — 6,

1. If pp = |AW2/||A||2 and sampling is performed with replacement,

Ak
14— Pl7 < A= Aell: +4/ 51417

This sampling minimizes the variance for the error of the approzimation.



2. If pp = 1/m and sampling is performed with replacement,

4l<:m
A= P|% <A - Apll7 + ZIA D4

3. If pp = 1/m and sampling is performed without replacement,

m

14— PIE < IA- Az + | 5 (2 1) DA

The first bound is clearly a relative error bound, saying that the relative error of
our approximation is at most the relative error of the optimal rank k£ approximation
plus an additional error (y/4k/sd), which is inversely proportional to the number of
rows that we include in our sample. The other two bounds imply weaker relative error

bounds, depending on how close || A% is to y/m > i~ |A®|4. For many dense matrices,
in practice, these quantities are quite close. This is the case with the image-matrices
in our experiments as well.

Comparing these bounds we see that the first one is the tightest. The third one is
tighter than the second, since sampling without replacement is performed and a row
can not be included in the sample twice (thus we have more information in our sample).
Theoretically, the above algorithm seems to require a significant number of rows of A
to be picked in order for the error to become small. In practice (see section 5), the
algorithm achieves small relative errors by sampling only a fraction of the rows of A.
Also, the above theorem implies in an obvious way bounds for |4 — Ps.

We could modify the algorithm to pick columns of A instead of rows and compute
approximations to the left singular vectors. The bounds in Theorem 1 remain essentially
the same (rows become columns and m becomes n). P is now equal to RRT A, where
R is an m x k matrix containing our approximations to the top k left singular vectors.

4 Implementation details and running time of the algorithm

An important property of our algorithm is that it can be easily implemented. Its “heart”
is an SV D computation of an s X s matrix. Any fast algorithm computing the top k
right singular vectors of such a matrix could be used in order to speed up our algorithm
(e.g. Lanczos methods).

The other computationally significant part of our algorithm is the sampling process.
Uniform sampling (with or without replacement) takes constant time, since we simply
need to generate numbers uniformly at random from 1 to m. Sampling w.r.t. weights
though is more interesting. We describe one way of implementing the sampling process,
when p; = [AD2/||A|2,l=1...m

First, compute the norm of each row of the matrix A (total cost O(mn) operations).
So, we now know |[A®W|2 and [|A[|%, ! = 1...m. Define z; = > ,_, |[ADPi=1...m
and compute s uniformly distributed random numbers r;,j = 1...s from [0, | A[%].



We search for i such that z; < r; < z;11 and we include row 4 in the sample. It is
easy to see that Prob(i-th row in the sample)= |A()|2/||A||%. This step (using binary
search) can be performed in O(slogm) time. We now scale the rows (O(sn) operations)
prior to including them in S.

Since s is a constant, the total running time for the preprocessing step amounts
to O(mn) operations and the constant hidden in the big-Oh notation is small, i.e. 3.
Then, we compute SST and its SVD in O(s?n + s®) operations. Finally, we need to
compute H, which can be done in O(nsk) operations. Since s, k are constants, the total
running time of the algorithm is O(mn+n) time. If we assume uniform sampling (with
or without replacement) the total running time of the algorithm is O(n). The constant
hidden in this big-Oh notation is quite large, since it is dominated by the square of the
number of rows that are included in our sample.

5 Experimental results and discussion

5.1 The setup

We implemented our randomized SVD algorithm using 3 different ways of sampling
(as described in section 3): sampling w.r.t. the weights of the rows (with replacement),
sampling rows uniformly at random (with replacement) and sampling rows uniformly at
random (without replacement). We did not use weighted sampling without replacement,
since we have no theoretical bounds for it. These experiments returned approximations
to the top k right singular vectors. We also implemented the same experiments sampling
columns instead of rows. These experiments returned approximations to the top k left
singular vectors and we used them to compute rank k£ approximations to A. Every
experiment was run 20 times for each image.

We fixed k for each image s.t. || A — Ax||%/||A||% is small (< 1.5%) and k reasonably
small (depending on the size of the image). We varied s (the number of rows or columns
that are included in our sample) between k and k + 80 (in increments of 10).

We ran our experiments on all images of the MatLab ImDemos directory. We present
results for 2 of these images: the well-known baboon image (a 512 by 512 image) and
the cameraman image (a 256 by 256 image). We also present results for 2 large and
complex images, the Hand with a Sphere image (a 1220 by 835 image) and the Three
Spheres image (a 483 by 861 image).

5.2 Measuring the error and the speedup

To measure the error of our approximations to the top k right (or left) singular vectors,
we compute the rank k approximation P to A using H (or R, see section 3) and
the relative error of the approximation, namely ||A — P||%/||Al|%. We also compute
(for each image) the relative error of the optimal rank & approximation to A, namely
14— A2 /1Al

The speedup is measured as the ratio of the time spent by the deterministic SVD
algorithm to compute the right singular vectors (which are used to compute Ay) over
the time needed by our randomized SVD algorithm to compute H or R (which is used
to compute P).



5.3 Discussion

We start by briefly explaining the information included in the captions of figures 1-20.
The experiments for each image are described using 4 figures. The first figure is a plot
of the relative error of our approximation for each sampling method (see section 3) vs.
the number of rows (s) that we include in the sample. The speedup for each value of s
is also shown. The second figure is the same as the first, but with columns instead of
rows (thus approximations to the left singular vectors are computed). All relative error
values are out of 100%.The third one shows the optimal rank k approximation to the
image and its relative error (||A — Ag||%/||A||%). The last one shows our randomized
rank k approximation to the image, the number of rows (s) included in the sample,
its relative error (||A — P||%/||A||%) and the speedup achieved. We note here that the
image is the average image over the 20 runs of the experiment (for this particular value
of s).

The most important observation is that our methods seem to return very reasonable
relative error bounds, much better than the ones guaranteed by Theorem 1, as we can
easily see by substituting values for s and k. In all images we can compute low rank
approximations with relative error between 2 and 3 times the optimal relative error. It
is very interesting that this relative error is returned by low-rank approximations that
are computed using uniform sampling without replacement.

This brings us to our second observation: uniform sampling without replacement

returns the best results! This happens because for these images (/m> ;" |[A®)|* is

very close to ||A||%. Also, uniform sampling with replacement and weighted sampling
return almost the same relative error in all cases (the distance between the 2 curves is
within the standard deviation of the experiments).

We also observe that for most images row sampling and column sampling return
almost the same results. An exception to this observation is the Three Spheres image,
whose rows are much longer than its columns. So, sampling by columns returns better
speedups but worse error bounds. The tradeoff though is heavily favoring speedup.
Thus, in rectangular images (if we have the choice of approximating either the left or
the right singular vectors), it seems to be better to sample the “shorter” dimension.

We will not comment on the visual comparisons between the optimal low-rank
approximation and our approximation. We leave that to the reader. The speedup is also
obvious from the experimental results and it slightly beats our theoretical expectations,
mainly because SVD of large matrices takes more time in practice due to memory I/0O
from the disk. Our algorithm can be seeing as doing one-pass through the image-
matrix and then performing computations on a small sub-matrix, thus saving memory
and time.

6 Open problems

The major open problem that we would like to address (both from a theoretical and
an experimental viewpoint) is to compare our algorithms to iterative methods for ap-
proximating singular vectors; we could compute the optimal low-rank approximation
using e.g. Lanczos methods and then compare it to our low-rank approximation. We



note here that our algorithm can take advantage of Lanczos methods (as described in
section 4). Thus, it can be seen as a way of speeding up these techniques!

Also of interest is to use different sampling methods to pick rows for S. An example
is to compute the gradient of the image and sample rows according to their weights in
the gradient image. Intuitively, this sampling technique would favor rows with many
“color changes”, thus capturing more efficiently the details of the image. Even though
theoretically such a method would lead to a larger error, in practice we were able to
capture many image details that uniform or weighted sampling were unable to grasp.
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