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2 . Jiangtao Li et al.

1. INTRODUCTION

In automated trust negotiation (ATN) [Hess et al. 2002; Smasret al. 2001; Seamons
et al. 2002; Winshorough and Li 2002a; 2002b; 2004; Winsbghoet al. 2000; Winslett
et al. 2002; Yu and Winslett 2003b; Yu et al. 2003], two partéechange digitally signed
credentials that contain attribute information to esttblirust and make access control
decisions. In traditional ATN approaches the only way to asgredential is to send it
as a whole, thus disclosing all the information in the creidénin other words, a digital
credential is viewed as a black-box, and the information énelential is disclosed in an
all-or-nothing fashion. In these approaches sensitivébate values stored in a credential
are protected using access control techniques. There iscassacontrol policy associated
with each credential and a credential can be disclosedafitess control policy has been
satisfied. Disclosing credentials in an all-or-nothinghfaa severely limits the power of
ATN. The following are some of the limitations.

—If there is a cyclic dependency among credentials and fhaicies, negotiations can
fail unnecessarily. For example, in a negotiation betwdesind B, supposed has a
credentialc; that can be disclosed only B hasc,, and B hascs, but can disclose it
only if A hasc;. Using traditional ATN techniques, the negotiation woudd because
neitherc; nor ce can be disclosed before the other, even though allowirand B to
exchangéothc; andcs would not violate either negotiator’s policy.

—Because attribute information is disclosed in an all-othing fashion, each attribute
can be disclosed only when the policy governing the credkatid its entire contents
is satisfied, leading to unnecessary failure. For examplgaseB would allow A to
access a resource providdds over21, andA has a digital driver license that includes
A’s date of birth (DoB) and address. #f does not want to reveal her address (or her
exact DoB) toB, the negotiation would fail, even il were willing to prove she is over
21.

—When one negotiator does not want to disclose detailedrimdtion about his policy and
the other negotiator does not want to disclose too muchnmdition about her attributes,
a negotiation can fail even though the amount of informati@ needs to be disclosed
by each party is acceptable to both. For example, suppoisea bank that offers a
special-rate loan and would like to know whether she is eligible for such a loan be-
fore she applies.B is willing to reveal that his loan-approval policy uses anBoB,
current salary, and the length of the current employmentigver, B considers further
details of this policy to be a trade secret that he is unvgltim reveal. A would like to
know whether she is eligible for the loan while disclosinditiie information about her
attributes as possible. In particular,does not want to disclose the exact values of her
DoB or salary level. Using traditional ATN techniques, thegotiation would fail.

A number of cryptographic credential schemes and assdqmt#ocols have been de-
veloped to address these and other problems. Obliviouatign based envelope [Li
et al. 2003], hidden credentials [Bradshaw et al. 2004; Ep#l. 2003], and secret hand-
shakes [Balfanz et al. 2003] can be used to address the pylatg problem. Oblivious
Attribute Certificates (OACerts) [Li and Li 2005a], privateedentials [Brands 2000], and
anonymous credentials [Camenisch and Herreweghen 2002¢isch and Lysyanskaya
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2001; Chaum 1985; Lysyanskaya et al. 1999] together witb-kapowledge proof proto-
cols can be used to prove that an attribute satisfies a polityput disclosing any other
information about the attribute. Certified input privatdippevaluation (CIPPE) [Li and
Li 2005b] enablesA and B to determine whethed'’s attribute values satisfyg’s policies
without revealing additional information aboAts attributes orB’s policies.

While these credential schemes and associated prototatithess some limitations in
ATN, they can be used only as fragments of an ATN process. ¥nple, a protocol that
can be used to handle cyclic policy dependencies shouldvokéd only when such a cy-
cle occurs during the negation process. A zero-knowledgefgrotocol can be used only
when one knows the policy that needs to be satisfied and isgilth disclose the necessary
information to satisfy the policy. An ATN framework that Im@ss these powerful crypto-
graphic credentials and protocols has yet to be developethid paper, we develop an
ATN framework that does exactly that. Our framework has tiefving salient features.

—The ATN framework supports diverse credentials, inclgditandard digital credentials
(such as X.509 certificates [Boeyen et al. 1999; Housley, 8819]) as well as OACerts,
hidden credentials, and anonymous credentials.

—In addition to attribute information stored in credergighe ATN framework also sup-
ports attribute information that is not certified. For exdamftentimes one is asked
to provide a phone number in an online transaction, thouglptione number need not
be certified in any certificate. In our framework, uncertifattibute information and
certified attribute information are protected in a unifoasHion.

—The ATN framework has a logic-based policy langauge thatcalé Attribute-based
Trust Negotiation Language (ATNL), which allows one to spepolicies that govern
the disclosure of partial information about a sensitivelaite. ATNL is based on the
RT family of Role-based Trust-management languages [LiMitchell 2003; Li et al.
2002; Li et al. 2003].

—The ATN framework has a negotiation protocol that enalbiesviarious cryptographic
protocols to be used to improve the effectiveness of ATNsotocol is an extension
of the Trust-Target Graph (TTG) ATN protocol [Winsborougtdd.i 2002b; 2004].

The rest of this paper is organized as follows. We discusde@lwork in Section 2,
and then review several credential schemes and associatet@s that can be used in
ATN in Section 3. In Section 4, we present the language ATMLSéction 5 we present
our negotiation protocol. We give a detailed discussion om to break policy cycles in
Section 6 and on ATNL in Section 7. Finally we conclude ourgrap Section 8.

2. RELATED WORK

The approach of using digitally signed credentials to doeniattributes of entities and
delegation relationships among entities has been useciextensive literature on trust
management (TM), e.g., [Blaze et al. 1999; Blaze et al. 183&xke et al. 2001; DeTre-
ville 2002; Ellison et al. 1999; Gunter and Jim 2000; Jim 2001et al. 2003; Li et al.
2002; Li et al. 2003; Rivest and Lampson 1996]. In TM systeamsgntity’s privilege
is based on its attributes instead of its domain-specifintiies. An entity’s attributes
are demonstrated through digitally signed credentialded@gion is an important mech-
anism for scalable and flexible trust management. Insteaglging on one or a few
commonly trusted parties (e.g., certificate authoritids)egation allows each domain to
autonomously determine who can access its resources ansiobvirust decisions can be
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4 . Jiangtao Li et al.

propagated to entities from other domains; this nicely nedemplicated trust relation-
ships between collaborating parties.

Automated trust negotiation (ATN), introduced by Winshagb et al. [Winsborough
et al. 2000], adopts the basic TM approach but considerstiiatat credentials may con-
tain sensitive information and need protection just asuams do. ATN techniques enable
strangers to establish trust in each other through caytiterative, bilateral disclosure
of credentials and policies. Winsborough et al. [Winsbgtoet al. 2000] presented two
negotiation strategies: an eager strategy in which negeotialisclose each credential as
soon as its access control policy is satisfied, and a “parsimng” strategy in which ne-
gotiators disclose credentials only after exchangingaefii policy content to ensure that
a successful outcome is ensured. Yu et al. [Yu et al. 2003Idped a family of strate-
gies called the disclosure tree family such that strategitsn the family can interoperate
with each other in the sense that negotiators can use diffstetegies within the same
family. Seamons et al. [Seamons et al. 2001] and Yu and Wirisleand Winslett 2003b]
studied the problem of protecting contents of policies ab agcredentials. On the as-
pect of system architecture for trust negotiation, Hesd.gt&ss et al. 2002] proposed
the Trust Negotiation in TLS (TNT) protocol, which is an exséon to the SSL/TLS hand-
shake protocol by adding trust negotiation features. Wihglt al. [Winslett et al. 2002]
introduced the TrustBuilder architecture for trust negitin systems. The problem of
leaking attribute information was recognized by Winsbgtoand Li [Winsborough and
Li 2002b], Seamons et al. [Seamons et al. 2002], and Yu andgl@it{Yu and Winslett
2003a]. Winsbhorough and Li [Winsborough and Li 2002a; 20@Z04] introduced the
notion of acknowledgement policies to protect this infotimaand provided a formal no-
tion of safety against illegal attribute information legka Further, Irwin and Yu [Irwin
and Yu 2005] proposed a general framework for the safetyust tiegotiation systems, in
which they developed policy databases as a mechanism tghslpnt unauthorized in-
formation inferences during trust negotiation. Bonattl &marati [Bonatti and Samarati
2000] proposed a framework for regulating service accedsrdnrmation release on the
web. Their framework supports both certified attributes amcertified attributes.

Recently, several cryptographic protocols have been mexghto address the limitations
in ATN. For example, oblivious signature based envelopéstil. 2003], hidden creden-
tials [Bradshaw et al. 2004; Holt et al. 2003], oblivious coitment based envelopes [Li
and Li 2005a], and secret handshakes [Balfanz et al. 2008e{l&ccia et al. 2004] can
be used to handle policy cycle problems. Access controlgugairing-based cryptogra-
phy [Smart 2003], anonymous identification [Dodis et al. £Q®ertified input private
policy evaluation [Li and Li 2005b], hidden policies withdden credentials [Frikken
et al. 2004], and policy-based cryptography [Bagga and ®I@R05] are proposed to ad-
dress the privacy issues in access control, in particiase protocols can be used to
protect the server’s policy and the client’s identities trilbutes. Recently, Frikken et
al. [Frikken et al. 2006] proposed a privacy-preservingtmegotiation protocol. How-
ever, their scheme only works for hidden credentials. Wdiiléhe preceding protocols are
useful tools and building blocks for ATN, they are not gehersugh to solve arbitrary
trust negotiation problems in a systematic way. Credestihbmes that can be used in
ATN include OACerts [Li and Li 2005a], private credentiaBrénds 2000], and anony-
mous credentials [Camenisch and Herreweghen 2002; Cacheamisl Lysyanskaya 2001;
Chaum 1985; Lysyanskaya et al. 1999]. We will summarizedla¢uires of these protocols
and credential schemes in the next section.
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OVERVIEW OF CRYPTOGRAPHIC CREDENTIALS AND TOOLS FOR ATN

We now give an overview of six properties that are provideaiyptographic credential
schemes and their associated cryptographic tools. Thepemies can improve the privacy
protection and effectiveness of ATN.

1)

(@)

3)

(4)

Separation of credential disclosure from attribute distlee: In several credential
systems, including private credentials [Brands 2000],ngnmwus credentials [Ca-
menisch and Herreweghen 2002; Camenisch and Lysyansk#&ja @haum 1985;
Lysyanskaya et al. 1999] and OACerts [Li and Li 2005a], a ergi@dl holder can dis-
close her credentials without revealing the attribute @glin them. In the OACerts
scheme, a user’s attribute values are not stored in the; ¢testead, they are stored
in a committed form in her credentials. When the commitmératroattribute value
is stored in a credential, looking at the commitment doesnable one to learn any-
thing about the attribute value. Private credentials arahgmous credentials share
somewhat similar ideas: a credential holder can prove io-kapwledge that she has
a credential without revealing it; thus, the attribute ealin the credential are not dis-
closed. For example, consider a digital driver licensefogate from Bureau of Motor
Vehicles (BMV) consisting of name, gender, DoB, and addrigssust negotiation, a
user can show that her digital driver license is vailid, that she is currently a valid
driver, without disclosing any of her name, gender, DoB, atdress.

Selective show of attributesA credential holder can select which attributes she wants
to disclose (and which attribute she does not want to dis}lts the verifier. As
each attribute in a credential is in committed form, the ergl holder can simply
open the commitments of the attributes she wants to reveslinStance, using the
digital driver license, the credential holder can show teana and address to a verifier
without disclosing her gender and DoB. Cryptographic proge of the commitment
schemes ensure that the credential holder cannot open aitoemhwith a value
other than the one that has been committed.

Zero-knowledge proof that attributes satisfy a policyk credential holder can use
zero-knowledge proof protocols [Boudot 2000; Cramer anth@&rd 1998; Cramer
et al. 1996; Durfee and Franklin 2000] to prove that herlaites satisfy a predicate
without revealing the actual attribute values. For examaleredential holder can
prove that she is older than 21 by using her digital driveamige without revealing any
other information about her actual DoB.

Oblivious usage of a credential:A credential holder can use her credentials in
an oblivious way to access resources using Oblivious SigeaBased Envelope
(OSBE) [Li et al. 2003], hidden credentials [Holt et al. 2008r secret hand-
shakes [Balfanz et al. 2003; Castelluccia et al. 2004]. IBBSa user sends the
contents of her credential (without the signature) to aexerVhe server verifies that
the contents satisfy his requirement, then conducts a goimtputation with the user
such that in the end the user sees the server’s resourcedindyd she has the signa-
ture on the contents she sent earlier. The hidden credeatidithe secret handshakes
share the similar concept; however, they assume that thersean guess the contents
of the user’s credentials; thus the user does not need taksemdntents to the server.
The oblivious usage of a credential enables a user to obtasaurce from a server
without revealing the fact that she has the credential.
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(5) Oblivious usage of an attribute:A credential holder can use her attributes in an
oblivious way to access resources using Oblivious ComnmtnBased Envelope
(OCBE) [Li and Li 2005a]. In OCBE, a credential holder and avee run a pro-
tocol such that in the end the credential holder receiveséneer’s resource if and
only if the attributes in her credential satisfy the sersgolicy. The server does not
learn anything about the credential holder’s attribut@igal not even the result of the
policy predicate when applied to the attribute values.

(6) Certified input private policy evaluation (CIPPE)n CIPPE [Li and Li 2005b], a
credential holder and a server run a protocol in which thdem&al holder inputs the
commitments of her attribute values from her credentiats, the server inputs his
private policy function. In the end, both parties learn wieetthe credential holder
satisfies the server’s policy, without the attribute valbemg revealed to the server,
or the private function, to the credential holder. For exlanguppose that the server’s
policy is that age must be greater than 25 and the credemiidéis age is 30. The
credential holder can learn that she satisfies the servalitsypvithout revealing her
exact DoB or knowing the threshold in the server’s policy.

There are other useful properties achieved in the privatdentials [Brands 2000] and
the anonymous credentials [Camenisch and Herreweghen gz02enisch and Lysyan-
skaya 2001; Chaum 1985; Lysyanskaya et al. 1999], such assholv unlinkable prop-
erty, anonymous property, etc. Some of these propertiesreegnonymous communica-
tion channels to be useful. In this paper, we focus on the mipgrties described above,
because they either have been applied to ATN in the litezdtefore or were developed
explicitly for ATN. Our goal is to integrate them into a cobat trust negotiation frame-
work.

Note that we do not assume each negotiating participanostgall six properties. For
instance, if one participant uses an anonymous credegttd® and supports properties
1-3, and the other participant supports properties 1@, tiey can use properties 1-3
when they negotiate trust. We present an ATN framework thattake advantage of these
properties when they are available, but that does not redjuém.

4. THE LANGUAGE OF CREDENTIALS AND POLICIES

In this section, we present the Attribute-based Trust Nagoh Language (ATNL), a for-
mal language for specifying credentials and policies. ATillbased onRT’, a family

of Role-base Trust-management languages introduced iarftliMitchell 2003; Li et al.
2002; Li et al. 2003]. We first give an example trust negatiaticenario in ATNL, then
describe the syntax of ATNL in detail in Section 4.2.

4.1 An Example

In this example, the two negotiators are BookSt (a bookytane Alice. We give the
credentials and policies belonging to BookSt first, thereghlose for Alice, and then
describe a negotiation process between BookSt and Alice.

BookSt's credentials and policies are given in Figure 1. lRichas a credential{)
issued by the Small Business Administration (SBA) assgitiat BookSt has a valid busi-
ness license. BookSt is certified if2f by the Better Business Bureau (BBB) to have a
good security process.

BooksSt offers a special discount to anyone who satisfies dlieyp(r1), which means
that the requester should be certified by StateU to be a dtatkgoring in computer sci-
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Automated Trust Negotiation Using Cryptographic Credentials . 7

BookSt’s credentials:
/1 : SBA.businessLicense «— BookSt
¢2: BBB.goodSecProcess «+— BookSt

BookSt’s policies:
ml: BookSt.discount(phoneNum = z3) «— StateU.student(program = x1)

N BookSt.DoB(val = z3)

N Any.phoneNum(val = z3) ;

((x1 = ‘cs’) A (x2 > 01/01/1984))

m2: BookSt.DoB(val = x) «—— BMV.driverLicense(DoB = x)
m3: BookSt.DoB(val = z) «— Gov.passport(DoB = z)
m4 : disclose(ac, SBA.businessLicense) «— true
mb5: disclose(ac, BBB.goodSecProcess) «— true

Fig. 1. The credentials and policiesBbokSt

ence, under 21 (as of January 1, 2005), and willing to progigdhone number. Since
the discount is a resource, the head of this polRypkSt.discount(phoneNum = z3),
defines a part of the application interface provided by th&l Alystem using this pol-
icy; the parametephoneNum is made available to the application through this interface
That is, the application will issue a query to determine \wketthe requester satisfies
BookSt.discount(phoneNum = z3), and if it succeeds, the variahig will be instan-
tiated to the phone number of the requester. The body ofyp@lid) (i.e., the part to the
right of«—) consists of the following two parts.

Part 1: StateU.student(program = z7) N BookSt.DoB(val = z3) N
Any.phoneNum(val = z3)

Part2: ((z1 = ‘cs’) A (z2 >’01/01/1984"))
Part 1 describes the role requirement of the policy and stmsf the intersection of 3 roles.
To satisfy the roleéStateU.student(program = ), one must provide a credential (or a
credential chain) showing that one is certified by StateUd@lstudentprogram =
means that the value of theogram field is required to satisfy additional constraints. In
Any.phoneNum(val = z3), the keywordAny means that the phone number does not
need to be certified by any party and the symboimeans that the phone number must be
provided (enabling it to be returned to the application)t Ralescribes the constraints on
specific field values.

BookSt's policies(m?2) and (m3) mean that BookSt considers both a driver license
from BMV and a passport issued by the government (Gov) to bé dacuments for DoB.
BookSt's policies(m4) and(m5) mean that BookSt treats his SBA certificate and BBB
certificate as non-sensitive resources and can reveal tketificates to anyone. The term
ac in (m4) and(mb) denotes access control policy.

Alice’s credentials and policies are given in Figure 2. Aligolds three credentials.
Credential {1) is issued by StateU and delegates to College of Science) (Be&uthority
to certify students. Credentiat®) is Alice’s student certificate issued by CoS. Credentials
(n1,n2) prove that Alice is a valid student from StateU. Crederftid) is her digital driver
license issued by BMV. For simplicity, we assume that thataliglriver license contains
only name and DoB. Among her credentials, Alice considershealent certificate to be
sensitive, and provides it only to those who have a validriss license from SBAp().
Alice does not protect the content of her driver license,epxdor its DoB field. She
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Alice’s credentials:

nl: StateU.student «— CoS.student
n2: CoS.student(program = ‘cs’, level = ‘sophomore’) «—— Alice
n3: BMYV.driverLicense(name = commit(‘Alice’), DoB = commit(‘03/07/1986’)) «— Alice

Alice’s attribute declarations:

ol: phoneNum = ¢(123)456-7890 :: 1 sensitive
02: DoB = ‘03/07/1986°  :: BMV.driverLicense(DoB) :: sensitive
03: program = ‘cs’ :: CoS.student(program) 1 non-sensitive
0d: level = ‘sophomore’ :: CoS.student(level) :: non-sensitive

Alice’s policies:

pl : disclose(ac, CoS.student) «—— SBA .businessLicense
p2: disclose(full, DoB) «— BBB.goodSecProcess
p3: disclose(full, phoneNum) «—— BBB.goodSecProcess
p4 . disclose(range, DoB, year) «— true
p5: disclose(ac, BMV .driverLicense) «— true

Fig. 2. The credentials and policies possessed by Alice

considers her date of birth and phone number to be sengifisemation, thus she reveals
them only to organizations whose security practices argate to provide reasonable
privacy (p2, p3). For this, we assume that BBB provides a security proceditiag service.
Further, Alice is willing to reveal to everyone her year ofthi(p4) and her digital driver
license p5).

A negotiation between BookSt and Alice When Alice requests a discount sale from
BookSt, BookSt responds with his discount polieyl(). Alice first discloses her driver
license 3), which is assumed to be an OACert, to BookSt without remggtier DoB. To
protect her phone number and her student certificate, Alen@svBookSt to show a busi-
ness license issued by SBA and a good security processaadifssued by BBB. After
BookSt shows the corresponding certificatéls ¢2), Alice reveals her student certificate
chain (21, n2) and phone numbeb{(). As Alice is allowed by her policy4 to reveal her
year of birth to everyone, she uses a zero-knowledge prabgpol to prove to BookSt
that her DoB in her driver license is betwe@i1 /1986’ and‘12/31,/1986’. BookSt now
knows that Alice is younger than 21, thus satisfies his distpolicy. During the above
interactions, Alice proves that she is entitled to obtasdiscount.

The above negotiation process uses the first three propddieribed in Section 3.

4.2 The Syntax

Figure 3 gives the syntax of ATNL in Backus Naur Form (BNF).the following, we
explain the syntax. The numbers in the text below correspmtite numbers of definitions
in Figure 3.

Each negotiation party haspolicy base(3) that contains all information that may be
used in trust negotiation. A party’s policy base consisthide partscredentialsattribute
declarationsandpolicy statementdn the following, we discuss each of the three parts in
detalil.

ACM Journal Name, Vol. V, No. N, Month 20YY.
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(listof X) ::= (X} | (X} “,” (list of X) 1)
(setof X) ::= e | (X) (set of X) )
(policy-base ::=  (set of credential (set of attr-dedl (set of policy-stmit 3)
(credential ::=  (member-crefl| (delegation-cred 4)
(member-cred::=  (role) “— (prin) (5)
(delegation-cred::=  (role) “— (role) (6)
(role) ::=  ({prin) “.” (role-term) )
(role-ternm) ::=  (role-name | (role-name “(” (list of field) “)” (8)
(field) ::=  (field-namé “=" ( (var) | (constant| (commitmen} ) 9)
(attr-dec) ::=  (attr-namé “=" (constant “::" [ (list of attr-ref) ]
“::" (“ sensitive” | “non-sensitive”) (20)
(attr-refy ::=  (prin) “.” (role-name “(" (field-name “)” (11)
(policy-stmb ::=  (policy-head “—" (policy-body) (12)
(policy-body) ::=  (p-role-req [“;” (p-constraint] | true (13)
(p-role-req ::=  [(role) “!"] {conj-of-p-role$ (14)
(p-constraint ::=  [(pre-cond “!"] (constraint (15)
(pre-cond ::=  (role) | “false” (16)
(conj-of-p-roleg ::=  (p-role) | (p-role) “N” (conj-of-p-role$ a7)
(p-role) ::=  (prin) “.” (p-role-term | Any.(p-role-tern) (18)
(p-role-term) ::=  (role-name | (role-namé “(” (list of p-field) “)” (19)
(p-field) ::=  (field-name ( “=" | “=") ( (var) | (constan}) (20)
(policy-head ::=  (p-role) | (dis-ack | (dis-ag | (dis-full) | (dis-bit) | (dis-range (21)
(dis-ack ::=  “disclose” “ (" “ack”“,” (role) “)" (22)
(dis-a¢ ::= “disclose”“ (" “ac”“,” (role) “)” (23)
(dis-fully ::=  “disclose” “ (" “full”“,” (attr-namé “)” (24)
(dis-bit) ::=  “disclose” “ (" “ bit” “,” (attr-namé “)” (25)
(dis-rangé ::=  “disclose” “ (" “range” “,” (attr-namé, (precisior) “)” (26)

Fig. 3. Syntax of ATNL in BNF. Macros and symbols of this figare defined in Figure 4.

empty string

macro parameterized by X

a variable, a constant, and a principal
identifiers drawn from disjoint sets
undefined, will be explained in the text

(list of X), (set of X)
(var),{constanit,(prin)

(role-name, (field-name, (attr-name
(commitment, (precision, (constrain}

Fig. 4. Definitions of macros and symbols in Figure 3.

4.2.1 Credentials and RolesTwo central concepts that ATNL takes fraR¥ [Li et al.
2002; Li et al. 2003] are principals and roles. A principaidentified with an individual
or agent, and may be represented by a public key. In this spriseipals can issue cre-
dentials and make requests. Semantically, a role desgaatet of principals; we say that
these principals are members of the role. Each principaithasvn localized name space
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for roles in which it has sole authority to define (which pipals are members of) these
roles. Syntactically, aole (7) takes the form of a principal followed by a role term, sepa
rated by a dot. The simplest kind of a role term consists dfgusle name. As roles are
parameterized, a role term may also contain fields, whichbeilexplained later. We use
A, B, D, S, andV, sometimes with subscripts, to denote principals. WeRis&ften with
subscripts, to denote role terms. A rodeR can be read ad’s R role. Only A has the
authority to define the members of the raleR, and A does so by issuing role-definition
statements.

In ATNL, a credential can be either a membership credentialaelegation credential.
A membership credentidb) takes the formd.R «— D, whereA and D are (possibly
the same) principals. This means thatdefinesD to be a member ofi’s role R. A
delegation credential6) takes the formA.R «—— B.R;, whereA and B are (possibly the
same) principals, an& and R, are role terms. In this statement,defines itsR role to
include all members oB’s R; role. Note that, for simplicity, we do not limit number of
delegation depths. In other words, we allow unbounded shaidelegation.

For example, BookSt's credentidll( in Figure 1 is a membership credential. It means
SBA issued a business license certificate for BookSt. Adiceddential/¢1) in Figure 2 is
a delegation credential. It says that StateU delegatestit®ety over identifying students
to College of Science (CoS). Alice’s credential] in Figure 2 means that CoS asserts
that Alice is a sophomore student in StateU majoring in caepacience.

A role term(8) is a role name possibly followed by a list of fields. Edietd (9) has a
field name and a field value. A field value can be a variable, ateot, or a commitment.
For exampleSBA .businessLicense is a role without any field€CoS.student (program =
‘cs’,level = ‘sophomore’) andBMV .driverLicense(name = commit(‘Alice’), DoB =
commit(‘03/07/1986)) are roles with fields. In the preceding rol€%S is a principal
namegstudent is a role nameprogram is a field namecs’ is a constant of string type, and
commit(‘Alice’) is a commitment. In ATNL, @ommitmentakes of the forntommit(c),
wherec is a constant, andommit denotes the output of a commitment algorithm of a
commitment scheme [Damgard and Fujisaki 2002; Pedersgh[419

If a credential is a regular certificate, such as an X.509fwete [Housley et al. 1999],
then each field in the credential takes the farm= ¢, wherex is the field name and
is a constant. For example, Alice’s student certificai®) (may be an X.509 certificate.
When a credential is implemented as a cryptographic cetfjcsuch as an OACert or an
anonymous credential, the attribute values are committétei credential. Therefore, each
field takes the form: = commit(c), wherecommit(c) is the commitment of a constant
For example, Alice’s digital driver license$) is modeled as a cryptographic certificate.

We note that credentials in ATNL can capture proxy credéntiged in grid comput-
ing. Proxy credentials permit one entity to allow anothditgro act on his behalf for a
limited period of time. A principald allows B to act on behalf ofA can be encoded as
“ A.proxy(source#) «— B”, where a short validity period. For a resource ownemfo
grant access to some resourcedtand to its proxies, one can writ€*access— A" and
“C.access— A.proxy(sourcezl)”. If A allows B to let other parties to act on behalf of
A, thenA can issue A.proxy(source#)«— B.proxy(source=#).”

1In order to have the hiding property, a commitment schemallyscannot be deterministic, thus the commitment
of a value also depends on a secret random value. For sitgpicpresentation, we do not explicitly model the
random secret in the representation of a commitment.
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4.2.2 Attribute declarations Eachattribute declaration(10) gives the name of the
attribute, the value of the attribute, a list of attributéerences that correspond to this
attribute, and whether this attribute is considered sersitr not. For example, Alice’s
attribute declaratioro(l) in Figure 2 means that Alice has a phone number (123)456-789
and she considers her phone number to be sensitive inffamadilice’s attribute decla-
ration (03) indicates that Alice’s major is ‘cs’ and that her progranpegrs in her student
certificate, issued by CoS. We us@r to denote attribute names.

Eachattribute referencdg11) corresponds to a field name in a role. The attribute ref-
erence is used to link the declared attribute to a specifecfield. For example, Alice’s
DoB attribute declaration has an attribute refereB8&V.driverLicense(DoB), it means
that Alice’s DoB is documented in theoB field of the roleBMV .driverLicense. It is
possible to have several attribute references for an atéibrhis means that the attribute
is documented by several rofesor example, suppose Alice also has a passport, and her
DoB is certified in her passport. Then the attribute dediamgbr herDoB looks like

DoB = ‘03/07/1986’ :: BMV.driverLicense(DoB),
Gov.passport(BirthDate) :: sensitive

Because the disclosure of attribute values in a crederdialbe separated from the dis-
closure of the credential, one purpose of the attributeadtatibns is to uniformly manage
the disclosure of an attribute value that appears in diffeceedentials. That is, the policy
author gives disclosure policies for attribdeB, instead of assigning separate disclosure
policies forBMYV .driverLicense(DoB) andGov.passport(BirthDate).

When the list of the attribute references is empty, the spwading attribute does not
appear in any role that is certified by a credential. In othends, the attribute igncertified
by any authorities. Unlike most prior trust negotiationteyss, our framework supports
uncertified attributes. In many online e-business scegdike the example in Section 4.1,
the access control policies require some personal infeomabout the requester, such as
phone number and email address, which may not be documeptalyidigitally signed
credentials. Like certified attributes, uncertified atitéds may be sensitive, and should be
protected in the same way. We treat all attributes uniformtyether certified or not, by
protecting them with disclosure policies.

If an attribute is not sensitive, then the keywardn-sensitive appears at the end of
its corresponding attribute declaration. This means thatattribute can be revealed to
anyone. There is no access control policy for this attrib@ethe other hand, if an attribute
is treated as a sensitive resource, the attribute ownemwélk its attribute declaration
with the keywordsensitive. In this case, if there are disclosure policy statementshier
attribute, one has to satisfy the body of one of these stateme learn information about
the attribute. If there is no disclosure policy statemengfeensitive attribute, it means the
attribute must never be disclosed.

2\We assume that the attribute values from different rolestarsame, however we do not require each principal
to use the same field name. For exam@&[V may useDoB as the field name for date of birth, whergasv
usesBirthDate as the field name. Name agreement for different field namebeachieved using application
domain specification documents [Li et al. 2002; Li et al. Z2008ote that if the attribute values from different
roles are different, we treat them as different attributes.
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4.2.3 Policy statementsin ATNL, a policy statement(12) takes the form
(policy-head —— (policy-body} in which (policy-body) either istrue or takes the form:

pre-cond-1! B1.R1N---N Bi.Ry ;
pre-cond-2 ! ¥(xy,...,2,)

whereBy, ..., By are principalsRy, . . ., Ry, are role termsk is an integer greater than or
equal to 1pre-cond-1 andpre-cond-2 are two pre-conditions (which we discuss shortly),
1) is a constraint from a constraint domdinandz,, xo, . . . , x,, are the variables appearing
in the fields ofR;, ..., Rx. The constraint)(zy,...,x,) is optional. We callB;.R; N

--- N Bg.Ry in the policy statement aimtersection In the syntax of ATNL, we do not
support multiple occurrences of the same variable in thersection and pre-conditions of
a policy statement.

A pre-conditionis defined to be a role or the keywofalse. Pre-cond-2 (16) can be
either of these; when it existsre-cond-1 is a role (14). The motivation for pre-conditions
is that, oftentimes, policies may contain sensitive infation. The policy enforcer does
not want to reveal the policy statement to everyone. If aqmedition isfalse, the pre-
condition is never satisfied. If the pre-condition is a r@ay B.R, then the negotiation
opponent has to be a member®iR for the pre-condition to be satisfied. Returning to the
policy body, if pre-cond-1 is satisfied (or ifpre-cond-1 is omitted), then the negotiation
opponent is allowed to se®,.R, N - - - N By. Ry, otherwise, she is not permitted to know
the content of this policy body. Ongee-cond-1 is satisfied, ifpre-cond-2 is also satisfied,
then the negotiation opponent is allowed to see the consipéiy, . .., x,).

Verifying that a principal satisfies a policy body takes tweps. In the first step, the
policy enforcer verifies that the principal has all roles &ad provided all uncertified at-
tributes given byB,.Ry, ..., Br.Ri. In the second step, the policy enforcer verifies that
the variables in the parameters®f, . . ., R, satisfy the constrainp(z1,...,z,). Such
two-step policy verification process is made feasible bygisiryptographic credentials
and the associated cryptographic tools (see Section 3)ifEhstep corresponds to verify-
ing that the principal has the desired credentials. Therskstep corresponds to verifying
that the principal’s attribute values in the credentiatisbathe constraint)(x1, . .., x,).

If ¢(z1,...,z,)is disclosed, which happens only when the second pre-gondiias been

satisfied, then the principal can use zero-knowledge prombpols to prove that her at-
tribute values satisfy the constraint or simply reveal all bredentials along with all her
attributes; otherwise, the principal can elect to run agieyolicy evaluation protocol with
the policy enforcer, enabling each to determine whethesatisfies the constraint.

Using the example in Section 4.1, BookSt's poliey2) in Figure 1 is a policy state-
ment with no constraint. It states thBbokSt considers a driver license from BMV to
provide adequate documentation of date of birth. The vhgiabis used in the state-
ment to indicate that the field value BbokSt.DoB is the same as thBoB field value
in BMV .driverLicense.

The BookSt policy statementr(l) means that, in order to be a member of the role
BookSt.discount, a principal has to have the rol@vokSt.student(program = 1),
BookSt.DoB(val = z2), andAny.phoneNum(val = z3). It further requires that the
program field valuer; in BookSt.student and the DoB field value:; in BookSt.DoB
satisfy the constraintz; = ‘cs’) A (z2 > ’01/01/1984"). The symbol=- in the role
Any.phoneNum(val = z3) indicates that BookSt must receive a phone number from the
negotiation opponent. Where the equality symbas$ used, the policy requires only proof
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that the associated field value satisfies any constrainémgivthe policy statement.

4.2.4 Policy heads.The policy head in a policy statement determines which nesou
is to be disclosed and how it is to be disclosechadlicy head21) can be a role or a disclo-
sure. When the policy head is a role, the statement mean# thatnegotiation opponent
satisfies the policy body, then she is a member of the roleefRaéfined in policy state-
ments are controlled by the policy owner and are caflechmy rolesbecause they serve
only to define local policies. If the policy head is a disclesuhen the opponent is granted
a permission specified in the disclosure, once the policybedatisfied. This section
explains each type of disclosure and its associated peomids the rest of this paper, we
useack for acronyms of acknowledgement aadfor acronyms of access control.

We call (the body of) a policy statement with hedidclose(ack, A.R) (22) anAck
policy for the role A.R. The opponent has to satisfy one 4fR’s Ack policies to gain
permission to learn whether the policy enforcer is a membédr &. Until such satisfaction
is shown, the policy enforcer’s behavior should not dependriy way on whether she
belongs toA. R.

We call a policy statement with healisclose(ac, A.R) (23) anAC policyfor the cre-
dential A.R «—— D. We assume, in this case, that the policy enforcép iand thatD has
the membership credentidl R —— D. When the negotiation opponent has satisfied an AC
policy for the credentiall. R «<—— D, he is authorized to receive a copy of the credential.

We call a policy statement with heatisclose(full, attr) (24) afull policy for the at-
tributeattr. If a full policy for attr is satisfied, the negotiation opponentis allowed to see
the full value ofattr. Whenattr is an uncertified attribute, this means the policy enforcer
can simply disclose its value. When the field value linkedhdttribute reference aftr
is a commitment, it means the policy enforcer can open thewitment to the opponent.

We call a policy statement with hedésclose(bit, attr) (25) abit policyfor the attribute
attr. Bit policies are defined only for certified attributes. If i folicy for attr is satis-
fied, the negotiation opponent has the permission to reaaieebit of information about
the value ofattr, in the sense of receiving the answer to the question whétleevalue
satisfies some predicate. We stress that the one bit infaomat attr in our context is
not necessarily the value of a certain bit in the binary repnéation ofittr, but can be the
output of any predicate omttr. More specifically, the policy enforcer can run a private
policy evaluation with the opponent in which the opponeaths whethenttr, together
with other attributes of the enforcer, satisfies the oppts@nivate policy. Alternatively,
the policy enforcer can prove thattr satisfies (or does not satisfy) the opponent’s public
policy using zero-knowledge proof techniques. While sfyég the bit disclosure policy,
one should be aware that the bit disclosurentf: is vulnerable to a probing attack. If
an adversarial opponent runs the private policy evaluatiattiple times using different
policies that constraiattr, she may learn more information about the valuetof.

We call a policy statement with heatisclose(range, attr, precision) (26) arange
policy for the attributeattr. Range policies are defined only for certified attributes of
certain data types, such as finite integer type, finite flopétyand ordered enumeration
type. If the range policy foattr is satisfied, then the negotiation opponent has permis-
sion to learn thahttr belongs to a range with the given precision. For exampleyef t
negotiation opponent has satisfied the policydisclose(range, DoB, year), then she is
allowed to know the year dboB, but not the exact date. How to specify precision de-
pends on the data type of the attribute. For example, assueadé score takes integer
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values from 1 to 1000, and Alice has a credit score of 722 decited in her credit report
certificate using cryptographic credential schemesS3dbkSt satisfies Alice’s policy of
disclose(range, score, 50), then Alice can prove t®BookSt that her credit score is be-
tween 701 and 750 using zero-knowledge proof protocolsil&ily the policy with head
disclose(range, score, 10) means that if the policy is satisfied, the opponent can ldwsain t
Alice’s credit score is between 721 to 730.

When no Ack policy is specified for an attribute, this indesthat the Ack policy is
trivially satisfied. Although a more natural logical integpation would be that in this case
it is trivially unsatisfiable, such an Ack policy would rendts attribute unusable, which
is not useful. The other types of policiase(, AC policy, full policy, bit policy, and range
policy) are taken to be unsatisfiable if they are not defined.

So if there is no Ack policy associated with a rofeR in the policy base, then the
policy enforcer can reveal to everyone that she is (or is ast)jember ofA.R. On the
other hand, if there is no AC policy associated with a rdlé? in the policy base, then
the policy enforcer should never reveal her credeiak «— D to anyone. If there
are both an Ack policy and an AC policy with a roke R, the access control policy is
actually the intersection of these two policies,, only if the negotiation opponent satisfies
both policies can she see the credential correspondirigRo That is enforced implicitly
through our trust negotiation protocol.

5. THE EXTENDED TRUST TARGET GRAPH (ETTG) PROTOCOL

In this section, we introduce a trust negotiation protobat tan take advantage of ATNL
and the cryptographic protocols. This protocol extendgrihst-target graph protocol in-
troduced in [Winsborough and Li 2002b; 2004], to deal witk #dditional features of
ATNL and cryptographic certificates.

In this protocol, a trust negotiation process involves tienegotiators working together
to construct arust-target graph(TTG). A TTG is a directed graph, each node of which
is a trust target. Introduced below, trust targets reptegaestions that negotiators have
about each other. When a requester requests access to acegdbe access mediator
and the requester enter into a negotiation process. Thessocediator creates a TTG
containing one target, which we call tipeimary target The access mediator then tries
to process the primary target by decomposing the questatritthsks and expanding the
TTG accordingly in a manner described below. It then senep#rtially processed TTG
to the requester. In each following round, one negotiatoeiv@s new information about
changes to the TTG, verifies that the changes are legal atifisjdsand updates its local
copy of the TTG accordingly. The negotiator then tries tocpss some nodes, making its
own changes to the graph, which it then sends to the othey, parhpleting the round. The
negotiation succeeds when the primary target is satisfiddils when the primary target
is failed, or when a round occurs in which neither negotiat@nges the graph.

5.1 Nodes in a Trust-Target Graph

Anode ina TTG is one of the five kinds of targets, defined agfal We use the notation
e « S for several different categories ef meaning that' belongs to, satisfies, or has the
propertye. We introduce the various usages of the notation informeslyhey are used in
the following list.

—A role targettakes the form{V: A.R«?—S), in which V' is one of the negotiatorsl. R is
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arolé®, ands is a principal.S is oftenopp(V'), the negotiator opposing, but it can be
any principal. This target means tHatwants to see the proof of. R « S.

—A policy targettakes the form{V: policy-id«?— S), in whichV is one of the negotiators,
S'is a principal, angolicy-id uniquely identifies a policy statement¥fis policy base.
We assume each negotiator assigns each of her policy statemanique identifier for
this purpose. This target means thatvants to see the proof thatsatisfies the body of
the statement correspondingiolicy-id.

—An intersection targetakes the formV : B;.R; N -+ N By. Ry, & S), in which V' is
one of the negotiators; is a principal,B;. Ry, . . ., Bi. Ry, are roles, and is an integer
greater than 1. This means tHatwants to see the proof @&,.R; N--- N B. Ry « S.

—A trivial target takes the formV : S & S), in which V' is one of the negotiators, and
S is a principal. Representing questions whose answers wegy/silaffirmative, trivial
targets provide placeholders for edges that representitieds in the TTG.

—An attribute goaltakes the form{V: attr < S), inwhichattr is the name of an attribute
in S’s attribute declaration. This goal means tivatvants to learn some information
about the value ofittr, e.g, V' may want to learn the full value of the attribute, or to
learn partial information about the attribute, e.g., wieethsatisfies a policy.

In each of the above forms of targets, we daltheverifier, andS the subjectof this node.
5.2 Edges in a Trust-Target Graph

Seven kinds of edges are allowed in a trust-target grapgbdliselow. We use— to repre-
sent edgesin TTG's.

—A credential edgdakes the formV : A.R < S) — (V : e <~ S), in which A.R is a
role, ande is either a principle or a role. We call : e & S) a credential child of
(V: A.R«?—S>. (We use similar “child” terminology for other kinds of edggAn edge
always points from the child to the parent. Unlike the othadk of edges, a credential
edge needs to bastifiedto be added into the TTG; a credential edge is justified if the
edge is accompanied by a credential that provds « e.

—A policy edgetakes the form(V: A.R < S) —(V :policy-id < S), in whichpolicy-id
is a policy identifier andd.R is the role in the head of the policy statement (that corre-
sponds tgolicy-id).

—A policy control edgetakes the form(V : policy-id < S)y —(V: AR & S), in
which policy-id is a policy identifier andd. R is one of the pre-conditions in the policy
statement.

—A policy expansion edgtkes the form(V : policy-id <& S) —=(V:Bi.RiNn---N
By .R;. & S), in whichpolicy-id is a policy identifier and3;.Ry N - - - N By. Ry, is the
intersection in the policy statement.4f> 1, the policy expansion child is an intersec-
tion target; otherwise, it is a role target. Each policy exgpan edge has associated with
it up to one tag consisting of a constraint.

—An intersection edgeakes the form{V: B1.R1 N---N By . Ry «?—S> —(V:B;.R; «?—S>,
wherei isin 1..k, andk is greater than 1.

3Technically, the roles in the TTG correspond syntacticédifthe non-terminalp-role), rather than tq(role).
This is because they are derived from policies, and so cataicosymbols such asny and=-.
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—An attribute edgeakes the formV : A.R <~ S) «— (V : attr <~ S), in which § is the
negotiation opponent of, attr is an attribute name, and.R is a role. This is used
when the attributattr is linked to a specific field iMd. R in S’s attribute declarations.

—An attribute control edgeakes the form(V : e < §) — (opp(V) : policy-id <~ V), in
which opp(V') denotes the opponent &f, policy-id is a policy identifier, ana is the
role or attribute name in the head of the policy statementrilAtte control edges are
used for handling disclosure policies. Each attribute mdidge has a tag consisting of
one of ac, ack, full, bit, or range; in the range case, it alstuides a precision parameter.

The optional tag on a policy expansion edge is used to exgresonstraint portion of
the policy statement identified yolicy-id. The tag on an attribute control edge charac-
terizes the information thdt’ can gain permission to learn by satisfying the body of the
statement identified byolicy-id.

5.3 State Propagation in TTG

Each node has processing statewhich is a pair of boolean states: verifier-processed
and opponent-processed. A nodev&ifier-processedvhen the verifier cannot process
the node any furthei,e., the verifier cannot add any new child to the node. A node is
opponent-processathen the opponent cannot process the node any further. Wiedea
is both verifier-processed and opponent-processed, wéaty is fully processed

Each target has satisfaction statewhich has one of three values: satisfied, failed, and
unknown. For each role target or intersection target, tieeadield-state table The field-
state table is used to maintain information about the fieldesin the corresponding role
or intersection target. Each field-state table contains aemore tuples. Each tuple has
multiple field statesone for each field in the targete., for each field in the role or inter-
section target, there is a field state corresponding to henttples of the field state table.
Each field state has three entries, one for full disclosume,for bit disclosure, and one
for range disclosufe Each entry can have valdelse, indicating that the corresponding
disclosure policy has been found to be unsatisfiable by thetiaor desiring to know the
field value. Entry values can also be of several other typesyilhbe discussed shortly.
Each attribute goal has aitribute state An attribute state has three entries, one for full
disclosure, one for bit disclosure, and one for range disok. Each entry can be one of
the three valuestrue, false, or unknown. A true value means the corresponding policy
in that entry has been satisfied.uAknown value means the corresponding policy has not
been satisfied yet. false value means the corresponding policy is failed by the oppbne

We now describe how to determine the satisfaction statergéts, the field state of
fields, the attribute state of attribute goals, and corredpg local states.

5.3.1 Satisfaction stateThe trust target satisfaction state is determined as fatlow

(1) Role target. The initial satisfaction state of a role target is unknowh.bécomes
satisfied when one of its credential children or one of itsqyathildren is satisfied,
and for each field in its role with the- symbol (the verifier wants to see the full value
of this field), the full policy entry in its field state tablen®t unknown (the full value
of the field has been disclosed). It becomes failed when itilig processed and it
has no child, or all of its children are failed, or there eximbme field in the role with

41n this specification, we support only a single range polioyeach field, though it can be easily extended to
allow multiple range policies.
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the = symbol whose full entry value in the field statefigse. It becomes satisfied
when one of its children is satisfied and each field in the rdfle the=- symbol has a
non-false value in the full entry.

(2) Policy target.Let policy-id be the policy identifier in this policy target. If the policy
body corresponding tpolicy-id is the constantrue, then the inital satisfaction state
of this target is satisfied. Otherwise, the initial satiifat state of a policy target is

unknown.
(a) If there is no constraint in the policy correspondingtdicy-id, the satisfaction

state of the policy target becomes satisfied when it is fulbecpssed and its policy
expansion child is satisfied. It becomes failed when it ilyfotocessed and either
it has no policy expansion child (the pre-condition for thaigy has not been

satisfied) or its policy expansion child is failed.
(b) If there is a constraint in the policy correspondingptdicy-id, the satisfaction

state of the policy target becomes satisfied when it is fulycpssed, its policy
expansion child is satisfied, and the constraint is evalleatd also satisfied. If the
constraint has been revealegk( any policy control child for the constraint has
been satisfied), it can be evaluated when the value or the i@reach variable in
the constraint has been disclosed. If the constraint iaf@jut can be evaluated
by using the private policy evaluation, or by conventionaams once the full
value of each variable in the policy has been disclosed. dobes failed when
it is fully processed and it has no policy expansion childit®policy expansion
child is failed, or the constraint uses a variable whoseasponding field-policy
entries are alfalse, or the constraint is not satisfied.

(3) Intersection targetThe initial satisfaction state of an intersection targetriknown.
It becomes satisfied when it is fully processed and all ofhiitdcen are satisfied. It
becomes failed when one of its children is failed.

(4) Trivial target. A trivial target is always satisfied.

5.3.2 Attribute state.There are three entries in the attribute state of an ateigaal,
one for full policy, one for bit policy, and one for range gl The initial value of each
entry isunknown. If the satisfaction state of the attribute control childlud attribute goal
becomes satisfied, we mark the value of the correspondimyg ienthe attribute state to
betrue. On the other hand, if the satisfaction state of the atteilmaintrol child becomes
failed, we mark the value of the corresponding entry in tiiébatte state to béalse.

5.3.3 Field-state table.The field-state table for each role or intersection targetiis
tially set to be empty. The values in the field-state tablecaraputed based on the field-
state tables of its children or its grandchildren, as theypbee available. If the given target
is an intersection target, then the field-state table is thsseproduct of all the field-state
tables in its intersection children. If the given target ioke target and has a delegation-
credential child, then the field-state table is copied frésnchild. If the given target is
a role target and has a policy child, then the field-stateetabthe subset of all tuples in
the field-state table of its grandchild in which the field \edsatisfy the constraint of its
policy child’s policy. If the given target has a non-delégatcredential child and the cor-
responding credential is a standard credenitial one not containing commitments, such
as X.509 certificate), then the precise value of the field gembto the full entry of the
field-state table. Otherwise, if the current target has aibate child, depending on the
attribute state of the attribute goal, the opponent revibalsttribute value as follows. If
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the full entry in the attribute state of the attribute chidrue, then the opponent reveals
the exact value of the field and the value is added to the fatyef the field state in the
field-state table. If the bit entry in the attribute state o &ttribute child igrue, the bit
entry in the field state is set to contain a reference to theentrole target, as well as a
reference to the corresponding attribute in that role targe field information flows up
the TTG from its sources to constraints that the fields’ velmeist satisfy, these references
enable the negotiator to determine which fields of which endidls must satisfy those
constraints. If a range disclosure entry in the attribuagesof the attribute child isrue,
the opponent proves that the field value belongs to some racgmding the precision
parameter. The disclosed range is then written into theerangry of the field state. If an
entry in the attribute state of the attribute childage, then we write the valuélse into
the corresponding entry in the field state.

The legal update operations do not remove nodes or edgedtmchave been added,
and once a node is fully processed, it remains so there@tmmsequently, once a target
becomes satisfied or failed, it retains that state for thatéhur of the negotiation.

5.4 Messages in the Protocol

As described before, negotiators cooperate by using thqobto construct a shared
TTG, a copy of which is maintained by each negotiator. Negots take turns transmit-
ting messages each of which contains a sequence of TTG uppetations and a set of
credentials to be used in justifying credential edges. Matpys may also run a set of
cryptographic protocols, described in Section 3, durirgER TG protocol. On receiving
an update operation, a negotiator verifies it is legal befip@ating its local copy of the
shared TTG. The following arlegal TTG update operations:

—Initialize the TTG to contain a given primary trust targ€T{, specifying a legal initial
processing state for this node. (See below.)

—Add a justified edge (not already in the graph) from a TT tkatat yet in the graph to
one that is, specifying a legal initial processing statettiernew node. The new TT is
added to the graph as well as the edge.

—Add a justified edge (not already in the graph) from an oldatmdan old node.

—Mark a node processed. If the sender is the verifier, thiskentlte node verifier-
processed; otherwise, it marks it opponent-processed.

The legal initial processing state of a trivial target idyfigprocessed. Both a policy target
and an intersection target are initially opponent-proegssin attribute goal is initially
verifier-processed. A role target is initially either oppatrprocessed or verifier processed.
These operations construct a connected graph. Satisfattites of trust targets, field-state
tables of trust targets, and attribute states of attribasdggare not transmitted in messages;
instead, each negotiation party infers them independently

5.5 Node Processing

Previously we described the ETTG negotiation protocol, ol two negotiators ex-
change update messages. The protocol defines what updatiegalk, and the receiver
of a message can verify that the updates in the message ate Vg now describe pro-
cedures forcorrect processingwhich update the TTG in a manner designed to satisfy the
primary target whenever this is possible, while enforciagtenegotiator’s policies. Cor-
rect processing continues until either the primary targeatisfied (negotiation success),

ACM Journal Name, Vol. V, No. N, Month 20YY.



Automated Trust Negotiation Using Cryptographic Credentials . 19

it is failed (negotiation failure), or neither negotiat@ncperform a correct update (also
negotiation failure).

Note that a negotiator cannot be forced to follow the corpeotedures, and when it
does not, the other negotiator may not be able to tell. Theopoband the correct pro-
cessing procedures are intended to guarantee that a mishginagotiator can never gain
advantage (either learn information or gain access witkatigfying relevant policies first)
over a faithful negotiator who follows the protocol and tlegrect procedures. Therefore,
a normal negotiator has no incentive to misbehave. Stilk @lways within the power
of either negotiator to behave incorrectly, and doing so prayent the negotiation from
succeeding. For instance, either negotiator can simplyt #ifb® negotiation at any time.

5.5.1 Node Processing State InitializatioNVhen a new node is added to a TTG, its
processing state should be initialized as follows:

—A ftrivial target is fully processed, its satisfaction sta$ satisfied, and it has no field
state.

—For arole target{ Ky : K.r < Kg), if K.ris a dummy role (defined in a policy state-
ment), the target is opponent-processed, which meansithaipponent cannot process
it; otherwise, it is verifier-processed. The initial sadidion state for this target is un-
known. If there are fields in the rol&.r, we add an empty field-state table for this
target.

—A policy target is initially opponent-processed. If thelipg body corresponding to
the policy identifier in this target isrue, then the initial satisfaction state is satisfied,
otherwise, the satisfaction state is unknown. There is b imte for this target.

—An intersection target is initially opponent-process@tie initial satisfaction state for
this target is unknown. If there exist fields in any roles ia thtersection target, we
create an empty field-state table for this target.

—An attribute goal is initially verifier-processed. Therdutite state for the attribute goal
is set to be empty. That is, there is no entry in the attribtag=scorresponding to this
attribute goal.

5.5.2 \Verifier-Side ProcessingWe now describe how a negotiafdrprocesses a node
when it is the verifier of the node. These rules apply to notas @re not yet marked
verifier-processed. We assume thatu(R, R’) returns a most general substitution that
makes the corresponding fields of role nameand R’ syntactically identical.

1. Processing T = <V:A.R«?—S>

(a) For each of/’s local policy statements in whicl.R’ is a dummy role in the policy
head,A.R and A.R’ are unifiable, angbolicy-id is the corresponding policy identifi€,
can add a policy edd€ — (V/ : policy-id «- S).

(b) V can markl" as verifier-processed only after (a)dene meaning that all edges that
can be added according to (a) have been added.

(c) If one of the policy children has been satisfi@t copies the values in the field state
of each field from its grandchild, the policy expansion clufdhe newly satisfied policy
child, to the field states in its current target.

2. Processing T = (V : policy-id <~ S)

(a) Let[pre-cond-1!] B;.RyN---NBy.Ry ; [[pre-cond-2!] ¥(z1, ..., z,)] be the policy
body corresponding tpolicy-id, and letc = mgu(R, R’) existin whichR andR’ are the
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role names in the parent node and the policy head, resplgclivere-cond-1 is a role, say
A1.Ry,V can add a policy control edgeé— (V' : A;.0(R1) & S).

(b) After (a) is done andV : A;.0(R;) & S) is satisfied,V can add a policy expansion
edgeT — (V : B1.o(R1) N --- N By.o(Ry) <~ S). V can also do so in the case that there

is no pre-condition for the intersection.

(c) If there is no constraint for this policy, (c) is trivigllone. Otherwise, ifre-cond-2 is
arole, sayd,.o(Ry), V can add a policy control edge— (V : Ay.o(Ry) < S).

(d) After (c) is done and eithéil/ : As.c(Rz2) «?—S> is satisfied or there is no pre-condition
for the constraint}” can add a tag to the policy expansion edge with the constreint

(e) V can marKI’ as verifier-processed only after (d)dene or if there is no constraint for
the policy after (b) isdone or if (a) isdoneand the policy control child added in (a) has
been marked fail.

(f) T is satisfied only if its policy expansion child has been §iatisand the constraint (if it
exists) in the tag has been satisfied. The constraint candbeagted only if there is enough
information in the field states corresponding to the reqliieds. There are the following
three cases.

—When each of the variables in the constraint has in its futilyein the field state a non-
empty value that is not equal false (i.e. all the required attribute values have been
fully disclosed),V determines whether those values satisfy the constraiti®ipolicy
statement identified by policy-id. If the constraint is st¢id,V marksT to be fully-
satisfied; otherwisd/ marksT to be failed. If the constraint is public, then bdthand
S can verify the constraint; otherwise, orilyverifies the constraint.

—When each of the variables in the constraint has in its fodl bit entries in the field
states non-empty values not equalfitse (i.e., V' is allowed to see either one bit or
full information for each of the required attributes in thenstraint), the bit entry in
each field state contains a reference to the role targetsgmneling to the credential
providing the field’s value. If the constraint is privalé runs a private policy evaluation
protocol with .S to evaluate the constraint. If the constraint is pubficgan prove ta”
using zero-knowledge proof techniques that her attribsatisfy (or do not satisfy) the
constraint by using the information stored in the bit erstoéthe field states to identify
the credentials and fields within them from which each vagiabthe constraint obtains
its value.

—When some variables in the constraint have in their rangeesrin the field states a
non-empty value that is not equalftdse (i.e., all the required attribute values have been
disclosed with certain precisions), checks whether the range information in these
range entries of the field states, when added to the availafiolenation about the other
variable values, is enough to determine whether the cdnstan be satisfied. If the
range information is enough to evaluate the constr&interifies the constraint accord-
ingly. If the constraint is satisfied] marksT to be fully-satisfied, otherwis&, marks
T to be failed. If the constraint cannot be evaluated, thesfsatiion state of’ remains
unknown. If the constraint is public, then bdthandS can verify the constraint, other-
wise, onlyV verifies the constraint.

3. ProcessingT = (V:By.Ry N -+ N By. Ry < S)
(a) V can add thé: intersection edge§, «— (V:Bi.Ri«?—KS), 1<i<k
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(b) V can marKT" verifier-processed only after (a) is done.

(c) For each of its intersection children, if it has beens$itil, V' copies the values in the
field state of each field from the child target to the field saikits current target. The
intersection target is satisfied if all of its intersectidmldren are satisfied.

5.5.3 Opponent-Side ProcessingVe now describe how a negotiat$process a node
when it is the opponent of the verifier of the node. These rajgsy to nodes that are not
yet marked opponent-processed.

1. Processing T = (V:A.R<S)

(a) If there exists a policy statement with hatisclose(ack, A.R), S can add an attribute
control edgél’ — (S ack-id < V'), whereack-id is the policy identifier for the ack policy.
(b) After (a) is done andsS : ack-id < V) is satisfied (if it exists), ifS has the credential
A.R+—— S, and if there exist a policy statementid with headdisclose(ac, A.R), S can
add an attribute control edge— (S : ac-id <~ V).

(c) After (b) is done andS : ac-id < V') (if it exists) is satisfiedS can add the credential

edgeT — (V : S < S). OncesS reveals her credential. R — S, S markT to be fully-
satisfied. If the credential disclosed is a traditionalitieate (and all the attributes in the
credential has been disclosed as wdlfopies the attribute values to the full entries of the
field states in nodé&.

(d) After (a) is done ands : ack-id < V) is satisfied, ifS has a delegation credential
A.R'— Ay1.Ry, A.RandA.R’ are unifiable and = mgu(R, R’), S can add the creden-
tial edgeT — (V' : Ay.0(Ry) < S).

(e) S can markI" as opponent-processedifis satisfied, or all of the above steps are done.

2. Processing T = (V :attr <~ S)

(a) If there exists a policy statemefufll-id with headdisclose(full, attr), S can add an
attribute control edg& « (S : full-id & V). S adds a full entry to the attribute state and
sets its value to benknown. If the attribute control child has been satisfiétisets the
full entry of the attribute state to lieue. Once the full entry of the attribute state becomes
true, S reveals the attribute value corresponding:itér, and copies the value to the full
entry of the field state in the parent nodelof

(b) If there exists a policy statemehit-id with headdisclose(bit, attr), S can add an

attribute control edg&” < (S : bit-id <& V). S adds a bit entry to the attribute state and
sets its value to benknown. If the attribute control child has been satisfi€dsets the bit
entry of the attribute state to heue. Let us denote by the parent node df'. Once the
bit entry of the attribute state becomese, S writes the identity ofP to the bit entry of
the field state inP.

(c) If there exists a policy statemeninge-id with headdisclose(range, attr, precision),

S can add an attribute control edge— (S': range-id«?—vy S adds a range entry with the

precision parameter to the attribute state and sets itg valbeunknown. If the attribute

control child has been satisfiefl sets the range entry of the attribute state terbe. Then

S runs a zero-knowledge proof protocol withto prove thakttr belongs to a range with

certain precision, and writes the range value into the ramgey of the field state in the

parent node of .

(d) S can marKI" as opponent-processedifis satisfied, or all of the above steps are done.
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5.6 Examples of The Extended Trust-Target Graph (ETTG) Protocol

We now give two examples that illustrate the ATNL languagd #re ETTG protocol.
Example 1 shows the usage of various types of credential3 Iy Axample 2 deals with
the scenario in which the constraint is private.

|1. B: B.discount < A | —> Credential edges

==» Control edges

T Other ed
(x1="‘cs") A (x2>“1/1/1984") | [2.B:ml — A —* Otheredges

3. B: StateU.stu(prog = x1) N B.DoB(val = x2)
N Any.phone(val = x3) — A

. T I

|4.B: StateU.stu(prog =x1) —A | [5.B: BDoB(val=x2) —A |  |6. B: Any.phone(val = x3) — A |

|11.B: CoS.stu(prog =x1) <—A| ‘7.B:m2<—A ‘ ‘9. B:m3 — A | |19.B:phoneNum<—A‘

[8.B: BMV.driver(DoB=x2) — A | [10. B: Gov.pass(DoB=x2) —A| | Fun

AC T
12.A:p1 —B | [14B:A—A] 15. B: DoB «— A 20.A:p3 —B

Range,
year

[16.Ap4<—B | [17.Ap2<B |

Full

13. A: StateU.business < B | ‘ 18. A: BBB.process < B

21.LA:B<B

Fig. 5. Final TTG for the bookstore example. In this figure denotes the symbel-, A
denotesAlice, and B denotesBookSt. The white nodes are created ByokSt and the
grey nodes are created Byice.

ExampPLE 1. This example is a simple instance of the ETTG protocol #odtiates
the usage of the first three properties described in SectidRe3erring to the bookstore
example in Section 4.1, we depict the final TTG in Figure 5.céland BookSt run the
ETTG protocol as follows: As BookSt wants to see the prooBobkSt.discount «
Alice in order to grant Alice access, BookSt creates the primagetanode 1) for the
negotiation and sets its satisfaction state to be unknofwvroede 1 becomes satisfied, then
the negotiation succeeds. In BookSt's policy base, theeepslicy statementrg1) for
BookSt.discount, hence BookSt creates a policy target (node 2) and adds eymuge
between node 1 and node 2. As the policy statemen) has no pre-conditions, BookSt
reveals the policy by adding a policy expansion child (noder@l a constraint tag between
the parent (node 2) and the child (node 3). Based on the p@lidty, BookSt wants to see
Alice’s phone number and wants to know whether Alice’s pamgrand DoB satisfy his
constraint. BookSt then creates node 4, 5, 6 and adds tharteasdction children to node
3. Since the rol@ookSt.DoB is a dummy role and there are policiesq, m3) associated
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with it, BookSt adds a policy target (node 7) as the policycchd node 6. BookSt then
adds a policy expansion child (node 8) to node 7. SimilarbolESt adds node 9 and 10.
Essentially, BookSt wants to see Alice’s DoB from either &eirlicense or a passport.
Now BookSt cannot process the TTG any more.

After receiving the TTG from BookSt, Alice begins to procdise graph. Alice first
discloses her credentiall (as it is not sensitive) and adds a credential child (node 11)
She cannot disclosure her student credentia) (mmediately, as there exists an AC policy
(p1) for n2. Therefore Alice adds a policy target (node 12) and expanwigh a role target
(node 13). Note that the edge between node 11 and 12 is dvuggtgontrol edge, which
means that if node 12 is satisfied, then Alice can disclosstident credentiahQ). Alice
also reveals her digital driver license (without revealivey DoB) to BookSt, creates a
trivial target (node 14), and adds a credential edge betwedr 8 and node 14. At this
point, Alice notices that she needs to prove she is youngar 11/1/1984" and to reveal
her phone number, she adds an attribute goal (node 15) fdvdigmattribute and another
attribute goal (node 19) for hgthoneNum, she also expands the TTG by adding nodes
16, 17, 18, 20. As the node 16 is trivially satisfied (becabsablicy forp4 is true), Alice
proves to BookSt that she was born in 1986. Alice’s year dhbflows up from node 8 to
node 3.

BookSt adds a trivial target (node 21) and shows to AliceShigeU.businessLicense
certificate andBBB.goodSecProcess certificate, which triggers the satisfaction of the
nodes 12 and 20. Alice then reveals her student credentl gnd her uncertified
phoneNum. The values of Alice’s attribut@rogram and phoneNum flow up to node
3, where BookSt verifies that Alice’s attributes satisfy toastraint. Finally, the primary
target is satisfied and the negotiation succeeds.

ExXAMPLE 2. This example illustrates the usage of properties 1, 2 Gafpdivate pol-
icy evaluation) described in Section 3. Suppose BankWomrdime bank certified by
National Credit Union Administration (NCUA), offers a sji@erate loan. Before apply-
ing the loan, an applicant is required to show a valid driicarise. The loan policy is that
the applicant must have either (1) a credit score more th@ra68 an income more than
55k, or (2) a credit score more than 700 and an income moreitiliarBank\Won considers
his loan policy as private information, and discloses (tiresholds of) the policy only to
BankWon's preferred members. Carol, who is not one of Bank®\preferred members,
wants to know whether she is eligible for that loan. She ha®gditcreport from Experian
and a tax certificate from Internal Revenue Service (IRSjolGansiders her credit score
and her income to be sensitive attributes. BankWon and San@dentials and policies
are given in Figure 6.

Using the ETTG protocol, BankWon and Carol can negotiatst tseuccessfully. The
final TTG of the negotiation is given in Figure 7. In the ETTGfarcol, BankWon first
creates a primary target (node 1), a policy target (node raj, aarole target (node 3).
The edge between node 2 and 3 is a policy control edge. Aftevl @aveals her driver
license and adds node 4, BankWon is able to expand the lo&y @wid adds nodes 5 —
14. Carol then reveals her tax certificate and credit repihtout revealing her sensitive
attributes to BankWon, and adds two attribute goals (nodarthb19) to TTG. As node
6 is not satisfied, the constraint of the loan policy is noeeded to Carol. However, as
the bit policies for Alice’sincome andscore are satisfied, Carol and BankWon are able to
run a private policy evaluation amcome andscore with BankWon’s private constraint.
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Bank's credentials and policies:

ql : NCUA.member «—— Bank

rl: Bank.loan «— BMV .driverLicense !
IRS.tax(income = z1) N Bank.credScore(val = z2) ;
Bank.preferred !

r2: Bank.credScore(val = z) «—— Equifax.credReport(score = )
r3: Bank.credScore(val = z) «— Experian.credReport(score = x)
r4 : Bank.credScore(val = z) «— TransUnion.credReport(score = x)

r5: disclose(ac, NCUA.member) «— true

Carol’s credentials:

s1: Experian.credReport(score = commit(720)) «— Carol
s2: IRS.tax(income = commit(‘65k’), employer = commit(‘Company A’)) «— Carol
s3: BMV.driverLicense(name = ‘Carol’, DoB = commit(‘06/18/1972’)) «— Carol

Carol’s attribute declarations:

tl1: DoB = ‘06/18/1972’ :: BMV.driverLicense(DoB) : sensitive
t2: score = 720 :: Experian.credReport(score) :: sensitive
t3: income = ‘48K’ :: IRS.tax(income) 1 sensitive
t4: employer = ‘Company A’ :: IRS.tax(employer) 1 non-sensitive

Carol’s policies:

ul: disclose(full, DoB) «—— BBB.goodSecProcess
u2: disclose(bit, score) «— NCUA.member

u3 : disclose(range, score, 50) «— true

ud : disclose(bit, income) — true

ub: disclose(range, income, 10k) «—— BBB.goodSecProcess
ub : disclose(ac, Experian.credReport) «— true

u7: disclose(ac, IRS.tax) «— true

u8: disclose(ac, BMV .driverLicense) «— true

((z1 > 680) A (z2 > 55K)) V (21 > 700) A (z2 > ‘45K’

Fig. 6. The credentials and policies for Example 2

After the private policy evaluation outputsue (i.e., Carol’s certified attributes satisfy the
constraint), node 2 becomes satisfied. In the end, node $adssalisfied and the ETTG
protocol succeeds.

6. BREAKING POLICY CYCLES

In this section, we discuss how to break policy cycles udiwegBTTG protocol.

6.1 Examples of Policy Cycles

We begin with a few examples of policy cycles and illustraie/isuch cycles can be broken
using cryptographic protocols.

ExamMPLE 3. Both Alice and Bob have a CIA credential. Alice will revélaat she has
a CIA credential only to those who are also agents of the Ciil&rly, Bob only reveals
his CIA credential to his peers. The negotiation starts hgeMequesting a document from
Bob. The credentials and policies are given in Figure 8(a)TiNL. Figure 8(b) depicts
the TTG of this example where a policy cycle can be found inesa8, 4, 5, and 6. In
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1. B:B.loan < C

—> Credential edge
=—> Control edge
— Other edges

i

‘3. B: BMV.driver — C ‘ 5. B: IRS.tax(income = x1) N

B.score(val =x2) < C
3 /

6. B: B.preferred < C

‘7. B: IRS.tax(income = x1) < C ‘ |8. B: B.score(val = x2) < C ‘
[4.B:C—C | [15.B: income — C| 9.B:2—C | [1ILBi3—C | [13.Bir4—C |
Bit ngge, 10. B: Equ.rpt(score = x2) < C | | 14. B: Tran.rpt(score = x2) < C ‘
[16.C:u4 =B | [17.C:u5<B] [12. B: Exp.pi(score = x2) < C]
|18. C: BBB.process < B |
Bit Range, 50
20.cw2<B| [2.Cu3<B]

i

[21. C: NCUA.member — B |

23.C:B<B

Fig. 7. Final TTG for Example 2. In this figure;- denotes the symbaed-, B denotes

Bank, andC' denotegCarol. The white nodes are created Bynk and the grey nodes are
created byCarol.

|1. B: B.document<—A|

Bob’s credential and policy:

1

2.B:wl <A
vl: CIA.agent «—— Bob
wl: Bob.document «—— CIA.agent 3. B: CIA agent— A |
w2 : disclose(ack, CIA.agent) «— CIA.agent
w3 : disclose(ac, CIA.agent) «— true [Ack

4.A:yl < B

I

Alice’s credential and policy:
xl: CIA.agent «—— Alice
yl: disclose(ack, CIA.agent) «— CIA.agent

|5. A: CIA.agent <— B |

| Ack
y2: disclose(ac, CIA.agent) «— true
a
(a) (b)

Fig. 8. (a) The credentials and policies for Example 3. (b{5Tior Example 3. In this
figure,— denotes the symbel-, A denotesAlice, and B denoteBob. The white nodes
are created bJBob and the grey nodes are createdAiyce.

the ETTG protocol, Bob first creates notes 1, 2, and 3. Bob sMensee whether Alice
is a CIA agent. Alice has an Ack policy for her CIA credentiablashe only reveals her
CIA credential to her peers, thus Alice creates nodes 4 arRbb. creates node 6 as his
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CIA credential has an Ack policfw2), then creates an edge between node 3 and node 6
by expanding the Ack policy. At this point, without using tbeyptographic tools listed
in Section 3, the negotiation would fail because none of thaes in the cycle could be
satisfied. To break this policy cycle, Alice and Bob can rutO8BE protocol [Li et al.
2003] in which Bob delivers an envelope to Alice with the pedy that Alice can open
the envelope if she has a CIA agent credential. This envaeloptins Bob’s CIA agent
credential. Since Alice is a CIA agent, she can success@gbn the envelope and see
Bob’s CIA credential. Therefore, Alice can mark node 5 $igiik and can reveal her CIA
credential to Bob. In the end, node 1 becomes satisfied andetieatiation succeeds. If
Bob does not have a CIA agent credential, he would still eagmgn OSBE protocol, but
sending a random string in the envelope. In this way, Bob canre that Alice is unable to
observe any behavioral characteristic indicating whelBadr has a CIA credential unless
Alice satisfies Bob’s Ack policy and is therefore authorifedthe information.

Bob’s credentials, attributes, and policies:
vl: CIA.agent(level = commit(3)) «— Bob

v2: FBl.agent «—— Bob

v3: level = 3 @ CIA.agent(level) :: sensitive

wl: disclose(ack, CIA.agent) «—— CIA.agent(level = z) ; = > 2
w2 : disclose(ac, CIA.agent) «— true

w3 : disclose(full, level) «—— FBl.agent

w4 : disclose(ac, FBl.agent) «— true

Alice’s credentials, attributes, and policies:
xzl: CIA.agent(level = commit(4)) «— Alice

x2: FBl.agent «—— Alice

x3: level = 4 :: CIA.agent(level) :: sensitive

yl: disclose(ack, CIA.agent) «—— CIA.agent ; x > 2
y2: disclose(ac, CIA.agent) «— true

y3: disclose(full, level) «—— FBl.agent

y4: disclose(ac, FBl.agent) — true

Fig. 9. The credentials and policies for Example 4, illustigathat not every cycle can be
broken.

EXAMPLE 4. We now give an example of a policy cycle that cannot be hrdkeusing
TTG. The corresponding credentials and policies in thisveda are given in Figure 9.
Observe that there is a policy cycle between Alice and Bolgk policies. Recall that in
the ETTG protocol, the attribute disclosure policies caratided to the TTG only if the
corresponding credential has been disclosed. This is Becaualike Ack policies, attribute
policies may differ from one negotiator to another, and aespmed to be specified by
people who actually have the credential. Thus disclosingtaiibute policy can strongly
suggest that the negotiator has the credential, which dimmilbe done unless the opponent
satisfies the associated Ack poliy. However, in the exanvpiteen Bob sends to Alice an
oblivious envelope containing proof that his CIA credelrgatisfies Alice’s policy, Alice
cannot update the TTG to reflect this even though she can dweanvelope. This is
because in doing so Alice would reveal fact that her levelreater than or equal to 2,
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which Bob is not authorized to know because of Alice’s attiibpolicy. Therefore, the
policy cycle cannot be broken principally because Alice® fpolicy for the level attribute
cannot be revealed to Bob unless Alice knows he satisfies tlepélicy. One would wish
Bob could be told he should include his FBI credential in thévious envelope, which
the attribute policy would tell him. But if Alice discloseté attribute policy, this would
enable Bob to infer that Alice has the CIA credential everabBvere unauthorized for this
information. Thus it is unsafe for Alice to provide the ditrte policy before the oblivious
envelope is sent and therefore sending the oblivious epeatonot sufficient to break the
impass.

6.2 Breaking Policy Cycles Using ETTG

Detecting a policy cycle is easy—we can use any of the egjgjiraph cycle detection
algorithms. However, deciding when and how to break a paiafe is not a trivial task.
When a policy cycle is detected, we might not be able to brigadthediately. For example,

if A depends o3 andC', andB depends ol. Even if we detect a cycle betweehand

B, we cannot break it untl’ has been satisfied. Another example is that two policy cycles
may be strongly connected, in which case we have to break ysle< simultaneously.
Our strategy to break policy cycles is that we (1) detectgyddiycles, then (2) analyze the
cycles to make sure they can be broken, finally (3) use OSBIEO&RE protocols to break
the policy cycles. We next present a more complex exampligtriate how policy cycles
can be broken.

ExAMPLE 5. This example illustrates the usage of properties 1, 2nd 5a(oblivious
usage of credentials and attributes) described in SectioBuppose Bob, a CIA agent,
has a secret document to which access is allowed by CIA agahtsBob has a security
clearance certificate from Gov with his security clearameellcommitted in it. Bob can
show his CIA agent credential only to his peers, and can té¥gaecurity clearance level
only to those whose level is greater than or equal to 3. Silpjlalice has a CIA agent
credential and a security clearance certificate with aedeclosure policies. Alice shows
her CIA agent credential only to CIA agents with securityelegreater than or equal to 2.
She discloses her security level only to CIA agents. Seer€ifjQ for the description of
these credentials and policies in ATNL. When Alice wantsdoess Bob’s document, they
engage in the ETTG protocol and build a TTG as depicted inreiga(a).

There are two policy cycles in the TTG, one cycle has nodes 3, @, and 8, the other
cycle has nodes 3, 4, 5, 7, 10, 11, 12, 14, 15, 6, and 8. Withreaking the policy cycles,
the negotiation between Alice and Bob would fail, becauséhee Alice nor Bob can
update the TTG any more. As the two policy cycles share commodes, we cannot break
them separately. See Figure 11(b) for the dependencyaelattween Alice and Bob’s
attributes. To break the policy cycles, Alice and Bob run &B& protocol in which Bob
delivers an envelope to Alice with the property that Alice cgen the envelope if she has
a CIA agent credential. This envelope contains Bob’s ClAnageedential. In the mean
time, they run an OCBE protocol in which Bob delivers anotbievelope to Alice such
that Alice can open the envelope if and only if her securityelés greater than 2. In the
second envelope, Bob opens the commitment of his secuvigy, IBob learns nothing from
the previous interactions. After Alice opened the two eopek, she verifies whether the
received CIA credential and security level satisfy hergie§. If so, she reveals her CIA
agent credential and her security level to Bob. Now the pdicles are broken.
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Bob’s credentials, attributes, and policies:

vl: CIA.agent «—— Bob

v2: Gov.secClearance(level = commit(3)) «— Bob

v3: level = 3 ' Gov.secClearance(level) ::  sensitive

wl: Bob.document «—— CIA.agent

w2 : disclose(ack, CIA.agent) «—— CIA.agent

w3 : disclose(full, level) «—— Gov.secClearance(level = z) ; = > 3
w4 : disclose(ac, CIA.agent) «— true

wb : disclose(ac, Gov.secClearance) «—— true

Alice’s credentials, attributes, and policies:

xl: CIA.agent «—— Alice
22 : Gov.secClearance(level = commit(4)) «— Alice
x3: level = 4 :: Gov.secClearance(level) ::  sensitive
yl: disclose(ack, CIA.agent) «—— CTA.agent
N Gov.secClearance(level = z) ; x > 2
y2: disclose(full, level) «—— CIA.agent
y3: disclose(ac, CIA.agent) «— true
y4: disclose(ac, Gov.secClearance) «— true

Fig. 10. The credentials and policies for Example 5

7. DISCUSSIONS ON ATNL

In most previous ATN protocols, the only way to satisfy a pplis by sending the cre-
dentials that document the attributes needed to satisfpaliey. In this paper, we view
a credential as a structured object and allow the use of @gyaphic protocols such as
zero-knowledge proof protocols. This leads to two diffeidegrees in which one can sat-
isfy a policy. For example, when Alice uses a zero-knowleplg®f protocol to prove to
Bob that she has a credential, Bob is convinced himself, bbtiB unable to convince any
third party using the record of the communication. We cadl #non-repeatable proofOn
the other hand, if Alice hands over her credentials to Bol,Bob stores the credentials,
then Bob is able to produce the proof that Alice indeed hasebaired attributes to con-
vince other parties, for example, during an audit. We cathsurepeatable proof Note
that a repeatable proof does not require sending the exastréam of a credential. A
noninteractive zero-knowledge proof of possession of demrial also serves the purpose.
However, sending a credential is the most efficient way o¥ioigp possession of it, and
there appears to be no reason to use more expensive ways/afipgoa repeatable proof
of possessing a credential.

In general, a non-repeatable proof is more expensive thapeatable proof; however,
it has privacy advantages, since the proof cannot be useahtdnce any other party. In
this paper we take the approach that all policies can bdisdtisy non-repeatable proofs.
Our approach can be extended to deal with the situation #rédin policies may require
repeatable proofs. For example, ATNL can be extended savtiext a role appears in the
body of policy rule, the policy author can specify whetheepeaatable proof is needed.

On the credential owner’s side, there are three levels afaléwg possession of an at-
tribute: (1) one can behave in a way that suggests one hagsnibave the attribute, but
the other party cannot be certain (2) one can provide a npeatable proof that one has
credentials documenting the attribute, (3) one can praviggeatable proof for possession
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|1. B: B.document < A | ——> Credential edges
=——» Control edges
—— Other edges

|5. A: CIA.agent N Gov.sec(level=x) < B | [ A CIA.agent} [ A: level ]
‘6. A: ClA.agent — B ‘ ‘7. A: Gov.sec(level =x) < B |
Ack
8.B:w2—A | 0.A:B<B | [10.A level—B] [B:CIA.agent} [ B level J
[ Full
*
x23 ()

|12. B: Gov.sec(level =x) «— A ‘

[13.B:A<A]| [14.B:level — A |
[ Full

i

(@)

Fig. 11. (a) Final TTG for the Example 5. In this figure; denotes the symbot-, A
denotes\lice, andB denote€3ob. The white nodes are created Byb and the grey nodes
are created blice. (b) Disclosure dependency graph for Alice’s and Bob’s #imes
attributes.

of the attribute. One can use different policies to protéeint level of revelation. The
approach taken in this paper uses two kinds of policies: Adalicies govern (1) and (2),
and AC policies govern (3). That is, before the Ack policy gming an attribute has been
satisfied, one has to behave the same way whether one hasithéabr not; after the Ack
policy has been satisfied, one can provide a non-repeatatié pf possession. An AC
policy governs the release of the credentials documertiimgttribute, which constitutes a
repeatable proof.

Other designs are also possible. The simplest one is to ldy®oe kind of policy that
govern all three levels of revealment. One problem with tldsign is that the policies of
different parties about the same attribute may be quitewifft, and the differences may
hint whether one possesses an attribute or not. Anothegrlésito have Ack policies
govern (1), and AC policies govern (2) and (3). In this desapolicy cycle involving two
Ack policies cannot be broken, for the following reasonsfaBethe Ack policy governing
an attribute is satisfied, one cannot serve the AC policyhasact of having an AC policy
implies possession of the attribute. Even if one runs an O@Bocol, one cannot send in
the envelope a proof that one has the attribute as doing stdwalate the AC policy in
general. Opening the envelope does not enable the receigenfirm anything about the
other party’s attributes. Therefore, one cannot make sjin the negotiation.
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8. CONCLUSION

We have introduced a framework for ATN that supports the doetbuse of several crypto-
graphic credential schemes and protocols that have beeiopséy introduced piecemeal
to provide capabilities that are useful in various negmtiascenarios. Our framework
enables these various schemes to be combined flexibly arlgigtically, on the fly as
the need arises. The framework has two key components: AaMiglicy language that
enables negotiators to specify authorization requiresitiatt must be met by an opponent
to receive various amounts of information about certifiedtattes and the credentials that
contain it; ETTG, an ATN protocol that organizes negotiatabjectives and the use of
cryptographic techniques to meet those objectives. We slaven several examples that
illustrate how our framework enables negotiations to seddhat would not were they
conducted using traditional ATN techniques.
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