
CS555: Cryptography Spring 2012

Homework #2

Due date & time: 10:30am on February 16, 2012. Hand in at the beginning of class (preferred), or email
to the TA (jiang97@purdue.edu) by the due time.

Late Policy: You have three extra days in total for all your homeworks. Anyportion of a day used counts
as one day; that is, you have to use integer number of late dayseach time. If you emailed your homework
to the TA by 10:30am the day after it was due, then you have usedone extra day. If you exhaust your three
late days, any late homework won’t be graded.

Additional Instructions: The submitted homework must be typed. Using Latex is recommended, but not
required.

Problem 1 (12 pts) Number theory exercises. Write out the intermediate steps to show that you understand
the algorithm. Do not include just the final answer.

• Use the Extended Euclidean Algorithm to compute the multiplicative inverse: (a)17−1 mod 113,
(b) 271−1 mod 1009.

• Computegcd(57, 93) and find integerss andt such that57s + 93t = gcd(57, 93).

• Solve the linear congruence equation19x ≡ 8(mod 97).

• Solve the linear congruence equation20x ≡ 8(mod 96).

• Solve the linear congruence equation20x ≡ 8(mod 95).

Problem 2 (6 pts) An integera is called square-free if it is not divisible by the square of any integer greater
than 1. Show that:

• (a) A numbera is square-free if and only ifa = ±p1 · · · pr, where thepi’s are distinct primes;

• (b) Every positive integern can be expressed uniquely asn = ab2, wherea andb are positive
integers, anda is square-free.

Hint. The Fundamental Theorem of Arithmetic may be helpful.

Problem 3 (6 pts) Prove that ifk ← {0, 1}n is drawn at uniform random, then for any probability distribu-
tion D over{0, 1}n, whenx is drawn from the distribution, both(k + xmod 2n) andk ⊕ x, where
⊕ denotes bit-by-bit XOR, have uniform random distribution.That is, you need to show that for any
v ∈ {0, 1}n, we havePr[(k + x mod 2n) = v] = 1

2n
andPr[k ⊕ x = v] = 1

2n

Problem 4 (10 pts) (Katz and Lindell. Page 106. Exercise 3.1.)

Problem 5 (5 pts) (Katz and Lindell. Page 106. Exercise 3.2.)



Problem 6 (5 pts) (Katz and Lindell. Page 106. Exercise 3.4.)

Problem 7 (6 pts) (Katz and Lindell. Page 106. Exercise 3.6. With slight modifications.)
LetG be a pseudorandom generator where|G(s)| > 4 · |s|.

• (a) DefineG′(s)
def
= G(s0|s|). That isG′(s) invokesG with a concatenation ofs and a string of

0’s of the same length ass. IsG′ necessarily a pseudorandom generator?

• (b) DefineG′(s)
def
= G(s1 · · · sn/2), wheres = s1 · · · sn. Is G′ necessarily a pseudorandom

generator?

Problem 8 (10 pts) (Katz and Lindell. Page 107. Exercise 3.9.)

Problem 9 (12 pts) (Katz and Lindell. Page 107. Exercise 3.15.)

Problem 10 (13 pts) Let p be a 128-bit prime and letZp be the set of integers{0, ..., p − 1}. Consider the
following encryption scheme. The secret key is a pair of integersa, b ∈ Zp wherea 6= 0. To encrypt
a messagem ∈ Zp, one choosesr ← Zp uniformly at random and compute:

Enca,b[M ] = 〈r, (ar + b+m)mod p〉

a. (5 pts) Show that when this scheme is used to encrypt a single messagem ∈ Zp the system has
perfect secrecy.

b. (8 pts) Show that the system is insecure when encrypting multiple messages, i.e., itdoes not have
indistinguishablemultiple encryptions. That is, give an algorithmA that can win thePrivKmult

experiment with non-negligible probability.

Problem 11 (15 pts) Conduct an analysis of the security of RC4 and write a summary. The summary
should include: (a) the currently most effective attacks against RC4 (how much time and how many
messages are needed, the basic ideas); (b) the recommendation on how to use RC4 for encrypting
multiple messages. One starting point is the wikipedia pagefor RC4.
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