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ABSTRACT
Transfer learning has been proposed to address the problem of scarcity of labeled data in the target domain by leveraging the data from the source domain. In many real world applications, data is often represented from different perspectives, which correspond to multiple views. For example, a web page can be described by its contents and its associated links. However, most existing transfer learning methods fail to capture the multi-view nature, and might not be best suited for such applications.

To better leverage both the labeled data from the source domain and the features from different views, this paper proposes a general framework: Multi-View Transfer Learning with a Large Margin Approach (MVTL-LM). On one hand, labeled data from the source domain is effectively utilized to construct a large margin classifier; on the other hand, the data from both domains is employed to impose consistencies among multiple views. As an instantiation of this framework, we propose an efficient optimization method, which is guaranteed to converge to $\epsilon$ precision in $O(1/\epsilon)$ steps. Furthermore, we analyze its error bound, which improves over existing results of related methods. An extensive set of experiments are conducted to demonstrate the advantages of our proposed method over state-of-the-art techniques.

Categories and Subject Descriptors
1.2.6 [Artificial Intelligence]: Learning—Knowledge acquisition

General Terms
Algorithms, Performance, Experimentation

Keywords
Multi-View Learning, Transfer Learning, Large Margin Approach

1. INTRODUCTION
Transfer learning has been proposed and commonly used to address the problem of scarcity of labeled data in a particular target domain. It builds a model for the target domain by leveraging the label information from another related domain (source domain), thus avoids the costly process of generating labels for target domain examples. In many real world applications, the examples are often described from different perspectives, which correspond to multiple views. For example, in web mining, a web page can be represented by its contents and in-bound/out-bound links; in image analysis, an image can be described by different types of features, such as, color, texture, and shape. It has been shown that leveraging the consistencies between different views can help improve the learning performance. However, most existing transfer learning methods are designed only for single-view problems. In other words, if applied to problems with multiple views, these methods would fail to utilize the redundancy incurred by the multi-view property. Therefore, they are not ideal for such applications.

Despite its importance, the problem of Multi-View Transfer Learning (MVTL) has received limited attention. Most existing methods integrate the multi-view and transfer learning nature by some heuristics without theoretical analysis, such as the convergence rate of their algorithms, and how the learned model for the target domain can be improved by integrating the characteristics of multi-view features into transfer learning. And researchers tend to put more emphasis on the multi-view side. For example, in [40], the proposed algorithm uses the classifier trained on the source domain to generate the initial seed set, and then applies the co-training [4] algorithm to construct the classifier for the target domain; in [13], the authors explicitly model the view consistency in their objective function without considering the data distribution difference between the source domain and the target domain. Another straightforward method for MVTL is to concatenate the features from multiple views, and apply the transfer learning methods for single-view problems to build the model for the target domain. However, this kind of methods disregard the redundancy incurred by different...
views. As shown in a lot of previous works [37, 44, 47], without considering the consistencies between different views, the performance of multi-view learning cannot be guaranteed. On the contrary, in MVTL, we utilize the nature of both the transfer learning and the multi-view learning in an unified way.

To achieve this goal, this paper proposes a general framework: Multi-View Transfer Learning with a Large Margin Approach (MVTL-LM). In particular, from the transfer learning perspective, we integrate the nature of the multi-view setting into the transfer learning framework and impose the consistencies among multiple views, which implicitly limits the capacity of the hypothesis class. This is significantly different from previous large margin transfer learning methods [29], which do not consider the problem of multi-view setting. From multi-view learning perspective, the new formulation explicitly models the data distribution difference between the source domain and the target domain, applies the technique of importance sampling [1], and uses weighted labeled data from the source domain to construct a large margin classifier for the target domain. In particular, we propose a novel optimization method based on the bundle method [38, 39], which can solve an instantiation of the MVTL-LM framework in a very efficient way. We further prove that the optimization method can converge to ε precision in $O(\frac{1}{\epsilon})$ steps (See Theorem 3.1) and each step takes time $O(sn)$, where $s$ is the average sparsity for features and $n$ is the total number of source domain examples (See Theorem 3.2). Moreover, we analyze the generalized error bound of MVTL-LM in the target domain, which depends on its performance in the source domain and the empirical Rademacher complexity of a related hypothesis class (See Theorem 3.3). The empirical Rademacher complexity is reduced by making use of the multi-view nature. Experimental results demonstrate the advantages of our proposed method over state-of-the-art techniques.

The rest of this paper is organized as follows. The related works are discussed in Section 2. Section 3 introduces the research problem, presents the proposed algorithm and analyzes some properties of the proposed method. Section 4 presents the experimental results. Section 5 concludes the whole paper.

2. RELATED WORKS

This section briefly introduces related works on transfer learning, multi-view learning, MVTL and the bundle method.

2.1 Transfer Learning

As an important technique to address the problem of scarcity of labeled data in the target domain, transfer learning has received much attention recently. A key problem in transfer learning is what kind of knowledge can be transferred from the source domain to the target domain. Roughly speaking, the assumptions introduced in previous transfer learning work can be grouped into four categories:

1. Feature Representation Transfer. In [2, 7, 9, 11, 28, 30], the authors assume that there exists a common feature space shared by both the source domain and the target domain, which can be used as a bridge to transfer knowledge.

2. Parameter Transfer. In [5, 19], the authors make use of Gaussian Process (GP) models, and assume that the source domain and the target domain have shared parameters / hyper-parameters.

3. Instance Transfer. Due to the data distribution difference between the source domain and the target domain, in [8, 42], the authors select or re-weight the examples from the source domain for use in the target domain such that the expectation of the adjusted loss function on the source domain examples can be as close to the expectation of the loss function on the target domain examples as possible. In [23, 24], the authors utilize the data distribution differences between several source domains and the target domain, and propose a method to combine the classifiers from these source domains optimally.

4. Relation Transfer. In [10, 25, 26], the authors build the relational map between the source and the target domains, and relax the independently and identically distributed (i.e., iid) assumption in these two domains.

Despite their success on single-view problems, existing transfer learning methods may not work well on MVTL problems since the nature of multiple views are not considered in these works. In contrast, besides transferring knowledge from the source domain to the target domain via instance transfer, our proposed MVTL-LM approach imposes the consistencies between multiple views by explicitly modeling the differences between the outputs from different views, which promises to improve the performance.

2.2 Multi-View Learning

In many real-world applications, examples are represented by multiple views. It has been shown extensively in prior research that leveraging the redundancy among the multiple views can improve the learning performance [12, 17, 20, 31, 36, 44, 45]. For example, the authors of [12] construct a classifier on each view and regulate the consistencies between different views. Furthermore, they show that the Rademacher complexity of the function class can also be greatly reduced by regulating the consistencies.

This idea is further exploited in [20], where the authors incorporate the consistency term into multi-view semi-supervised learning problems, and show a substantial improvement on the classification performance. Similarly, in [44], the authors incorporate this idea into local learning [41] and propose a novel way to define the graph Laplacian. Most existing multi-view learning methods are for the single-domain settings. However, in MVTL problems, the source domain and the target domain do not have the same data distribution. As we will show in the experiments, disregarding the data distribution difference may adversely affect the classification performance. In contrast, besides leveraging the consistency between different views, our proposed MVTL-LM approach also considers the domain difference by an effective re-weighting scheme, so it can achieve better performance in MVTL problems.

2.3 Multi-View Transfer Learning

As mentioned in introduction, existing methods for multi-view transfer learning combine the multi-view learning and transfer learning by some heuristics, and tend to put more emphasis on the multi-view side. For example, the co-adaptation algorithm proposed in [40] uses the labeled examples from the source domain to construct classifiers, which will be used to generate the initial seed set. It then applies the co-training algorithm [4] to construct the classifier for the target domain. Note that in the latter stage, labeled examples from the source domain are not utilized, which may otherwise provide useful insights about consistency between multiple views and the optimal classifier. In [13], the co-regularized loss function consists of the standard regularized log likelihood on multiple views based on the labeled data, as well as the expected Bhattacharyya distance based on the unlabeled data. When applied in MVTL problems, it may fail to capture the data distribution difference between the source domain and the target domain. In contrast, our proposed MVTL-LM approach integrates the multi-view
and transfer learning nature in a principled way, and is tailored for MVTL problems. Furthermore, we address some important theoretical problems, such as the convergence rate, time complexity and the generalization error bound, which have not been discussed in previous works for MVTL.

2.4 Bundle Method

The proposed formulation is a convex optimization problem. In this paper, we propose an optimization algorithm based on the bundle method [38, 39], which has shown its superior performances in both efficiency and effectiveness over state-of-the-art methods, to solve this proposed formulation. The basic motivation of the bundle method is to approximate the objective function \( J(w) \) through a set of linear functions, where \( w \) is the model parameter. In particular, this objective function is lower bounded as follows:

\[
J(w) \geq \max_{1 \leq i \leq t} \{ J(w_{i-1}) + \langle w - w_{i-1}, a_i \rangle \},
\]

where \( w_i \) is a set of points picked by the bundle method, and \( a_i \) is the gradient/sub-gradient at point \( w_i \). The bundle method monotonically decreases the gap between \( J(w) \) and \( \max_{1 \leq i \leq t} \{ J(w_{i-1}) + \langle w - w_{i-1}, a_i \rangle \} \) such that the minimal point of \( J(w) \) can be approximated by that of the line segments \( \max_{1 \leq i \leq t} \{ J(w_{i-1}) + \langle w - w_{i-1}, a_i \rangle \} \).

Some recent developments in bundle method [39] show that if \( J(w) \) contains some regularizers by itself, the bundle method is guaranteed to converge to the precision \( \epsilon \) in \( O(1/\epsilon) \) steps. In MVTL-LM, we adapt the bundle method to solve the proposed problem, which can also be proven to have an efficient convergence rate.

3. MULTI-VIEW TRANSFER LEARNING WITH A LARGE MARGIN APPROACH

In this section, we first introduce the problem statement and some notations for MVTL. Then, a general framework named MVTL-LM is proposed, which integrates the multi-view and transfer learning nature in a principled way. Based on an instantiation of the framework, we propose an optimization method, which is adapted from the bundle method [38, 39]. Towards the end of this section, we analyze some important properties of the proposed method.

3.1 Problem Statement and Notations

Suppose we are given a set of labeled source domain examples from \( M \) independent views: \( \{ (x^{(p)}_1, y^{(p)}_1), \ldots, (x^{(p)}_n, y^{(p)}_n) \} \), \( x^{(p)}_i \in \mathbb{R}^{d_p \times 1}, y^{(p)}_i \in \{-1, 1\}, p \in \{1, 2, \ldots, M\} \), where \( n \) is the total number of source domain examples and \( d_p \) is the dimensionality of the \( p \)-th view. \( y^{(p)}_i \) is the class label of \( x^{(p)}_i \). Besides the source domain examples, a set of unlabeled target domain examples are also available, and are denoted as: \( \{ z^{(p)}_1, z^{(p)}_2, \ldots, z^{(p)}_m \} \), \( z^{(p)}_i \in \mathbb{R}^{d_p \times 1}, p \in \{1, 2, \ldots, M\} \).

The goal of MVTL is to construct an accurate classifier for the target domain by making use of the labeled examples from the source domain as well as the redundancy incurred by multiple views. In this paper, similar to [15], we assume that \( P_{Tr}(y|x) = P_{TrS}(y|x) \). In other words, the conditional probability of the class label given the features is the same for both the source domain and the target domain. This particular case can also be referred to as covariate shift [35]. As claimed in [15], even in some cases when this assumption does not hold, the algorithm, which is based on this assumption, can still perform well.

3.2 MVTL-LM Framework

In this subsection, we propose a general large margin framework for MVTL, which fully exploits the multi-view and transfer learning nature. In this framework, we construct linear classifiers for all of the views, whose weight vectors are obtained via the following optimization problem:

\[
\min_{w^{(1)}, \ldots, w^{(M)}} \sum_{p=1}^{M} \gamma_p \Omega(w^{(p)}) + \sum_{p=1}^{M} C_p R(Pr_{Tr}, l(x^{(p)}, y, w^{(p)}))
+ \sum_{p=1}^{M} \sum_{q=1}^{M} C_{p,q} R_{(p,q)}(Pr_{Tr}^{(p,q)}, l_c(x^{(p)}, x^{(q)}, w^{(p)}, w^{(q)})),
\]

where \( \Omega(w^{(p)}) \) is the regularization term defined on the \( p \)-th view weight vector \( w^{(p)}; R(Pr_{Tr}, l(x^{(p)}, y, w^{(p)})) \) is the expected classification loss with respect to the data distribution of the target domain examples \( (Pr_{Tr}) \), which measures the deviations between the true labels and the predicted labels based on the \( p \)-th view; \( l(x^{(p)}, y, w^{(p)}) \) is the classification loss (such as the hinge loss [32]); \( R_{(p,q)}(Pr_{Tr}^{(p,q)}, l_c(x^{(p)}, x^{(q)}, w^{(p)}, w^{(q)})) \) measures the expected consistency between the \( p \)-th view and the \( q \)-th view with respect to their joint distribution in the target domain; \( l_c(x^{(p)}, x^{(q)}, w^{(p)}, w^{(q)}) \) is the consistency between the \( p \)-th view and the \( q \)-th view (such as the squared loss between the predictions on different views); \( C_{p,q} \), and \( C_{p,q} \) are non-negative parameters that balance the relative importance of the three terms in the objective function in Eq.(1).

Notice that when \( C_{p,q} = 0 \), Eq.(1) is equivalent to training a large margin classifier on each view independently. When \( C_{p,q} \) > 0, by minimizing Eq.(1), we can obtain large margin classifiers which are also consistent across different views. The final classifier is the average of large margin classifiers on all the views, i.e.,

\[
f(x) = \frac{1}{M} \sum_{p=1}^{M} (w^{(p)})^T x^{(p)},
\]

where \( x = [(x^{(1)})^T, \ldots, (x^{(M)})^T]^T \). Next, we will discuss the loss term and the consistency term respectively.

3.2.1 Classification Loss

\( R(Pr_{Tr}, l(x^{(p)}, y, w^{(p)})) \) measures the expected classification loss with respect to the data distribution on the target domain. To be specific, \( R(Pr_{Tr}, l(x^{(p)}, y, w^{(p)})) = E_{(x,y) \sim Pr_{Tr}}[l(x^{(p)}, y, w^{(p)})] \). However, in our problem setting, we do not have any labeled examples from the target domain. Therefore, we estimate this term using labeled examples from the source domain as follows:

\[
E_{(x,y) \sim Pr_{S}}[l(x^{(p)}, y, w^{(p)})] = E_{(x,y) \sim Pr_{S}}[Pr_{Tr}(x, y) l(x^{(p)}, y, w^{(p)})] = E_{(x,y) \sim Pr_{S}}[Pr_{Tr}(y|x) Pr_{Tr}(x) l(x^{(p)}, y, w^{(p)})] = E_{(x,y) \sim Pr_{S}}[Pr_{Tr}(x)] l(x^{(p)}, y, w^{(p)})] = E_{(x,y) \sim Pr_{S}}[\beta(x) l(x^{(p)}, y, w^{(p)})] = \frac{1}{n} \sum_{i=1}^{n} \beta_i l(x^{(p)}_i, y, w^{(p)}),
\]
we are able to estimate the classification error for the target domain using labeled examples from the source domain.

There are various ways to estimate $\beta_i$, such as Gaussian Mixture Model (GMM) [22], Kernel Density Estimation [34], Kernel Mean Matching [15], etc. In our approach, we concatenate the features on different views together, and measure the probability ratios between source and target domains by using GMM. To be specific, we first estimate the marginal distribution of all the features in the source domain and the target domain using two GMMs respectively. Then, $\beta_i$ is estimated as the ratio between the two generative probabilities on $x_i$ given by these two GMMs. Notice that in GMM, we need to specify the number of components. As will be shown in Section 4, the proposed approach is very robust to small perturbations in this number.

### 3.2.2 Consistency

As a consistency term, $R_e(P_{T}(\beta), l_e(x^{(p)}, x^{(q)}, w^{(p)}, w^{(q)}))$ regulates that the outputs on individual views should be consistent, and not deviate too much. $l_e(x^{(p)}, x^{(q)}, w^{(p)}, w^{(q)})$ is the consistency loss function, which penalizes the deviations between the output of $x^{(p)}$ and $x^{(q)}$, under the classifiers $w^{(p)}$ and $w^{(q)}$. Similar to Eq.(2), To estimate this term, we use both the labeled examples from the source domain and the unlabeled examples from the target domain as follows:

$$R_e(P_{T}(\beta), l_e(x^{(p)}, x^{(q)}, w^{(p)}, w^{(q)}))$$

$$= \mathbb{E}_{(x^{(p)}, x^{(q)}) \sim P_{T}(\beta)}[l_e(x^{(p)}, x^{(q)}, w^{(p)}, w^{(q)})]$$

$$\approx \frac{1}{m+n} \left( \sum_{i=1}^{n} \beta_i l_e(x^{(p)}_i, x^{(q)}_i, w^{(p)}_i, w^{(q)}_i) \right)$$

$$+ \sum_{i=1}^{n} l_e(x^{(p)}_i, z_i^{(q)}, w^{(p)}_i, w^{(q)}_i).$$

This term regulates the consistency on both the source domain and target domain examples. Combining this constraint with the standard objective functions for each view yields a multi-view learning algorithm, which was shown to perform better than single view approach on many classification applications.

### 3.3 Method

In this section, a concrete form of the above framework will be studied. Without loss of generality, we focus on the two view formulation, i.e., $M = 2$, which can be easily extended to the case when $M$ is larger than 2. The hinge loss is used to define $l_e(x^{(p)}, y, w^{(p)})$, and the squared loss is used for $l_e(x^{(p)}, x^{(q)}, w^{(p)}, w^{(q)})$. 2-norm is used as the regularization term $\Omega(\cdot)$. Then, the concrete form of the Eq.(1) turns to:

$$\min_{w^{(1)}, w^{(2)}} \frac{2}{T} \sum_{p=1}^{2} \beta_i \|w^{(p)}\|^2 + \sum_{p=1}^{2} C_p \sum_{i=1}^{n} \beta_i \xi_i^{(p)}$$

$$+ C \sum_{m=1}^{n} \|w^{(1)^T} x^{(1)}_i - w^{(2)^T} x^{(2)}_i \|^2$$

$$+ \sum_{i=1}^{n} \|w^{(1)^T} x^{(1)}_i - w^{(2)^T} x^{(2)}_i \|^2$$

s.t. $\forall i \in \{1, 2, \ldots, n\}$,

$$y_i w^{(1)^T} x^{(1)}_i \geq 1 - \xi_i^{(1)}, y_i w^{(2)^T} x^{(2)}_i \geq 1 - \xi_i^{(2)}.$$

Here in this proposed method, we have absorbed the scaling components, i.e., $\frac{\beta}{q}$ and $\frac{1}{\mu W_n}$ into the trade-off parameters $C_p$ and $C$ respectively. The final classification function $f : (x^{(1)}, x^{(2)}) \rightarrow \mathbb{R}$ can be specified as: $f(x) = w^{(1)^T} x^{(1)} + w^{(2)^T} x^{(2)}$.

To simplify this formulation, several concatenate vectors are further introduced:

$$\tilde{w} = [w_1^T, w_2^T] \tilde{x}^T = [x_1^{(1)^T}, -x_2^{(2)^T}]$$

$$\tilde{x}_i^{(1)} = [x_i^{(1)^T}, 0], \tilde{x}_i^{(2)} = [0, x_i^{(2)^T}]^T,$$

(5)

where in $x_i^{(p)}$, only the $d_{p-1} + 1$ to $d_p$-th elements ($d_0 = 0$) are nonzero and equals $x_i^{(p)}$. After introducing these notations, Eq.(4) can be simplified to the following form:

$$\min_{w} \quad \tilde{w}^T H(\beta, C) \tilde{w} + \sum_{p=1}^{n} C_p \beta_i \xi_i^{(p)}$$

s.t. $\forall i \in \{1, 2, \ldots, n\}$,

$$y_i \tilde{w}^{(1)^T} \tilde{x}_i^{(1)} \geq 1 - \xi_i^{(1)}, y_i \tilde{w}^{(2)^T} \tilde{x}_i^{(2)} \geq 1 - \xi_i^{(2)}$$

$$H(\beta, C) = I(\gamma_1, \gamma_2) + C(l_{\gamma_1} + l_{\gamma_2}) + \sum_{p=1}^{n} C_p \beta_i \tilde{x}_i^{(p)} \tilde{x}_i^{(p)^T},$$

and $l_{\gamma_1} + l_{\gamma_2}$ is a diagonal matrix, with the first $d_1$ elements being $\frac{T_1}{2}$ and the remaining ones being $\frac{T_2}{2}$. It is clear that this problem is convex, since $\beta_i$ is given.

There are several alternatives to solve this problem efficiently. Here, an efficient way, which is an adaption of the bundle method, is proposed to solve this optimization problem of the MVTL-LM approach. The concrete procedure is described in Table 1. Here, $R_{emp}(\tilde{w}) = \sum_{p=1}^{2} \sum_{i=1}^{n} \beta_i \max\{0, 1 - y_i \tilde{w}^{(p)^T} \tilde{x}_i^{(p)}\}$. J(\tilde{w}) = $\tilde{w}^T H(\beta, C) \tilde{w} + \sum_{p=1}^{2} \sum_{i=1}^{n} C_p \beta_i \xi_i^{(p)} J_i(\tilde{w}) = \tilde{w}^{T} H(\beta, C) \tilde{w}$.
max_{1 \leq i \leq C} \langle \tilde{w}, a_i \rangle > +b_i$. Since $R_{emp}(\tilde{w})$ is non-smooth, so, when calculating its gradient, we use the sub-gradient instead, which can be calculated as

\[
\partial_w R_{emp}(\tilde{w}) = -\sum_{p=1}^{n} \sum_{i=1}^{C} C_p \beta_i \tilde{T}_i^{(p)} y_i^T \tilde{x}_i^{(p)},
\]

where $I_i^{(p)}$ is set to be 1, if $y_i^T \tilde{w}^T \tilde{x}_i^{(p)} < 1$, and $I_i^{(p)}$ is set to be 0, otherwise.

### 3.4 Theoretical Analysis

In this section, we deduce the convergence rate, time complexity as well as the generalized error bound of the proposed method.

#### 3.4.1 Convergence

**Theorem 3.1.** For the convergence rate of the algorithm described in Table 1, suppose $R_{max} = \max_{p} (C_p \beta_i) \|\tilde{x}_i^{(p)}\|$. $A = C(\sum_{i=1}^{n} \beta_i \tilde{x}_i^{T} \tilde{x}_i^{T} + \sum_{i=1}^{m} \tilde{z}_i^{T} \tilde{z}_i^{T})$, the corresponding eigenvalues of $A$ are specified as: $\sigma_1(A) \geq \sigma_2(A) \geq \ldots \geq \sigma_{d_1+d_2}(A) \geq 0$. Assume that $\beta_i \leq B$. The proposed method converges in $O(1/\epsilon)$. In particular:

- If $\epsilon > 16R_{max}^2/(\min(\gamma_1, \gamma_2) + 2\sigma_{d_1+d_2}(A))$, the proposed method converges to precision $\epsilon$ after at most $\log_2(nB(C_1+C_2)(\min(\gamma_1, \gamma_2) + 2\sigma_{d_1+d_2}(A))) + 32R_{max}/(\epsilon(\min(\gamma_1, \gamma_2) + 2\sigma_{d_1+d_2}(A))) - 1$ steps.

- If $\epsilon \leq 16R_{max}^2/(\min(\gamma_1, \gamma_2) + 2\sigma_{d_1+d_2}(A))$, the proposed method converges to precision $\epsilon$ after at most $\log_2(nB(C_1+C_2)(\min(\gamma_1, \gamma_2) + 2\sigma_{d_1+d_2}(A))) + 32R_{max}/(\epsilon(\min(\gamma_1, \gamma_2) + 2\sigma_{d_1+d_2}(A))) - 1$ steps.

**Proof.** We have $J(\tilde{w}) = \tilde{w}^T H(\beta, C) \tilde{w} + \sum_{p=1}^{n} \sum_{i=1}^{n} C_p \beta_i \xi_i^{(p)}$, $\Omega(\tilde{w}) = \tilde{w}^T H(\beta, C) \tilde{w}$. $\Omega^*(\mu) = \mu^T H^{-1}(\beta, C) \mu$ is the Fenchel dual of $\Omega$. $J(0) = \sum_{p=1}^{n} \sum_{i=1}^{n} C_p \beta_i \leq nB(C_1 + C_2)$. $\|\partial_w R_{emp}(\tilde{w})\| \leq R_{max}$. It is clear that $\|\partial_w^2 R_{emp}(\tilde{w})\| \leq 4/(\min(\gamma_1, \gamma_2) + 2\sigma_{d_1+d_2}(A))$. By integrating these inequalities into Theorem 4 of [39], we can get

\[
\epsilon(t) - \epsilon(t+1) \geq \frac{\epsilon(t)}{2} \min(\gamma_1, \gamma_2) + 2\sigma_{d_1+d_2}(A) / 16R_{max}^2,
\]

where $\epsilon(t) = \min_{0 \leq j \leq t} J(\tilde{w}_j) = J(\tilde{w}_t)$. The algorithm will terminate if $\epsilon(t) < \epsilon$. So, if $\epsilon > 16R_{max}^2/(\min(\gamma_1, \gamma_2) + 2\sigma_{d_1+d_2}(A))$, $\epsilon(t) - \epsilon(t+1) \geq \frac{\epsilon(t)}{2}$, and the algorithm will terminate after at most:

\[
\log_2(nB(C_1+C_2)(\min(\gamma_1, \gamma_2) + 2\sigma_{d_1+d_2}(A))) + 32R_{max}/(\epsilon(\min(\gamma_1, \gamma_2) + 2\sigma_{d_1+d_2}(A))) - 1.
\]

In summary, the algorithm converges in $O(1/\epsilon)$ steps. It is clear that the number of iterations also highly depends on $R_{max}^2$, which can be viewed as the maximum reweighted norm for the source domain examples. Furthermore, it is clear that increasing the parameter values of $C_1$ and $C_2$ will increase the number of iterations.

#### 3.4.2 Time Complexity

**Theorem 3.2.** For each iteration of the proposed method, it takes time $O(sn)$.

**Proof.** The gradient computation in step 6 takes time $O(sn)$, where $s$ is the average sparsity on both views. Instead of solving the primal quadratic program, one can instead solve the optimization problem in step 8 in the dual form. Setting up the dual for each iteration is dominated by computing the $O(t^2)$ elements of the Hessian, which can be done in $O(t^2)$ steps. Since $t^2$ is normally much smaller than $n$, it leads to an overall time complexity of $O(sn)$ per iteration.

This result is similar to the time complexity result per iteration in [16]. However, the total number of iterations in [16] may be as worse as $O(1/\epsilon^2)$, as given by the Lemma 2 of [16]. On the contrary, the proposed method is much faster than using the Cutting Plane method [18].

#### 3.4.3 Generalized Error Bound

In this subsection, we assume that $\forall x, (\beta, x) \leq B$ if the marginal probabilities in the source domain or in the target domain are greater than 0. Let $w^{(1)}_t$ and $w^{(2)}_t$ denote the solution of Eq.(4). Similar to [12], we consider the class of functions $F_{E,D} = \{f : x \rightarrow f((w^{(1)}_t)^T x^{(1)} + (w^{(2)}_t)^T x^{(2)})\}$ such that $\|w^{(1)}_t\|^2 \leq \varepsilon^2$, $\|w^{(2)}_t\|^2 \leq \varepsilon^2$, and with probability at least $1 - \delta$,

\[
\frac{1}{m+n} \sum_{i=1}^{m+n} \beta_i \|f((w^{(1)}_t)^T x^{(1)}_i) - (w^{(2)}_t)^T x^{(2)}_i\|^2
\]

\[
+ \frac{1}{m+n} \sum_{i=1}^{m+n} \|f((w^{(1)}_t)^T x^{(1)}_i) - (w^{(2)}_t)^T x^{(2)}_i\|^2
\]

\[
\leq \frac{1}{m+n} \sum_{i=1}^{m+n} \beta_i \|f((w^{(1)}_t)^T x^{(1)}_i) - (w^{(2)}_t)^T x^{(2)}_i\|^2
\]

\[
+ \frac{1}{m+n} \sum_{i=1}^{m+n} \|f((w^{(1)}_t)^T x^{(1)}_i) - (w^{(2)}_t)^T x^{(2)}_i\|^2
\]

\[+ \frac{EB}{m+n} \sum_{i=1}^{m+n} \|x_i\|^2 + \sum_{i=1}^{m+n} \|z_i\|^2 + 3B \sqrt{\frac{\ln(2/\delta)}{2(m+n)}} =: D.
\]

Furthermore, define $F_{\beta,E,D}$ to be the following class of functions,

$F_{\beta,E,D} = \{h : (x, y) \rightarrow \beta(x) \cdot A(-f(x, y), f \in F_{E,D}\}$

where $A(a) = \{1 + a \cdot |a|\} 1$ if $a > 0$ and $\{0\} \ otherwise$.

Based on these function classes, we have the following theorem with respect to the generalization error of the classifier obtained via the MVTL algorithm.

**Theorem 3.3.** Fix $\delta \in (0,1)$. Then, with probability at least $1 - \delta$, every $f \in F_{\beta,E,D}$ satisfies:

\[
E_{P_{\text{val}}}(\text{sign}(f(x))) \neq y
\]

\[
\leq \frac{1}{n(C_1 + C_2)} \sum_{p=1}^{C} C_p \beta_i \xi_i^{(p)} + \frac{R_{S,n}(F_{\beta,E,D})}{n} + 3B \sqrt{\frac{\ln(2/\delta)}{2n}}.
\]
where $\hat{R}_{S,n}(F_{\beta,E,D})$ is the empirical Rademacher complexity of $F_{\beta,E,D}$ in the source domain.

**Proof.** Since the conditional probability of $y$ given $x$ is the same for the source domain and the target domain,

$$E_{P_{F}}(\text{sign}(f(x)) \neq y) = E_{P_{F}}(\text{sign}(f(x)) \neq y).$$

Notice that $\forall h \in F_{\beta,E,D}$, $h(x,y) \in [0, B]$. By similar proof as Theorem 4.17 in [33], we obtain that with probability greater than $1 - \delta$, 

$$E_{P_{F}}(\text{sign}(f(x)) \neq y) \leq E_{P_{F}}(\text{sign}(f(x)) \neq y) \leq \frac{1}{n(C_1 + C_2)} \sum_{p=1}^{C_p} \sum_{i=1}^{n} \beta_{i}^{(p)} + \hat{R}_{S,n}(F_{\beta,E,D}) + 3B \sqrt{\frac{\ln(2/\delta)}{2n}}.$$

$\Box$

According to Theorem 3.3, the generalization error bound of any function in $F_{\beta,E,D}$ depends on the weighted sum of all the slack variables associated with labeled examples in the source domain and the empirical Rademacher complexity of $F_{\beta,E,D}$ in the source domain (up to a constant). Therefore, from transfer learning perspective, if the data distributions of the source domain and the target domain are similar ($B$ is relatively small), constructing the large margin classifier in the source domain helps improve the generalization error of the classifier in the target domain. More importantly, from multi-view learning perspective, in $F_{\beta,E,D}$, by leveraging the consistencies among different views, we effectively limit the hypothesis class, thus reduce the empirical Rademacher complexity. As empirically shown in [12], after imposing the consistency on different views, the Rademacher complexity is significantly reduced compared with the single-view correspondents.

This bound improves some existing theoretical results in transfer learning. For example, compared with the bound in Theorem 1 of [3], we make use of the data-dependent convergence measures, which can yield more accurate bounds. In Theorem 5 of [6], the authors also proved a bound for classifiers trained on multiple sources based on empirical Rademacher complexity. However, their bound can not be estimated from the data. For example, it depends on the expected difference between the labeling functions of different domains, which can not be estimated in our case where the target domain does not have any labeled examples.

Our bound also improves the results in [12], which is a multi-view learning algorithm. First, our bound is proposed for the transfer learning setting, whereas SVM-2K [12] is for the single domain setting. Furthermore, Theorem 3 of [12] can be seen as a special case of our bound when the source domain and the target domain have the same distribution and we do not use the unlabeled data from the target domain. Second, compared with SVM-2K, we make additional use of the unlabeled data from the target domain. If the number of unlabeled examples from the target domain is much larger than the number of labeled examples from the source domain, we tend to decrease the value of $D$, which is the upper bound on the view consistency. In this way, we reduce the function class, the corresponding Rademacher complexity, and thus improve the bound.

### 4. Experiments

In this section, we present and analyze an extensive set of experimental results, which clearly demonstrate the advantages of the proposed method.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Source Domain</th>
<th>Target Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>comp vs rec</td>
<td>comp.graphics</td>
<td>comp.sys.ibm.pc.hardware</td>
</tr>
<tr>
<td></td>
<td>comp.os.ms-windows.misc</td>
<td>comp.sys.mac.hardware</td>
</tr>
<tr>
<td></td>
<td>rec.autos</td>
<td>rec.sport.baseball</td>
</tr>
<tr>
<td></td>
<td>rec.motorcycles</td>
<td>rec.sport.hockey</td>
</tr>
<tr>
<td>comp vs sci</td>
<td>comp.graphics</td>
<td>comp.sys.ibm.pc.hardware</td>
</tr>
<tr>
<td></td>
<td>comp.os.ms-windows.misc</td>
<td>comp.sys.mac.hardware</td>
</tr>
<tr>
<td></td>
<td>sci.electronics</td>
<td>sci.crypt</td>
</tr>
<tr>
<td></td>
<td>sci.space</td>
<td>sci.med</td>
</tr>
<tr>
<td>comp vs talk</td>
<td>comp.sys.ibm.pc.hardware</td>
<td>comp.graphics</td>
</tr>
<tr>
<td></td>
<td>comp.sys.mac.hardware</td>
<td>comp.os.ms-windows.misc</td>
</tr>
<tr>
<td></td>
<td>talk.politics.guns</td>
<td>talk.politics.mideast</td>
</tr>
<tr>
<td></td>
<td>talk.politics.mideast</td>
<td></td>
</tr>
<tr>
<td>rec vs sci</td>
<td>rec.autos</td>
<td>rec.sport.baseball</td>
</tr>
<tr>
<td></td>
<td>rec.motorcycles</td>
<td>rec.sport.hockey</td>
</tr>
<tr>
<td></td>
<td>sci.electronics</td>
<td>sci.crypt</td>
</tr>
<tr>
<td></td>
<td>sci.space</td>
<td>sci.med</td>
</tr>
<tr>
<td>rec vs talk</td>
<td>rec.sport.baseball</td>
<td>rec.autos</td>
</tr>
<tr>
<td></td>
<td>rec.sport.hockey</td>
<td>rec.motorcycles</td>
</tr>
<tr>
<td></td>
<td>talk.politics.guns</td>
<td>talk.politics.mideast</td>
</tr>
<tr>
<td></td>
<td>talk.politics.mideast</td>
<td></td>
</tr>
<tr>
<td>sci vs talk</td>
<td>sci.electronics</td>
<td>sci.crypt</td>
</tr>
<tr>
<td></td>
<td>sci.space</td>
<td>sci.med</td>
</tr>
<tr>
<td></td>
<td>talk.politics.guns</td>
<td></td>
</tr>
<tr>
<td></td>
<td>talk.politics.mideast</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Descriptions of Six Sub-datasets from 20Newsgroup

### 4.1 Datasets

#### 4.1.1 20 Newsgroups

20 Newsgroups dataset\(^1\) contains 4 main categories, i.e., ‘comp’, ‘rec’, ‘sci’, ‘talk’, as well as some small categories, such as ‘alt.atheism’, ‘misc.forsale’, etc. The number of examples for each of the four main categories ranges from 3253 to 4881. Each of the four main categories contains some subcategories, which are assigned to different domains. Using the 4 main categories, we create 6 sub-datasets. The detailed descriptions of these sub-datasets are summarized in Table 2. For each sub-dataset, we extract features from 2 views. One view (View 1) corresponds to the original tf-idf content information processed by Principle Component Analysis (PCA), and the other view (View 2) corresponds to the hidden topic information obtained by Probabilistic Latent Semantic Analysis (PLSA)\(^2\) of the binary word features.

#### 4.1.2 Spam Detection

This dataset is from ECML/PKDD Discovery Challenge 2006\(^3\), which focuses on personalized spam filtering and generalization across related learning tasks. In particular, in Task A, we aim to construct spam filters for 3 different users, each of which have 2500 emails. In our experiments, we take the labeled emails from one user as the source domain, and the unlabeled emails from another user as the target domain. The two views are generated using the same way as 20 Newsgroups.

#### 4.1.3 WebKB

This dataset contains web pages from computer science departments of several different universities\(^4\). They are divided into 7

\(^1\)http://people.csail.mit.edu/rennie/20Newsgroups/

\(^2\)Actually, PLSA [14] can be considered as a dimensionality reduction method, which maps the documents to some fixed number of hidden topics. The topic distribution for each document is summarized in Table 2. For each sub-dataset, we extract features from 2 views. One view (View 1) corresponds to the original tf-idf content information processed by Principle Component Analysis (PCA), and the other view (View 2) corresponds to the hidden topic information obtained by Probabilistic Latent Semantic Analysis (PLSA) of the binary word features.

\(^3\)http://www.ecmlpkdd2006.org/challenge.html

\(^4\)http://www.cs.cmu.edu/~webkb/
categories (i.e., student, faculty, staff, course, project, department and other). We generate three sub-datasets out of them, i.e., student, course and faculty. For each sub-dataset, we pick the corresponding webpages from the four main universities, i.e., Cornell, Washington, Wisconsin, and Texas as the source domain positive examples, and the webpages in 'other' category from these four universities as the source domain negative examples. In the target domain, a similar way is used to extract examples from the other universities. We use the content (View 1) and the link information (View 2) as the two views of this dataset.

### 4.2 Methods

We compare the proposed method with the following competitors: Support Vector Machines (SVM), which is a supervised classification method; LLGC [46], which is a semi-supervised learning method; SVM-2K [12], which is a multi-view learning method; CDSC [21], LMTTL [29], which are transfer learning methods and have shown state-of-the-art performances. We also adapt the co-training [27] algorithm to work for MVTTL problems as follows: we disregard the domain difference, put labeled examples from the source domain and unlabeled examples from the target domain together, and apply the co-training algorithm to construct a classifier for each view of the target domain via SVM. This is similar to the co-adaptation algorithm proposed in [40] except that besides generating the initial seed set, labeled examples from the source domain are also used to construct classifiers for the target domain. Notice that besides SVM-2K and the co-training algorithm, the other baseline methods only work in the single-view settings. Therefore, for the sake of comparison, we first represent each example using a single set of features by concatenating the features from different views, and then apply these methods on this single view. Furthermore, to better understand the benefits brought by the multi-view methods, we also apply SVM on each view and report the performance.

For our proposed method, the re-weighting factors $\beta_i, i = 1, \ldots, n$ are learned by Gaussian Mixture Model, and the numbers of Gaussian components are both set to be 4. We will show later that the performance of MVTTL-LM is very robust against small perturbations in the number of Gaussian components. We set $\gamma_1 = \gamma_2 = 1$, and tune the remaining three parameters ($C_1, C_2$ and $C_3$) through five fold cross validation on both the source domain and the target domain. The parameters of SVM-2K are also set in the same way, except that in SVM-2K we do not need to consider the number of Gaussian components. For LLGC, the RBF kernel is used, with its Gaussian variance being determined automatically by local scaling [43]. The parameters of CDSC, SVM, LMTTL and Co-Training are all set through five fold cross validation similarly.

### 4.3 Results and Analysis

To study the impact of changing the number of Gaussian components on the performance of our proposed method. In this evaluation, we are assuming that the numbers of Gaussian components for both the source domain and the target domain are the same. The experiments are conducted by fixing the number of Gaussian components, while tuning the other parameters.

![Figure 1: The impact of changing the number of Gaussian components on the performance of our proposed method.](image)

Table 3: Classification Results on 20 Newsgroups and WebKB. For 20 Newsgroups, we report the classification accuracy; for WebKB, we report the F-measure due to the extremely imbalanced nature of this data set. It can be seen that MVTTL-LM performs the best in most cases.

<table>
<thead>
<tr>
<th></th>
<th>20 Newsgroups</th>
<th>WebKB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVM-View1</td>
<td>SVM-View2</td>
</tr>
<tr>
<td>comp vs rec</td>
<td>85.4</td>
<td>84.0</td>
</tr>
<tr>
<td>comp vs sci</td>
<td>73.3</td>
<td>70.6</td>
</tr>
<tr>
<td>comp vs talk</td>
<td>95.4</td>
<td>96.4</td>
</tr>
<tr>
<td>rec vs sci</td>
<td>67.2</td>
<td>63.5</td>
</tr>
<tr>
<td>rec vs talk</td>
<td>56.8</td>
<td>65.8</td>
</tr>
<tr>
<td>sci vs talk</td>
<td>81.8</td>
<td>78.3</td>
</tr>
<tr>
<td>student</td>
<td>0.595</td>
<td>0.171</td>
</tr>
<tr>
<td>course</td>
<td>0.541</td>
<td>0.116</td>
</tr>
<tr>
<td>faculty</td>
<td>0.441</td>
<td>0.236</td>
</tr>
</tbody>
</table>

The number of negative examples is around 6 times more than that of the positive examples.
Table 4: Classification Results on Spam dataset. The classification accuracy is reported. It can be seen that MVTL-LM performs the best in most cases.

<table>
<thead>
<tr>
<th>Method</th>
<th>user1 vs user2</th>
<th>user1 vs user3</th>
<th>user2 vs user3</th>
<th>user2 vs user1</th>
<th>user3 vs user1</th>
<th>user3 vs user2</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM-View1</td>
<td>79.7</td>
<td>65.7</td>
<td>83.4</td>
<td>76.7</td>
<td>76.0</td>
<td>80.9</td>
</tr>
<tr>
<td>SVM-View2</td>
<td>94.8</td>
<td>97.3</td>
<td>97.4</td>
<td>91.4</td>
<td>89.8</td>
<td>94.2</td>
</tr>
<tr>
<td>SVM</td>
<td>94.6</td>
<td>96.9</td>
<td>97.6</td>
<td>92.1</td>
<td>88.7</td>
<td>92.9</td>
</tr>
<tr>
<td>SVM-2K</td>
<td>94.1</td>
<td>97.6</td>
<td>97.2</td>
<td>91.8</td>
<td>90.8</td>
<td>94.1</td>
</tr>
<tr>
<td>CDSM</td>
<td>84.1</td>
<td>97.2</td>
<td>96.6</td>
<td>90.3</td>
<td>89.1</td>
<td>91.7</td>
</tr>
<tr>
<td>LLGC</td>
<td>97.1</td>
<td>96.3</td>
<td>93.2</td>
<td>91.7</td>
<td>91.3</td>
<td>93.2</td>
</tr>
<tr>
<td>LMTTL</td>
<td>94.9</td>
<td>96.2</td>
<td>97.5</td>
<td>92.0</td>
<td>88.9</td>
<td>93.1</td>
</tr>
<tr>
<td>Co-Training</td>
<td>92.5</td>
<td>96.6</td>
<td>96.6</td>
<td>92.2</td>
<td>88.6</td>
<td>93.9</td>
</tr>
<tr>
<td>MVTL-LM</td>
<td>95.2</td>
<td>97.9</td>
<td>98.1</td>
<td>93.7</td>
<td>92.9</td>
<td>96.3</td>
</tr>
</tbody>
</table>

2. Comparing with multi-view learning methods (SVM-2K and Co-Training), MVTL-LM performs better because it explicitly models the data distribution difference between the source domain and the target domain; whereas the multi-view learning methods simply treat the two domains as a single one.

3. Comparing with transfer learning methods (CDSC and LMTTL), in MVTL-LM, we are able to transfer additional information about view consistency from the source domain to the target domain. We also suspect that these traditional transfer learning methods may not work well in the cases when different kinds of features are merged together. Therefore, MVTL-LM could achieve better performance in most cases.

4. The performance of SVM is worse than SVM-2K in most cases. This is because in SVM, simply concatenating the features from different views together fails to capture the consistency between different views; whereas SVM-2K explicitly models this consistency, which is able to improve the overall performance.

5. Comparing with SVM, SVM-View1, and SVM-View2, we can see that concatenating the features from different views may not necessarily result in an increase in the classification performances although SVM uses more information than SVM-View1 and SVM-View2.

6. As a graph based semi-supervised method, the performance of LLGC is not promising because the basic mainfold assumption in semi-supervised learning does not hold in transfer learning, and concatenating multi-view features together is not well suited in the multi-view learning scenario.

7. The traditional transfer learning methods show very poor performances in WebKB. This is because in the subdatasets of WebKB, the link view contains too much noise as can be seen from the performance of SVM-View2. Concatenating these features together may bring more noise for classification, and therefore could cause a decrease in the classification performance, especially for traditional transfer learning methods.

These observations clearly demonstrate the advantages of the proposed method over state-of-the-art ones. It validates our claims and theoretical analysis that by integrating the multi-view learning and transfer learning together, the classification performance can be greatly improved.

5. CONCLUSIONS

Transfer learning is an important technique for utilizing data in a related source domain for building predictive models in a target domain. Much valuable prior research has been conducted for traditional transfer learning with data from a single view. However, many real world applications often contain data from multiple views, and there is limited work for transfer learning with data from different views. This paper proposes a formal learning framework for Multi-View Transfer Learning with a Large Margin (MVTL-LM) approach. In particular, the weighted labeled data from the source domain is used to construct a large margin classifier for the target domain and both the unlabeled data from the target domain and data from source domain are used to ensure the classification consistency between different views. A novel optimization method based on bundle method is proposed to learn model parameters in an efficient manner, which has a theoretical guarantee to generate ε-accurate results in O(1/ε) steps. Furthermore, theoretical analysis is provided for the generalization error bound of the proposed method and shows the improved results of the Rademacher complexity. An extensive set of results on three different datasets have been provided to demonstrate the advantages of the proposed method against several other alternatives.

6. ACKNOWLEDGEMENT

We would like to express our sincere thanks to Dr. Zheng Wang (Tsinghua University), Prof. S.V.N. Vishwanathan (Purdue University), and the anonymous reviewers for their valuable comments and suggestions. This research was partially supported by the NSF research grants IIS-0746830, CNS-1012208, IIS-1017837, CCF-0939370.

7. REFERENCES
