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ABSTRACT
Decomposition aims to recover a binary executable to the source code form and hence has a wide range of applications in cyber security, such as malware analysis and legacy code hardening. A prominent challenge is to recover variable symbols, including both primitive and complex types such as user-defined data structures, along with their symbol information such as names and types. Existing efforts focus on solving parts of the problem, e.g., recovering only types (without names) or only local variables (without user-defined structures). In this paper, we propose ReSyM, a novel hybrid technique that combines Large Language Models (LLMs) and program analysis to recover both names and types for local variables and user-defined data structures. Our method encompasses fine-tuning two LLMs to handle local variables and structures, respectively. To overcome the inherent token limitations in current LLMs, we devise a novel Prolog-based algorithm to aggregate and cross-check results from multiple LLM queries, suppressing uncertainty and hallucinations. Our experiments show that ReSyM is effective in recovering variable information and user-defined data structures, substantially outperforming the state-of-the-art methods.

CCS CONCEPTS
- Computing methodologies → Machine learning; - Security and privacy → Software reverse engineering.
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1 INTRODUCTION
Decomposition aims to recover the source code form of a binary executable, especially stripped binaries. This entails recovering variables, including both primitive and complex variables such as data structures and arrays, which are in the form of register and memory accesses after compilation. Additionally, symbol information for these variables, which is completely discarded in stripped binaries, must also be restored. Decomposition plays a pivotal role in many security applications, such as malware analysis [22, 24, 85] and vulnerability detection [30, 55, 71].

Existing decomposers such as IDA [32] and Ghidra [47] are able to recover the source code control structure with good precision, and in some cases, a subset of local variables. However, they usually cannot recover meaningful names for variables and simply name them as v1, v2, etc. The recovered types are often incorrect, and custom data structures are out of their scope too. There has been significant research [11, 38, 39, 49, 50, 88] focused on recovering the missing information, e.g., variable names and types, from decompiled code to enhance its readability. While these efforts have demonstrated substantial progress, they have limitations. For example, OSPREY [88] utilizes probabilistic inference based on program properties such as memory access patterns and data-flow to recover variables and data structures. However, it falls short of recovering high-level, human-readable symbol information, such as names and type names. DIRTY [11] employs machine learning methods to recover variable names and types, but it has limitations in recovering user-defined data structures. Recovering descriptive and insightful variable names, types, and user-defined data structures is crucial for comprehending the code, yet it remains a challenging and unfilled task due to its inherent complexities. More discussion of related work is in Section 6.1.

Large Language Models (LLMs) have exhibited inspiring capabilities in understanding code, rivaling human experts. Extensive research has demonstrated the superior performance of LLMs over traditional methods in tasks that require code understanding, such as unit test generation [9, 17, 35], program repair [34, 80], and code completion [40, 70]. Considering LLMs’ powerful ability to comprehend and generate code, applying them to symbol recovery appears promising. In particular, similar to DIRTY, we aim to build on existing decomposers’ outputs and recover variables and symbols from decompiled code by those tools, instead of recovering directly from
stripped binaries. However, our exploration revealed challenges in effectively utilizing LLMs for this task.

First, directly prompting a pre-trained LLM for general-purpose to produce symbols from decompiled code hardly works due to the unique patterns in the decompiled code and the inherent uncertainty in symbol recovery, meaning that the source code snippets with various symbols and high-level structures may be compiled into highly similar binary code patterns. Second, the accurate recovery of variable names and types requires a comprehensive, global view of the program, but the intrinsic token limitations of LLMs, e.g., 4,096 tokens, make providing the full context for thorough analysis impossible.

Inspired by the reverse engineering processes employed by human engineers [46, 73], we introduce ReSym, a novel automatic reverse engineering technique that mimics the manual approach by combining fine-tuned LLMs, which provide initial results, with a lightweight Prolog-based reasoning system [14], designed to aggregate results from various sources. To adapt pre-trained LLMs for the particular symbol recovery task, we divide the problem into manageable sub-problems: 1) recovering local variables, and 2) recovering (custom) structures and their accesses. This resembles how human engineers divide the problem. We fine-tune two LLMs for the sub-problems, respectively. To create the training dataset, we first compile source files with debug symbols and make a copy of these symbols before stripping them from the compiled binaries. Next, we decompile these fully stripped binaries to obtain the decompiled code. The decompiled code is often quite low-level, in which a source variable or structure can be broken down into multiple decompiled variables. We design novel algorithms that can accurately project a variable or expression in the decompiled code to a source variable or structure field. During inference, the individual functions of a program are passed to the two fine-tuned LLMs to generate symbols for local variables and structures, respectively. To suppress the inherent uncertainty and hallucinations in LLMs, these per-function results are rigorously aggregated and cross-checked by a Prolog-based reasoning algorithm.

Our contributions are as follows:

- We divide the difficult symbol recovery problem into two manageable sub-problems with different natures and fine-tune two LLMs to address them with superior performance.
- We develop novel algorithms that generate precisely labeled training datasets for model fine-tuning. It features the ability to handle complex variables, e.g., arrays and structures, which are usually decomposed to singleton variables or complex expressions in the decompiled code, and it is difficult to associate them with their original symbols.
- We develop a rigorous Prolog-based reasoning algorithm to aggregate and cross-check local results, together with a similarity-biased voting system to resolve prediction conflicts, enabling comprehensive data structure recovery.
- We build a large-scale public dataset of C/C++ code with 7,416 projects, 113,696 binaries, and their decompiled versions. All the variables, structures, and field accesses in the decompiled code have the corresponding symbols annotated. The dataset can facilitate future research in binary name and type recovery.

**Availability.** Our dataset and artifacts are available to facilitate future research and reproducibility [1].

### 2 MOTIVATION

Fig. 1 depicts a function from a real-world project, with its source and decompiled code. The code is simplified for illustrative purposes. The function takes two parameters: a pointer `msg` to a user-defined structure `IxpMsg` and an unsigned short `num`. Lines 6 to 8 access two fields, `mode` and `pos`, of `msg`, and update two local variables, `size` and `s`. While the decompiled code offers more clarity than the binary representations, it still lacks critical information, such as variable types and names, rendering it difficult to understand. For example, most variables have non-descriptive names compared to the source code, such as `a1` and `v4`, and some have incorrect types, such as `uchar *s` being erroneously typed as `void *`. Additionally, due to the absence of information about user-defined structures, the decompiled code reduces field accesses to low-level memory operations. Consider the expression `((int *)a1+28)` (highlighted in blue), which accesses bytes 28 to 31 of the structure referenced by `a1`, corresponding to `msg->mode` in the source code. This makes the decompiled code challenging and potentially misleading to interpret.

Therefore, our goal is to recover variable names and types from binary executables, improving the readability of decompiled code. Specifically, this involves not only identifying the types and names of the involved variables (e.g., `uchar *s`) but also recovering the structure declaration of the involved user-defined non-standard structures (e.g., `IxpMsg`) and their field accesses (e.g., `msg->mode`).

### 2.1 Limitations of Existing Techniques

Given the significance of recovering variable names and types from binary executables, over the past decade, numerous techniques have been developed for this purpose [11, 38, 39, 49, 50, 88]. Despite these
efforts, there is still plenty of room to improve due to the intrinsic difficulty of the task. Fig. 2 compares the performance of two state-of-the-art methods, DIRTY [11] and OSPREY [88], specifically in reconstituting the structure declaration of IxpMsg from the earlier example. DIRTY [11] utilizes a transformer-based multi-classification model to predict variable names and types. However, its effectiveness is limited to the types included in its training dataset. Consequently, DIRTY struggles with user-defined structures not seen during training, e.g., `struct IxpMsg` leading to inaccurate results and incorrect layout predictions. It is worth noting that it is impractical for DIRTY to encompass all possible user-defined structures in its training set, particularly for specialized security tasks like malware analysis. On the other hand, OSPREY [88] successfully restructures the structure layout and accurately determines field sizes and pointers. However, it cannot recover high-level, human-readable symbol information (e.g., names and type names), making its results difficult to interpret. Additionally, OSPREY relies on a heavy-weight data-flow analysis [89], posing scalability challenges with complex binaries.

2.2 Opportunities and Challenges

With the emergence of LLMs and their demonstrated powerful ability to comprehend and generate code, applying them to decompiled code recovery appears promising. However, our initial efforts at using LLMs for this sophisticated task have shown limited success. Merely prompting LLMs to enhance the readability of decompiled code results in poor performance. Fig. 3 shows the output of GPT-4 [53] when asked to make the decompiled code more readable, i.e., with zero-shot learning. While it updates some types (e.g., changing `int *`) to `(unsigned int *)` in `sub_404056` function, it leaves most variables unchanged, resulting in minimal improvement. GPT-4 also fails to provide useful information about the fields of user-defined structures, such as `IxpMsg`. This highlights the first challenge in using LLMs for recovering variable names and types from decompiled code: understanding decompiled code is an inherently complex task that typically requires a human analyst years of skill training and adherence to well-designed methodologies [46, 73]. Therefore, expecting a general-purpose LLM to directly produce readable decompiled code is impractical.

2.3 Our Technique

While automatic reverse engineering remains a challenging task, manual approaches have yielded significant successes [7, 26]. Consequently, we are motivated to employ LLMs to replicate the reverse engineering process used by human experts, especially considering the recent advancements in LLMs’ ability to comprehend code snippets as well as humans. Drawing from recent observational studies on reverse engineers’ methodologies [46, 73], and an interview with an experienced reverse engineer with eight years of experience in the field, we have gleaned several key insights.

One key insight highlighted by the study is that the decompiled code, while somewhat similar to source code, exhibits distinct distributions. These differences often challenge even experienced developers, who may struggle to understand the decompiled code despite years of development experience. For example, Fig. 1 demonstrates that the decompiled code includes numerous low-level operations, complicating comprehension. Similarly, this complexity poses a significant challenge to a general-purpose LLM or even a specialized code model for understanding decompiled code. To address this, we choose to fine-tune LLMs to familiarize them with the unique patterns of decompiled code, effectively transferring their comprehensive knowledge of source code to decompiled code. This process mimics teaching reverse engineering to a senior developer in practice.

However, as demonstrated earlier, fine-tuning an LLM for direct application in reverse engineering has limited success. The second insight that enhances our fine-tuned LLMs’ understanding of decompiled code is: while reverse engineering is challenging, human experts often simplify the task by breaking it down into smaller, manageable sub-tasks. In recovering variable names and types, for instance, experts typically divide the task into two sub-tasks: 1) identifying local variable types and names, and 2) reconstructing user-defined structures. Although similar to some extent, these tasks require distinct knowledge bases and skill sets. The former focuses on interactions among different local variables, while the latter concentrates on the similarities and differences among the fields within the same structures. We adopt a similar approach by
designing tasks with finer granularity, specifically prompting the LLMs for these two tasks instead of generating an entire function. By dividing the problem into these tasks and fine-tuning two distinct LLMs, we enable each LLM to focus on its specific, simpler task, thereby avoiding the confusion and difficulties that arise from task amalgamation.

While our fine-tuned LLMs show enhanced comprehension of decompiled code, they still face the constraints of token limitations. Our third insight regarding the manual reverse engineering process is: as human experts can only focus on one piece of code at a time, they often gather insights from various code snippets and later cross-check them. Typically, analysts connect code snippets by reasoning and analyzing data-flow. This suggests a workflow where LLMs first gain insights from individual code snippets and then cross-check these results with a reasoning component, where the predictions of both LLMs are aggregated. Therefore, LLMs are not obligated to process the entire program in one shot but can be prompted multiple times with different code segments, effectively circumventing the issue of input token limitations.

Driven by the aforementioned insights, we design and implement ReSym, an automatic reverse engineering technique that mimics the manual process by integrating fine-tuned LLMs (for raw results) with a lightweight Prolog-based reasoning system (to validate and aggregate results from diverse sources). Figure 4 demonstrates how ReSym works, using the function `intpstrs` as an example with its source code (A), decompiled code (B), and the code reconstructed by ReSym (C). To gain raw results of good quality, ReSym performs two primary tasks: 1) recovering the names and types of local variables, and 2) extracting field access information, illustrated in (D) and (E), respectively. Leveraging the raw results from the LLMs (F) and (G), ReSym effectively reconstructs the original code in (H), where we mark all the modifications in green. This process includes recovering variable names and types (e.g., from `int64 a1` to `Buffer *context`) and field access expressions (e.g., from `(int *)(a1 + 28)` to `context->type`, highlighted in blue). Additionally, by cross-referencing the results from the LLMs with the reasoning component, ReSym accurately reconstructs the complete structure of `struct Buffer` (I). It achieves this detailed recovery by aggregating field access information from multiple functions (e.g., functions J, K, and others) via posterior reasoning (Section 3.4). During posterior reasoning, ReSym might encounter conflicting predictions from different functions, such as field name predictions (e.g., `bufferSize` vs. `mySize` in J). To resolve these, ReSym employs a similarity-biased voting system (Section 3.4.3), choosing `bufferSize` in this case.

3 APPROACH

3.1 Overview

Recognizing the unique nature of decompiled code and the insights from the reverse engineering process, ReSym carefully reduces the symbol recovery problem into two sub-tasks for the LLMs: 1) identifying names and types for local variables, and 2) extracting field access information. ReSym fine-tunes two models: VarDecoder and FieldDecoder, for these two respective tasks.

Fig. 5 presents the overview of ReSym, which consists of three phases. The first phase, *Training Data Preprocessing* (Section 3.2), prepares the data for fine-tuning VarDecoder and FieldDecoder. It is followed by the *Fine-Tuning* phase (Section 3.3), where the two models are fine-tuned separately. Finally, in the *Recovery phase* (Section 3.4), ReSym applies the fine-tuned models to the code decompiled from fully stripped binary files. The results from both models are then aggregated via *Posterior Reasoning* to get the final recovered code. Next, we discuss each step in detail.

3.2 Phase 1: Training Data Preprocessing

To fine-tune a model for recovering variable information and field access expressions, accurate alignment for each variable in the
decoupled code with its counterpart in the source code is essential for obtaining the ground truth. To enable the model to provide information on both singletons variables in the decompiled code (e.g., int v1 and char s*) and field access expressions (e.g., (int*) (a1 + 28)), we need to assign labels for these two types of data. In this phase (Fig. 5), we first extract the debug symbols from unstripped binary files (step 1). We then remove all debug symbols from them (step 2) and decompose them to generate the decompiled program (step 3). Finally, we align these debug symbols with the variables in the decompiled program (step 4), providing accurately labeled singleton variables for training VarDecoder and field access expressions for FieldDecoder.

### 3.2.1 Deriving Ground-truth Symbols for Decompiled Singleton Variables
In the decompiled code, local variables commonly appear as singleton variables. To correctly label a singleton variable in the decompiled code, it is essential to identify its corresponding variable in the source code. While a singleton variable in the decompiled code usually matches directly with a local variable in the source code, this is not always the case. Sometimes, a singleton variable in the decompiled code may represent an element of an array or a field within a structure. Figure 6 provides an example where v2 in the decompiled code corresponds to align in the source code. However, the decompiler misinterprets the single 16-byte variable, dt, as a cluster of variables containing two 8-byte variables, v3 and v4. A cluster is a group of singleton variables in the decompiled code corresponding to an array or a structure in the source code. Each of these variables represents a field of struct CType. Such misinterpretations significantly diminish code understanding, especially for user-defined structures. Recovering these clusters can be highly beneficial in enhancing code readability, yet this has been overlooked and remains unaddressed in previous research [11]. To handle it, the challenge lies in educating the model to identify these clusters through the careful design of variable labels for fine-tuning. In addition, we need to automatically detect these variables to generate their respective labels.

To accurately label singleton variables and identify clusters, we utilize the DWARF debug symbols, which contain rich information about variable names and types. As in Fig. 5, debug symbols from binary files are used solely for training data construction and are excluded (stripped) during inference (Phase 3). Fig. 6 shows an example of the debug symbols containing detailed information about arguments, variables, and their respective locations in memory. We then introduce our proposed Algorithm 1 for aligning and labeling the singleton variables and explain the process step by step.

**Algorithm.** In Algorithm 1, the function GetVarLabel (lines 3–17) takes the decompiled program (Prog) and the DWARF debugging symbols (DBG) and produces VLabels, containing names (and type) for singleton variables (in the decompiled code). Here, Prog represents the decompiled program derived from the fully-stripped binary, which encompasses arguments Args, variables Vars, and statements Stmts. Meanwhile, the debug symbols DBG extracted from the corresponding unstripped binary file contain ASym and VSYM. ASym maps arguments to their symbols, while VSYM maps variables to theirs. This symbol information contains the name, type, and memory location of each argument or variable as it appears in the source code (not the decompiled version).

**Algorithm 1 Variable Labeling Algorithm**

1. **Prog: Decompiled Program (Args, Vars, Stmts)**
2. **DBG: DWARF Debug Symbols (ASym, VSym)**
3. **function GetVarLabel(Prog, DBG) -> VLabel**
4. **VLabel ← {}**
5. **sortedArgs ← Sort(DBG. ASym)**
6. for i ← 0 to LENGTH(Progs.Args) - 1 do
    7. a ← Progs.Args[i]
    8. a′ ← sortedArgs[i]
    9. **VLabel[a] ← (a′.name, a′.type)**
10. for v ∈ Progs.Vars do
11. v′ ← AlignVar(v, DBG)
12. if v′ ≠ Null then
    13. if o.start == v′.start then
    14. VLabel[v] ← (v′.name, v′.type)
    15. else
    16. **VLabel[v] ← (“-”, “-”)**
17. return VLabel
18. **function AlignVar(v, DBG)**
19. for v′ ∈ DBG. VSym do
    20. if v.start ≥ v′.start and v.end ≤ v′.end then
    21. return v′
22. return Null

In Lines 5–9, the algorithm aligns the arguments in Prog (the decompiled code) sequentially with those in the debug symbols. Note that the mapping is always one-to-one, following the compiler conventions. For variables (Lines 10–16), each variable v in Prog is
aligned with its counterpart \( o' \) from the debug symbols via \textsc{AlignVar} (Lines 18–22). \textsc{AlignVar} iterates over \( o' \) in the debug symbols and returns \( o' \) if the address range (from \texttt{start} to \texttt{end}) of \( o \) is within that of \( o' \). If no match is found, it returns \texttt{Null}. The rationale is that the decompiler may break a complex variable into multiple singleton variables. As such, the address range of a decomposed singleton variable must be a sub-range of the original complex variable. Consider Fig. 6 as an example. There is a direct match from \( v2 \) to \textsc{align}, as their address ranges match. Both \( v3 \) and \( v4 \) lie within the address range of \( dt \) (from \( rbp - 0x10 \) to \( 0x28 \)), forming a cluster where the two variables, \( v3 \) and \( v4 \), correspond to a single source code variable, \( dt \). Thus, \( v3 \) and \( v4 \) are both aligned with \( dt \), with \( v3 \) identified as the cluster head, and \( v4 \) as a sub-variable in the cluster.

Returning to the \textsc{GetVarLabel} function at line 11, if the aligned variable for \( o \) is \texttt{Null}, the variable is omitted. This exclusion, as also applied by existing works [11, 85], typically applies to variables introduced by compilers that do not have any meaningful correspondence in the original source anyway. Otherwise, if the starting address of \( o \) matches that of its aligned variable, suggesting a direct match or that it is a cluster head, we label \( o \) with the name and type of its aligned counterpart. For subsequent variables in a cluster, we assign a dash (“-”) as their label.

We choose to use a dash instead of specific field names for variables in a cluster for several reasons. First, the number of variables in a cluster is not always the same as the number of fields in a structure. For example, the decompiler may interpret two fields as a single stack variable in the decompiled code, complicating the structure. For example, the decompiler may interpret two fields as a single stack variable in the decompiled code, complicating the structure. For example, the decompiler may interpret two fields as a single stack variable in the decompiled code, complicating the structure. For example, the decompiler may interpret two fields as a single stack variable in the decompiled code, complicating the structure. For example, the decompiler may interpret two fields as a single stack variable in the decompiled code, complicating the structure. For example, the decompiler may interpret two fields as a single stack variable in the decompiled code, complicating the structure.

Second, clusters can represent structures or arrays. With arrays, there are no specific ground truth names for each element. Therefore, we decide to use dashes as labels for these subsequent variables in a cluster and leave the recovery of field information to later stages (e.g., with FieldDecoder and phase 3). During the inference stage, to distinguish whether a cluster is an array or a structure, we use the type predicted by VarDecoder for the cluster head: a primitive type indicates the cluster as an array, while a structure type suggests a structure.

3.2.2 Deriving Ground-truth Symbols for Decompile Field Access Expressions. FieldDecoder focuses on recovering field access expressions in the decompiled code. Fig. 7 demonstrates the data alignment and labeling procedure for the expression \((\text{int }*)(a1 + 28)\), which accesses the 28th – 31st bytes of the data structure \( a1 \) (base pointer) points to. Our procedure for aligning and labeling field access expressions is formally defined in Algorithm 2.

Algorithm. Algorithm 2 takes the decomposed program \((\text{Prog})\) and the debugging symbols \((\text{DBG})\) and outputs \(\text{Labels}\), containing labels for the field access expressions. For a given decomposed program \(\text{Prog}\), we first use \textsc{GetDerefExpression} to identify all dereference expressions (line 3), each characterized by a base pointer \( o \), an offset \( f \), and a size \( sz \). In Fig. 7, they correspond to \( a1, 28 \), and \( 4 \), which is the size of int type. For each expression, we align \( o \) with its source code counterpart using \textsc{AlignVar} (defined in Algorithm 1 lines 18–22). In Fig. 7, the aligned variable for \( a1 \) is \texttt{msg}. Expressions are excluded if the base pointer alignment fails \((o' \neq \text{Null})\), or if \( o \) does not directly correspond to a singleton variable \((\texttt{v.start} \neq o', \texttt{v.start} \lor o'.\texttt{end} \neq o'.\texttt{end})\). This exclusion process is primarily to filter out variables introduced by the compiler.

Algorithm 2 Field Access Expression Labeling Algorithm

1. \(\textbf{function GetDerefLabel} (\text{Prog}, \text{DBG}) \rightarrow \text{Labels}\)
2. \(\text{Labels} \leftarrow \{\}\)
3. \(\text{DerefExp} \leftarrow \text{GetDerefExpression}(\text{Prog})\)
4. \(\text{for all} (o, f, sz) \in \text{DerefExp} \Rightarrow \)
5. \( \quad o' \leftarrow \text{AlignVar}(o, \text{DBG})\)
6. \(\text{if} o' \neq \text{Null} \land o.\text{start} \neq o'.\text{start} \lor o.\text{end} \neq o'.\text{end} \Rightarrow \)
7. \(\quad \text{continue}\)
8. \(\quad \text{pointedType} \leftarrow \text{GetPointerType}(o', \text{DBG})\)
9. \(\text{if pointedType.isStruct}() \Rightarrow \)
10. \(\quad f \leftarrow \text{FindField}(\text{pointedType}, \text{off}, \text{sz})\)
11. \(\quad \text{if} f \neq \text{Null} \Rightarrow \)
12. \(\quad \text{Labels}[o] \leftarrow (o'.\text{name}, o'.\text{type}, f.\text{name}, f.\text{type})\)
13. \(\text{else} \Rightarrow \)
14. \(\quad \text{Labels}[o] \leftarrow (o'.\text{name}, o'.\text{type}, -=, -, -=)\)
15. \(\text{return Labels}\)

Next, we determine the type pointed to by \( o' \) (line 8), such as \texttt{IxpMsg} for \texttt{msg} in Fig. 7. If this type is a structure, we use \texttt{FindField} to identify the accessed field, for example, \texttt{mode}, and assign labels including \texttt{base name}, \texttt{base type}, \texttt{field name}, and \texttt{field type} (line 12). The base name and type (\texttt{msg} and \texttt{IxpMsg*}) and the field name and type (\texttt{mode} and \texttt{ixpuint}) are derived from the base pointer and accessed field, respectively. In (rare) cases where \texttt{FindField} fails to locate a corresponding field and returns \texttt{Null}, it suggests possible aggressive compiler optimization. We hence skip those cases. In line 13, when the \texttt{pointedType} is primitive, indicating a primitive type dereference or access to array elements, we assign a dash (“-”) as the field name and type. As such, during inference, the model’s predictions will help distinguish these from structure field accesses.

3.3 Phase 2: Fine-tuning

Upon completing data preparation, we fine-tune two LLMs for specific tasks: \texttt{VarDecoder} for recovering variable names and types, and FieldDecoder for extracting field access expression information.

3.3.1 VarDecoder. The recovery of stack variables is formulated as follows: given a decomplied function \( d \) and a list of its variables \( Y^d = \{v_1, \ldots, v_m\} \), we construct the input instruction \( I \) as “What are the original name and data type of variables: \( v_1, \ldots, v_m \? < d > \”). This is a natural language question followed by the decomplied code \(< d > \). For each variable \( v_i \) asked in the instruction, the model is expected to generate the original name \( n_i \) and type \( t_i \), with each in a line for easier postprocessing. The
output is formulated as

$$Y_1 = \begin{vmatrix} u_1 & n_1 & t_1 \\ w_2 & n_2 & t_2 \\ ... & ... & ... \\ r_m & n_m & t_m \end{vmatrix}$$

The objective of the fine-tuning process is to adjust the pre-trained LLMs’ weights $\theta$ to minimize the loss $L$, which is the negative log-likelihood associated with generating the expected output from the given input instruction:

$$L = -\log P(Y_1 | I, \theta) = -\log \left[ P(v_1 | I, \theta) + P(n_1 | I, v_1, \theta) + P(t_1 | I, v_1, n_1, \theta) \right]$$

$$= -\log \left( \sum_{i=1}^{m} \left[ P(v_i | I, \theta) + P(n_i | I, v_i, \theta) + P(t_i | I, v_i, n_i, \theta) \right] \right)$$

Loss of recovering the first variable

$$-\log P(v_1 | I, \theta) + P(n_1 | I, v_1, \theta) + P(t_1 | I, v_1, n_1, \theta)$$

Loss of recovering following variables

$$+P(n_i | I, v_i, n_i, \theta) + P(t_i | I, v_i, n_i, \theta)$$

$$= -\log \left( \sum_{i=1}^{m} \left[ P(v_i | I, \theta) + P(n_i | I, v_i, \theta) + P(t_i | I, v_i, n_i, \theta) \right] \right)$$

Note that for the same variable, the probability of the variable type recovery is conditioned on that of its name recovery, and recovery of the following variables is conditioned on the recovery of previous variables.

3.3.2 FieldDecoder. The formulation for recovering field access expressions is similar. Given a decompiled function $d$ and a list of field access expressions $E = \{ e_1, \ldots, e_k \}$. The input instruction $I$ is “what are the variable name and type for the following field accesses: $e_1, \ldots, e_k$? $< d >$”. For each field access expression $e_i$, the model is designed to output the base name $nb_i$, base type $tb_i$, field name $nf_i$, and field type $tf_i$. The output is

$$Y_2 = \begin{vmatrix} e_1 & nb_1 & tb_1 & \rightarrow & nf_1 & tf_1 \\ e_2 & nb_2 & tb_2 & \rightarrow & nf_2 & tf_2 \\ ... & ... & ... & ... & ... & ... \\ e_k & nb_k & tb_k & \rightarrow & nf_k & tf_k \end{vmatrix}$$

The fine-tuning is to minimize the negative log-likelihood of the generation of $nb_i, tb_i, nf_i, tf_i$, which is similar to the loss of fine-tuning VarDecoder.

3.4 Phase 3: Recovery

In this phase (Fig.5), we focus on recovery using fully stripped binaries, with the debug symbols removed. The initial step involves extracting decompiled code from these fully stripped binaries. Following this, we apply the fine-tuned VarDecoder and FieldDecoder to the decompiled code, following the prompt format detailed in Section 3.3. Note that FieldDecoder is employed only if there are field access expressions in the code. The final stage, posterior reasoning, processes the raw results obtained from individual functions and aggregates the outputs of the LLMs from multiple functions to recover information that requires a global view.

It is important to note that type information, particularly regarding user-defined structures, can often be incomplete or misleading when derived from a single code snippet. This problem commonly occurs if the function under examination does not access all fields of the subject structure. Inspired by existing efforts [60], we have devised a Prolog-based inference system [14] that mimics the reasoning process of human experts. This approach enables efficient cross-referencing of all variables related to a specific type. The process employs a similarity-biased voting system to determine the type, relying on initial predictions for all variables linked to the type in question, called facts. In the following, we will present the fact predicates (Section 3.4.1) and reasoning rules (Section 3.4.2) employed by ReSym, and discuss the similarity-biased voting system (Section 3.4.3).

3.4.1 Fact Predicates. Table 1 presents the fact predicates utilized by ReSym, with the predicates and their descriptions in the two columns. The facts fall into two categories, initial facts and derived facts.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Var(F, V, Ty, Nm)</td>
<td>In function $F$, variable $V$ is of type $Ty$ and named $Nm$ according to VarDecoder.</td>
</tr>
<tr>
<td>FieldAcc(F, V, Off, Sz, Ty, Nm)</td>
<td>In function $F$, variable $V$ has a field access at offset $Off$ and size $Sz$, with the field’s type and name predicted as $Ty$ and $Nm$, respectively, by FieldDecoder.</td>
</tr>
<tr>
<td>Callsite(F1, F2, C, V, Id)</td>
<td>At callee $C$, caller function $F1$ invokes callee function $F2$, passing variable $V$ from $F1$ as the Id-th argument.</td>
</tr>
<tr>
<td>Arg(F, V, Id)</td>
<td>The Id-th argument of function $F$ is variable $V$.</td>
</tr>
<tr>
<td>DataFlow(F, V1, V2)</td>
<td>In function $F$, there is a data flow between variables $V1$ and $V2$.</td>
</tr>
<tr>
<td>TypeAgnosticArg(F, Id)</td>
<td>The Id-th argument of function $F$ is type-agnostic, i.e., variables are typically type-casted before being passed as the argument.</td>
</tr>
<tr>
<td>TypeGrouping(F, V, Tg)</td>
<td>Variable $V$ in function $F$ is grouped into a type group $Tg$.</td>
</tr>
<tr>
<td>TypeInfo(Tg, Ty, Nm)</td>
<td>A variable in type group $Tg$ is predicted to be of type $Ty$ with the name $Nm$.</td>
</tr>
<tr>
<td>FieldInfo(Tg, Off, Sz, Ty, Nm)</td>
<td>A variable in type group $Tg$ accesses a field at offset $Off$ and size $Sz$, with the field’s type and name predicted as $Ty$ and $Nm$, respectively.</td>
</tr>
</tbody>
</table>
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Table 1: Fact predicates used by ReSym
low-level memory functions (e.g., memset) or container APIs (e.g., HashMap::insert). For example, the first parameter of memset is type-agnostic, as it can point to any data type, e.g., memset(void *str, 0, 128). Identifying type-agnostic arguments is crucial for posterior reasoning, as type information should not propagate through them. For instance, in the earlier memset example, we cannot conclude that &fd and str are of the same type. Also note that detecting type-agnostic arguments is more challenging at the binary level than in source code, due to the absence of explicit type casting in the source code. The fact TypeGrouping indicates that a variable V in function F belongs to a type group Tg, a group of variables believed to be of the same type. For example, at the callsite in Fig. 4 line 9, we have TypeGrouping(sub_404056, v4, Tg), where Tg is the type group that the first argument of the callsite function sub_404056 belongs to. TypeGrouping is particularly useful for representing the type assignment of variables. TypInfo and FieldInfo provide aggregated information for each type group. Specifically, if any variable in the type group Tg is predicted to have a type Ty and a name Nm, we record it using TypInfo, and similarly for FieldInfo. These two derived facts, TypInfo and FieldInfo, are then input into the similarity-biased voting system to aid ReSym in determining variable names and types.

### 3.4.2 Reasoning Rules

Fig. 8 presents the reasoning rules used by ReSym. These rules are expressed in the following format:

$$P_1 \cdot P_2 \cdot P_3 \cdot \ldots \cdot P_n \rightarrow C$$

where $P_i$ denotes the $i$-th premise of the rule and $C$ represents the conclusion. When all the premises are present in the current fact base, ReSym adds the conclusion to the fact base as well. Rule (1) states that each variable is initially assigned to a type group containing only itself. Rule (2) covers intra-procedural type inference, specifying that if there is data flow between two variables, V1 and V2, then V2 should belong to V1’s type group, and vice versa. Rules (3) and (4) describe inter-procedural type inference. Rule (3) states that if function F1 calls function F2, passing variable V1 as F2’s id-th argument, and if V2, the id-th argument of F2, is not a type-casting argument, then V2 should belong to V1’s type group. Similarly, Rule (4) states that under the same condition, V1 should belong to V2’s type group. Note that, if id-th argument of F2 is a type-agnostic argument, e.g., the first argument of memset, these two rules do not apply. Rules (5) and (6) address the process of aggregation, stating that any prediction made by VarDecoder and FieldDecoder about a variable will apply to every type group that the variable belongs to. Rule (7) outlines the process of identifying a type-agnostic argument. Specifically, if two variables, V1 in F1 and V2 in F2, belong to groups Tg1 and Tg2 respectively and are passed as the id-th argument of F3, any overlapping field accesses of Tg1 and Tg2 will categorize the id-th argument of F3 as a type-agnostic argument. Overlapping field accesses refer to two distinct field accesses sharing the same memory, e.g., access at offset 0 with size 8 and access at offset 4 with size 4. Rule (7) is based on the premise that field access offsets and sizes (identified by IDA) are typically reliable and rarely erroneous, suggesting that overlapping field access likely indicates a type collision, thereby making the argument under consideration type-agnostic. It is important to note that FieldOverlap is an auxiliary Prolog method for detecting such overlaps, rather than a fact predicate.

### Hypothetical Reasoning

It is observed that Rule (3) and Rule (7) form a logical loop, where Rule (3) requires the facts of TypeAgnosticArg to detect TypeGrouping, while Rule (7) depends on TypeGrouping to identify TypeAgnosticArg. This often leads to a deadlock when recursion occurs in the code. To resolve this, we employ a trial-and-error method, akin to the strategies used by human analysts during reverse engineering type inference. Typically, analysts initially presume an argument is not type-agnostic and proceed with their reasoning, revising this assumption if conflicts arise. The Prolog system inherently supports such backtracking [61]. Our approach mirrors this methodology: initially considering an unvisited TypeAgnosticArg as false if the engine fails to generate new facts, and then continuing with the reasoning process. In the event of a conflict, we use Prolog to address the root cause of the problem (i.e., an incorrect assumption). This process is repeated until all potential TypeAgnosticArg facts in the code base are verified.

### 3.4.3 Similarity-biased Voting System

The primary goal of posterior reasoning is to conclude the type using the type predictions of LLMs across various functions. This is especially crucial in reconstructing user-defined structures, as inferring the complete structure from a single function is often impractical due to fields in these structures usually being accessed across multiple functions. We define the problem as follows, given a type group Tg and a specific offset Off (if applicable), our goal is to determine the fields’ size Sz, type Ty, and name Nm using aggregated results $\{ (Sz, Ty, Nm) \mid FieldInfo(Tg, Off, Sz, Ty, Nm) \}$. Conflicts may arise among predictions from different functions. For instance, in Fig. 4 line 1, the fourth field, used in four different functions, receives varied name predictions like bufferSize, mySize, and buffer, as shown in 1. A simple majority vote, while effective for field sizes, may not be optimal for field types and names. In the aforementioned example, mySize might be erroneously selected because this method overlooks insights from similar predictions, such as buffer for bufferSize. To address this, we implement a novel, similarity-biased voting system. We use a similarity metric, $TS_{sim}$, to assess the resemblance of one name n to other predictions, $N \setminus n$, and select the one with the highest score. We adhere to three primary naming conventions,
camelCase, PascalCase, and snake_case, breaking down each name \( n \) into tokens \( W_n = w_1, w_2, \ldots \). For instance, bufferSize becomes buffer.size. We further define \( TSim_n \) as:

\[
TSim_n = \sum_{n' \in \mathcal{N}(n)} 2 \times \frac{|W_n \cap W_{n'}|}{|W_n| + |W_{n'}|}
\]

This metric represents the ratio of overlapping tokens to the total number of tokens. For instance, \( TSim_{\text{bufferSize}} \) is 2/3, whereas for \( \text{mySize} \) and \( \text{buffer} \) are 3/4 and 3/4, respectively. Consequently, bufferSize is chosen as the candidate that best reflects consensus. Intuitively, our method ensures that names sharing common components or meanings with other predicted values receive higher scores. This approach considers not just the frequency, but also the commonality and information embedded in each predicted value, making it more robust than a simple majority vote.

It is worth noting that a more complex similarity metric could involve using a standalone deep learning model to generate high-dimensional embeddings for each prediction and calculate similarity accordingly. However, we find this unnecessary in practice. Also, note that we apply the same methodology for determining type names based on TypeInfo.

3.5 Practical Challenges

We additionally addressed several practical challenges as follows:

Filtering Inaccurate Type-Size Predictions. In rare instances, VarDecoder and FieldDecoder may incorrectly predict types that are inconsistent regarding variable sizes. For example, VarDecoder may predict a pointer type (of 8 bytes) for a 2-byte variable. We refine the encoding of Var and FieldAcc to exclude such inconsistent predictions when determining the final type or name with the similarity-biased voting system (Section 3.4.3).

Additional Reasoning Rules. Beyond the rules outlined in Fig. 8, we incorporated standard type inference rules into ReSym. For instance, de-referencing a pointer assigns the pointed type to the outcome variable. These standard rules, while not depicted in Fig. 8, have been implemented in ReSym.

Field Overlap Due to Compiler Optimization. Rule (7) in Fig. 8 suggests that overlapping field accesses typically indicate a type-agnostic argument. However, in rare cases, these overlaps might result from compiler optimizations [88], rather than the presence of a type-agnostic argument. To reduce this interpretive noise, we established a threshold for Rule (7), requiring ReSym to detect a minimum of three instances of overlapping field accesses before considering the subject argument as a type-agnostic argument.

Synonym Replacement before Similarity-biased Voting. Developers often use synonyms for the same purpose. For example, buf and buffer are used interchangeably. We include a set of common synonyms, replacing synonym tokens before computing similarity metrics. The complete list can be found in our artifacts [1].

4 EXPERIMENTAL SETUP

4.1 Dataset

To train the models and evaluate ReSym on real-world projects, we follow the method of previous work [11] and build a new dataset by compiling 7,416 popular C and C++ projects into 113,696 binary files from GitHub using GHC [33]. Particularly, all projects were created in 2012–2022 with more than 20 stars. C++ projects constitute 6.5% of our dataset, consistent with the distribution in DIRT[6] [11]). We only include executable binary programs in our dataset, precluding intermediate relocatable binary files since the semantics of a relocatable file rely on their symbol table [76], which may be stripped away.

Among some projects, we observed significant overlap in functions and data structures, which may affect the diversity of the dataset and yield misleading results. We sanitize the dataset by retaining binaries with at least 80% unique functions, resulting in 16,217 binary files. The binary files have an average size of 116.2 KB and a maximum of 8.9 MB. Function similarity was determined through exact string matching of the decompiled functions with necessary normalization, following existing practices [11, 38]. In the decompiled code, local variables are annotated according to their declaration order and hence are normalized by nature. Additionally, we normalized function names and global variables.

The decompiled code is obtained from fully stripped binary files using the decompiler IDA Pro [32]. Our analysis revealed that, on average, 71.1% of data structures within a project appear in more than one binary file. Therefore, we choose to split the dataset by project to minimize function and structure overlaps between training and testing sets. The dataset was divided into training and test sets, denoted as \( D = \{D_{\text{Train}}, D_{\text{Test}}\} \), with a ratio of 0.95. This splitting method guarantees that functions from the same project are exclusively assigned to either \( D_{\text{Train}} \) or \( D_{\text{Test}} \). Field access expressions were identified using Clang [42]. Note that we do not consider predicting symbols for compiler-generated variables. For VarDecoder, functions without variables needing renaming or re-typing were removed. Due to resource constraints and the rarity of clusters (Section 3.2.1) presence (only 5.9% of functions have it), we included the functions with clusters twice and sampled only 50% of the functions without clusters in \( D_{\text{Train}} \) for fine-tuning VarDecoder. This resulted in 269,735 functions with 1,176,417 variables for training, among which 20,411 functions (before resampling) have clusters, and 26,945 functions with 108,132 variables for testing. For FieldDecoder, functions without field access expressions were excluded, yielding 159,577 functions with 528,956 expressions for training, and 9,121 functions with 33,793 expressions for testing.

Functions in Training vs. Functions not in Training. Following previous work [11], we consider two subsets of functions within the testing set: functions that are present in the training set ("Functions in Training") and those that are not ("Functions not in Training"). The former typically includes library functions commonly reused by different developers, which the models could have encountered during training. While the inclusion of such functions in the testing set is practical for a realistic assessment, we separately evaluate the performance on these two subsets to show ReSym’s ability to memorize seen data and generalizability on unseen data. We use string matching to determine the same (decompiled) functions as the previous works [11, 38] with normalization steps as discussed earlier in this section.

Existing Dataset. We choose not to use an existing dataset DIRT [38]. The main reason is that it does not provide source binary files or...
We report the performance of VarDecoder on recovering variable names, base type, field name, and field type. The accuracy metrics are calculated based on the number of correctly predicted names, defined as \( Acc_n = \frac{\sum_{d \in D_{test}} |U_d \cap V_d|}{\sum_{d \in D_{test}} |V_d|} \), with \( T_{yc} \) being the count of correctly predicted types for variables across all functions in the test set. We further evaluate VarDecoder’s ability to identify variable clusters, i.e., \( stack-inlined structures and arrays \), as introduced in Section 3.2.1 with precision, recall, and F1 score. We consider a cluster correctly predicted if and only if VarDecoder identifies the exact same set of variables with the ground truth. Precision is the rate of correctly predicted clusters over the total number of predicted clusters. Recall is the rate of correctly predicted clusters over the total number of clusters in the ground truth. The F1 score is the harmonic mean of precision and recall.

4.2 Training
We select pre-trained StarCoder 3B [40], one of the state-of-the-art LLMs, as the base model for both VarDecoder and FieldDecoder. During the training step, for VarDecoder, inputs exceeding 2,048 tokens are truncated, and those over 4,096 tokens are discarded. For FieldDecoder, we discard any input exceeding 4,096 tokens and choose not to truncate inputs to avoid truncating some field access expressions that may lead to misinterpretation of the model. Note that no functions are discarded during the inference stage, and they are only truncated if the input exceeds the model’s inherent 8,192-token limit. Function discarding and truncation occurs only during training for efficiency purposes, which is a common practice in LLM training [6, 44, 69] and has been shown to have a negligible impact on model performance [6, 44, 69, 64].

The fine-tuning was conducted on four A100 GPUs for three epochs. The model weights are updated using an AdamW [43] optimizer with a batch size of 16 and a learning rate of 5e-5, adjusted by 500 warm-up steps followed by a cosine decay.

4.3 Metrics
We report the performance of VarDecoder on recovering variable information and FieldDecoder on its recovery of field access expressions. In addition, we access the capability of ReSym’s recovery on user-defined structures with posterior reasoning.

4.3.1 VarDecoder: Variable Name and Type Recovery. For VarDecoder, we assess the accuracy of the variable name and type predictions using a perfect match criterion [11, 38]. The accuracy for names, defined as \( Acc_n = \frac{\sum_{d \in D_{test}} |U_d \cap V_d|}{\sum_{d \in D_{test}} |V_d|} \), is calculated by dividing the total number of correctly predicted names \( N_{mc} \) by the total number of variables across all decompiled functions in the test set \( |V| = \sum_{d \in D_{test}} |V_d| \). Similarly, the accuracy for type is \( Acc_t = \frac{T_{yc}}{|V|} \), with \( T_{yc} \) being the count of correctly predicted types for variables across all functions in the test set. We further evaluate VarDecoder’s ability to identify variable clusters, i.e., \( stack-inlined structures and arrays \), as introduced in Section 3.2.1 with precision, recall, and F1 score. We consider a cluster correctly predicted if and only if VarDecoder identifies the exact same set of variables with the ground truth. Precision is the rate of correctly predicted clusters over the total number of predicted clusters. Recall is the rate of correctly predicted clusters over the total number of clusters in the ground truth. The F1 score is the harmonic mean of precision and recall.

4.3.2 FieldDecoder: Field Access Expression Recovery. The performance of FieldDecoder is evaluated based on its accuracy in predicting the four properties for each field access expression: base name, base type, field name, and field type. We report accuracy for each of these four properties. The accuracy metrics are calculated similarly to \( Acc_n \), as defined previously.

4.3.3 User-Defined Data Structure Recovery. For each decompiled function \( d \) with variables \( V_d \), we evaluate each variable \( u \in U_d \) that is by ground truth or predicted as a structure or a pointer to a structure, where \( U_d \subset V_d \). For example, in Fig. 4, \( V_d = \{ a_1, a_2, v_3, v_4, d_e s t \} \), and \( U_d = \{ a_1 \} \) since \( a_1 \) by ground truth and predicted as a pointer to a structure. We evaluate the structure layout and struct annotation for these variables. It is important to note that we do not consider arrays and pointers to arrays in this context, as arrays have already been evaluated as variable clusters in VarDecoder. Similarly, pointers to arrays are essentially pointers to their corresponding primitive types and are thus evaluated with VarDecoder as well.

Struct Layout. We evaluate structure layout based on the predicted offsets and sizes for each field. Following existing work [88], we use a rigorous standard that considers a field as correct if and only if both the offset and size are correct. We define the predicted layout for variable \( u \) as \( Pred_{L_{u}} = \{ (o_1, s_1), (o_2, s_2), \ldots \} \) which contains a set of offset-size pairs. For example, in Fig. 4, ReSym’s predicted layout for \( a_1 \) is \( Pred_{L_{a_1}} = \{ (0, 8), (8, 8), (16, 8), (24, 4), (28, 4) \} \). Similarly, we define \( Gr_{L_{u}} \) as the ground truth layout, which in this case is the same with \( Pred_{L_{u}} \) as the predicted layout is correct. We thereby define the precision and recall of the structure layout as:

\[
Pr_{L_{u}} = \frac{\sum_{u \in U_{test}} |Gr_{L_{u}} \cap Pred_{L_{u}}|}{\sum_{u \in U_{test}} |Pred_{L_{u}}|}, \quad Re_{L_{u}} = \frac{\sum_{u \in U_{test}} |Gr_{L_{u}} \cap Pred_{L_{u}}|}{\sum_{u \in U_{test}} |Gr_{L_{u}}|}
\]

where \( U = \bigcup_{d \in D_{test}} U_{d} \). The F1 score is the harmonic mean of precision and recall \( F1_{L_{u}} = \frac{Pr_{L_{u}} \cdot Re_{L_{u}}}{Pr_{L_{u}} + Re_{L_{u}}} \).

Struct Annotation. The structure annotation includes the struct types (e.g., Buffer in Fig. 4), field names, and field types (e.g., pos and uint8_t *) of the second field. We compare them against all the fields of the ground truth and report the accuracy. If ReSym fails to detect the field, the field name and type are both considered wrong.

5 EVALUATION
In this section, we report ReSym’s performance (Section 5.1), comparative experiments with existing approaches (Section 5.2), three ablation studies (Section 5.3), and a case study on a real-world malware (Section 5.4).

5.1 Our Results
5.1.1 Name and Type Recovery with VarDecoder. Table 2 presents the performance of ReSym VarDecoder in predicting variable names and types. The model demonstrates an overall accuracy of 56.4% for

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Overall</th>
<th>In Train</th>
<th>Not in Train</th>
</tr>
</thead>
<tbody>
<tr>
<td>56.4</td>
<td>64.6</td>
<td>88.2</td>
<td>89.5</td>
<td>37.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Overall</th>
<th>In Train</th>
<th>Not in Train</th>
</tr>
</thead>
<tbody>
<tr>
<td>83.9</td>
<td>88.0</td>
<td>85.9</td>
<td>93.0</td>
<td>97.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>83.9</td>
<td>88.0</td>
<td>85.9</td>
<td>93.0</td>
<td>97.4</td>
<td>95.2</td>
<td>80.2</td>
<td>84.2</td>
<td>82.1</td>
</tr>
</tbody>
</table>
We believe that implementing a more sophisticated data-flow analysis with ML-based methods. Moreover, data-flow analysis is inherently undecidable [62], which impedes the collection of both sound and complete analysis results. Consequently, ReSym might miss some data-flow relations, leading to incomplete type grouping (Tg in Section 3.4.1). This means variables that are of the same type according to the source code might be divided into two distinct type groups. The model achieves over 50% accuracy in predicting the base names, base types, field names, and field types. The struct layout’s relationship with the source code is more complex, leading to incomplete type grouping as well as recovering user-defined data structures on Coreutils [67] benchmark as DIRTY [11]. We reproduced DIRTY using our dataset of fully stripped compiled functions, maintaining the same settings as the original study, i.e., split the training-testing set by binaries and having a token limit of 1,024. We followed DIRTY’s preprocessing and training procedures to train the DIRTY model for 16 epochs. Note that the variable clusters are not included in the training/testing data in this experiment as they are out of the scope of DIRTY. Meanwhile, we fine-tuned ReSym-VarDecoder under identical settings for a direct comparison, with results in Table 6 as “ReSymVar”. Additionally, we report the performance of variables with structure types as DIRTY does in its paper.

### 5.2 Comparison with Prior Work

#### 5.2.1 Name and Type Recovery

We compare ReSym on name and type recovery with DIRTY [11], as well as recovering struct layout of user-defined data structures with OSPREY [88] and DIRTY [11].

Table 6: Comparison on variable name and type accuracy (%).

<table>
<thead>
<tr>
<th>Method</th>
<th>Overall</th>
<th>In Train</th>
<th>Not In Train</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Name</td>
<td>Type</td>
<td>Name</td>
</tr>
<tr>
<td>ReSymVar</td>
<td>56.7</td>
<td>60.7</td>
<td>50.0</td>
</tr>
<tr>
<td>DIRTY [11]</td>
<td>48.7</td>
<td>55.8</td>
<td>39.6</td>
</tr>
</tbody>
</table>

There are discrepancies between our reproduced results in Table 6 and DIRTY’s reported numbers. The “Overall” results are influenced by the proportion of “functions in training”, which varies from the datasets and the splitting. The “In Train” and “Not in Train” performance are also 2.1%–21.3% less than their reported numbers. This divergence primarily stems from two factors: 1) we use a different and sanitized dataset that minimizes training-testing data leaking (Section 4.1), and 2) different from DIRTY, our dataset contains fully stripped compiled code as input (Section 4.1), which may be a harder task for models.

In Table 6, ReSymVar outperforms DIRTY across all columns, achieving an overall increase in accuracy by 8.0% for names and 4.9% for types. In addition, unlike DIRTY, which is limited to predicting previously seen names and types through multi-classification methods (Section 2.1), ReSym can recover field access expressions and identify previously unseen user-defined data structures.

#### 5.2.2 Struct Layout Recovery

Our study compared struct layout recovery of user-defined data structures on Coreutils [67] benchmark among OSPREY [88], DIRTY [11], and ReSym. OSPREY categorizes variables into two groups: visited and non-visited. Visited variables
Table 7: Comparison with existing approaches on struct layout recovery in Precision (P), Recall (R), and F1 score (F1) (%).

<table>
<thead>
<tr>
<th>Method</th>
<th>Overall</th>
<th>Visited</th>
<th>Non-Visited</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
</tr>
<tr>
<td>ReSym</td>
<td>81.9</td>
<td>34.6</td>
<td>48.6</td>
</tr>
<tr>
<td>OSPREY [8]</td>
<td>38.1</td>
<td>60.2</td>
<td>46.7</td>
</tr>
<tr>
<td>DIRTY [11]</td>
<td>54.6</td>
<td>3.3</td>
<td>6.2</td>
</tr>
</tbody>
</table>

are those accessible from the main function, and non-visited are the rest of them. We use the binaries and results for Coreutils provided by OSPREY’s authors for this comparison.

For our analysis, we applied our reproduced DIRTY and ReSym to this benchmark. DIRTY, employing a multi-classification model, predicts types of variables, including complete definitions for structures, e.g., struct rlimit {rlim_t rlim_cur; rlim_t rlim_max;}, from which layout information can be inferred. We transformed these fields into offset-size pairs, as introduced in Section 4.3.3. The comparative results are in Table 7.

Overall, ReSym achieves a 27.3% higher precision and a 1.9% higher F1 score than the best of the two approaches. However, ReSym shows a lower recall than OSPREY. The reasons for this discrepancy are in Section 5.1.3. It is important to note that OSPREY utilizes a complex data-flow analysis [89], which has considerable overhead and limited scalability. On average, ReSym analyzes a binary program from the Coreutils benchmark in 3.4s (1.4s inference time for VarDecoder and FieldDecoder and 0.6s for posterior reasoning), whereas OSPREY takes 528.24s. While DIRTY exhibits a higher overall precision than OSPREY, it falls short of the recall, which is only 3.3%. This is because DIRTY focuses on name and type recovery and lacks of design tailored for data structure recovery.

### 5.3 Ablation Study

To further evaluate our design choices, we conducted three ablation studies: 1) We evaluate our reduced task design (Section 3.1), where we let the LLMs only output essential information with strict guidelines, against an end-to-end model approach for regenerating entire functions (Section 5.3.1). 2) We compare the effectiveness of fine-tuning versus using LLMs with Few-shot Learning (FSL) (Section 5.3.2). 3) We analyze the impact of posterior reasoning (Section 3.4) by comparing results before and after it (Section 5.3.3).

#### 5.3.1 End-to-End Fine-tuning

For an end-to-end approach, we fine-tune a StarCoder 3B model [40] to transform decompiled code directly into source code, where the output from the model can be arbitrary, making it challenging to automatically align with the original source code. To assess the results, we randomly sample 100 outputs and manually evaluate them against their ground truth, focusing on semantic integrity. Our analysis revealed that 68% of these outputs altered the original semantics. The dominant issues include alterations in statements (47%) and modifications in control flow (40%). These findings highlight the necessity of our reduced sub-tasks (Section 3.1) when prompting models.

#### 5.3.2 Few-Shot Learning (FSL)

FSL [8] employs pre-trained LLMs to adapt to new tasks with several examples. We use GPT-4 [53], with a token limit of 8,192, and compare its effectiveness of FSL with ReSym-VarDecoder on variable name and type recovery. As FSL’s effectiveness generally increases with more examples, as shown in previous study [8], we select as many examples as possible within the token limit. Due to the limited resources, we conducted FSL on 100 randomly sampled functions from the test set, each supplemented by an average of 19.45 randomly selected training set functions as examples. Table 8 compares FSL and ReSym-VarDecoder on these functions. ReSym outperforms GPT-4 by 32.5% and 33.3%, despite using a model with significantly fewer parameters. This underscores the challenges LLMs face in deciphering decompiled code without fine-tuning.

#### 5.3.3 Without Posterior Reasoning

Table 9 shows the user-defined structure recovery results before (row “ReSymLight”) and after (row “ReSym”) posterior reasoning. Notably, the overall performance after aggregation is with a 14.0% improvement over the F1 score for “Struct Layout”. “Struct annotation” accuracy also increases by 4.2% – 7.4%, reinforcing the importance of the aggregation process.

However, there is a slight decline (2.0%) in struct layout precision. This decrease primarily results from the analysis noise encountered during posterior reasoning, particularly in identifying type-agnostic arguments (Section 3.4). Recall that identifying type-agnostic arguments in binaries is a significant challenge due to the absence of type-casting statements. In some cases, ReSym may incorrectly group variables of different types into the same type group, leading to potential false positives in posterior reasoning and a consequent reduced precision. One potential solution is to incorporate an additional LLM to more accurately identify type-agnostic arguments. Despite this, the aggregation still notably identified 16,411 additional correct offsets and sizes, enhancing the recall by 12.1%.

### 5.4 Case Study with a Real-World Malware

To demonstrate ReSym’s applicability in addressing security challenges and provide qualitative insights into its recovery capabilities, we apply it to Mirai [78], a real-world malware that conducts large-scale network attacks. In Fig. 9, we compare a function’s source code, decompiled code, and the code recovered by ReSym.

Compared to the decompiled code, ReSym significantly enhances readability by recovering meaningful names and types for variables, e.g., from unsigned int16 *v68 to struct udp_hdr *udp in line 5. In addition, ReSym adeptly recovers field access expressions, converting (_WORD*)(v68+2) to udp->dst_port in line 11, etc. On the right side of the figure is the comparison of the ground truth with ReSym’s recovered data structure used on line 5. ReSym accurately reconstructs the complete layout with meaningful field names and
types. For example, it recovers the first field with the name src_port while the ground truth is source. As a result, the readability of the decompiled code is significantly enhanced thanks to ReSym.

6 RELATED WORK

6.1 Binary Analysis

Binary analysis is crucial in software security and engineering, impacting essential areas such as malware analysis [12, 24, 75, 85], vulnerability detection [5, 15, 30, 36, 55, 71], and software reuse [19]. Given the opaque nature of many binary, many research papers focus on enhancing the maintainability and readability of binary code, such as translation [2, 27], similarity analysis [74, 82], memory analysis [54], identifying functions [37], recovering procedure names [16], etc. In this paper, we focus on recovering types and names of variables, field access expressions, and user-defined data structures. There have been previous efforts in relevant directions. DIRe [38], Direct [49], DIRTY [11], and LmPa [83] explored recovering variable names from the decompiled code. TIE [39], Retyped [50], and OSPREY [88] focus on recovering variable types. Similarly, Devin [51] and CatI [10] use machine learning approaches to predict debug information and types from stripped binaries. We discuss (Section 2.1) and compare (Section 5.2) ReSym with two state-of-the-art approaches DIRTY [11] and OSPREY [88].

6.2 Large Language Models

Modern large language models (LLMs), typically based on the Transformer [72] architecture, are categorized into three main structures: encoder-only, decoder-only, and encoder-decoder. Encoder-only LLMs, like BERT [18], RoBERTa [41], GraphBERT [87], CodeBERT [20], and GraphCodeBERT [28], focus on encoding natural language text or source code into vectorized embeddings for tasks such as similarity detection. Decoder-only LLMs, including GPTs [8, 52, 56], LLaMA [58, 70], and StarCoder [40], generate text or code auto-regressively, which are widely studied and adopted currently. Encoder-decoder LLMs like T5 [57] and CodeT5 [86] offer flexibility for both understanding and generation tasks.

LLMs have significantly advanced various code-related domains, thanks to their capabilities of understanding code and extensive knowledge of source code syntax and semantics acquired from massive pre-training datasets. These domains include code generation [3, 23, 29, 40, 48, 58, 86], code explanation and refinement [13, 45, 51, 59], software testing and fuzzing [17, 35], comments and specification generation [25, 81], automated program or vulnerability repair [34, 63, 79, 80], and proof synthesis [21, 84]. Recent work has explored LLMs’ capabilities in binary-related tasks. CodeArt [66] pre-trains an attention-regularized BERT-like model on binary functions and explicit program dependencies to enhance binary code understanding. ProRec [65] augments binary code with source code contexts to improve binary summarization and function name recovery. LLM4Decompile [68] fine-tunes LLMs for decompilation, significantly increasing the re-executability rate. In this work, we fine-tune LLMs, addressing their limited understanding of binary or decompiled code, and combine them with program analysis methods to recover variable and data structure information from decompiled code.

7 CONCLUSION

In this paper, we present ReSym, an advanced system for automatic reverse engineering that effectively recovers symbol information from stripped binaries. ReSym reduces the complex task of symbol recovery into two specific sub-problems, utilizing two finely-tuned large language models, each tailored for a task. Integrating LLMs’ insights with a Prolog-based reasoning system, ReSym substantially improves decompiled code readability. Our evaluation on real-world data shows ReSym’s effectiveness, outperforming existing methods in variable and user-defined data structure recovery with 72.9% precision and identifying inclined structures or arrays with an 85.9% F1 score. ReSym’s application to real-world malware further demonstrates its effectiveness in security challenges.
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