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" Insertion Sort

orted sequence in an incremental way

ted sequence of length 1 and insert
1t in each iteration

>0 and A[i] > key do
1 <A[i]

1 1 j
A[i+1] = key F
sorted key



Clicker Question

owing claims about insertion sort are

3,4,...,n the algorithm will

2: On input n,n-
or 0(n?) steps
Oninput1,...n/2, nn-1,...n/2+1, the
1 will finish after O(n+/n) steps

‘the algorithm will

N All of above. B. None of the above. C. Claim 1
ly. D. Claim 3 only. E. Claims 1 and 2 only.



Clicker Question

lowing claims about insertion sort are

Claim 1: On input 1,2
finish after O(n) steps

Claim 2: On
finish aftel

I 1

—

. All of the above. B. None of the above. C. Claim 1
only. D. Claim 3 only.



Whatiis the running time of

Insertlon Sort?

nes the while-loop is executed

e input

1 input is fast; decreasing is

case? Yi,j <

e case?

tall do we count/have to count
~ when analyzing time?
n (internal) sorting algorithm we

generally count the number of
comparison



e T(n) = O(n?)
| s bounded by summing the first
- n-1 integers which is equal ton(n-1)/2

E Time is proportional to n?
= Also, T(n) =0 (n?)
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Insertion Sort: Correctness

0 and Ali] > key do
—Al1]



[nsertion Sort: Correctness



nsertior Sort: Correctness
Pre-Condition: A[1]< A{2

Define Aong[ 1] =

Invariant: A[l



"Proofs

rect.

on proof methoc
proof

| proof
ontraposition, by contradiction
Viathematical induction

= weak and strong induction

= [nvariants

in which n is a positive integer.

10



rectness of your a

1 an inductive argument (even for
ative solutions) or a proof by
adiction

0 NP—cmpleteness of a problem
‘@ Lower bound of a problem

11



) holds (basis is often 1 or 0, or a
hesis: for every n>1, assume
pothesis, show that T(n)

.- ows that T(n) holds for all n and the claim
ven.
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My i2l = (n— 1)2"+1 4+ 2

)+2 true
orn-1: Y li2t = (n—2)2" + 2

i2¢ = n2" + Y Li2t (Split the sum)

- =n2"+ (n—2)2" + 2 (Inductive Hyp)
- =(2n—2)2" + 2 (algebra)
=2(n—1)2" + 2 (algebra)

= (n—1)2™*1 + 2 (algebra)

QED
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ork=1,23, ..., n1
1 hypothesis, show that T(n)

14



strong Induction Example

at every binary tree with n
oes

['(n) be th ment that any binary tree
nodes has n- s

' “ase: n=1 (check) |

ive Hypothesis: For all j <n the
lent T(j) holds

D Inductive Step: Prove that T(n) holds




Induction Example

with n > 1 nodes and let u be the

- > tree roote

U A g
e, T, has n-1 nodes,

1 T, has n-2 edges.

: u has 2 children w and v

(resp. T,) be the correspondin% trees with n,,

| n,) nodes withn,, + n, =n — 1.

= B 5 oglg) IHT,, (resp. T;,) has n,, — 1 edges (resp. n, —
1 edges).

- = Total Edges:2+n,,—1+n,—-1=n,+n,=n-1

' QED




bounds and asymptotic bounds
CLRS, 182 Text, TCS Cheat Sheet, etc.
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Jaim: n! > 2" for n>3

U

on hypothe
or any n = k > 3 it holds that k! > 2*

for k+1:
=(k+1)-k!>((k+1)-2¢ (byIH)

= - 2F (since k > 3)

Z 2k+1
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Analysis of Algorithms

alysis
aptotic sense, the maximum time the
<es on any input of size n.

pected time

2 e

n meaningful

may need assumptions on the statistical
listribution of input data
e analysis

Joes not mean much; generally easy to determine

In some ase, the three bounds are identical

- =B means performance does not depend on the value of
the data

= For some algorithms, average case performance is
only known experimentally.
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What do we count?

om Access Model RAM)

concurrency

1t instructions (arithmetic operation,
comparison, data movement)

m each instruction takes constant time

= realistic assumption on the size of the
numbers (to represent n, it takes log n bits)

20



Asymp totic notation: Big-O

1) | there exist positive constants
at0<f (n) < c g(n) or all

Jud @

e f(n) = O(g(n)) if there exist constants c>
-0 such that 0 < f(n) <cg(n) for all n = n,,.

£ 23log n -28 = O(n)
= Drops low-order terms
= Jenores leading constants
= May not hold for small values of n

21



1) = O(g(n)) it there exist constants ¢> 0, ny,> 0

such that 0 < f(n) <cg(n) for all n = n,,.

f(n) =3n? - 4n + 512
3n?+512

<
< 4n? forn =23

n

= f
[=] f(n)= O(IIS) also holds "o fln) = X g(n))
= f

22



°-5n = O(n°)

_ = O(2")

| 9012-5n le)

Efi=0(mn) ™

= O(log n)

- nlogn=0(n)
4n = O(n log n)
n/log n = O(n)

Which statements are true?

23



24



sonsider two running times:
4nlogn and 8nn'/s

s hold?

= O(8nn!/8)

Z

one

and 3

MmO N>
== N =



Asymptotic Bounds

n) | there exist positive constants c and n,
ich that 0 < f (1) < ¢ g(n) for all n2n,}

captures upper bounds

)) = { f (n)| there exist positive constants c;, c,,
o such that 0 <c, g(n) <f (n) < ¢, g(n) for all n=n}

© captiites upper and lower bounds




| ~Xamp|es

on is O(n°) and ©(r°) is true
O(2") true, but ©(2")

Y is O(n) true, but O(n) false
)(n log ) is true, but ©(1 log )

27



Asymptotic Bounds

there exist positive constants c and n,,
that 0 <f (n) < c g(n) for all n=n,}

unds

={f(n)] there e positive constants c;, ¢,,
ch that 0 <c, g(n) < f(n) < c, g(n) for all n=n,}

s upper and lower bounds

¢(n) f(n) | there exist positive constants c and n,
such that 0 <cg(n) <f(n) for all n=2n}

aptures lower bounds

4n log n = Q (n)

28



Note

assume that n is “nice”

enting the algorithms and
ruc1a1 the

asked to design an efficient algorithm
mes you will be given a target asymptotic

times you need to find the “best” one
] You can use known data structures

- = State how they are implemented and give time
bounds of operations

29



while n > 1 do
fori=1tondo

F(in)

30



while n > 1 do
fori=1tondo

F(in)

Sl



1
< 1 then 22 x" = —

act;: Geometric Series




while n > 1 do
fori=1tondo

F(in)

33
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