
TASK DETECTORS FOR PROGRESSIVE SYSTEMS
by

Maxwell J. Jacobson

A Thesis

Submitted to the Faculty of Purdue University

In Partial Fulfillment of the Requirements for the degree of

Master of Science

Department of Computer Science

West Lafayette, Indiana

December 2020



1 Abstract

While methods like learning-without-forgetting [11] and elastic weight consolidation [22] ac-

complish high-quality transfer learning while mitigating catastrophic forgetting, progressive

techniques such as Deepmind’s progressive neural network accomplish this while completely

nullifying forgetting. However, progressive systems like this strictly require task labels dur-

ing test time. In this paper, I introduce a novel task recognizer built from anomaly detection

autoencoders that is capable of detecting the nature of the required task from input data.

Alongside a progressive neural network or other progressive learning system, this task-aware

network is capable of operating without task labels during run time while maintaining any

catastrophic forgetting reduction measures implemented by the task model.

2 Introduction

Transfer learning is the process of transferring knowledge effectively from one task-model

pair to another. Some advantages of powerful transfer learning methods include the ability

to leverage pre-trained models in new tasks, and the option of further training models that

were once trained on a proprietary or unavailable dataset. Transfer learning is an important

and widely-applied area of study. However, the Holy Grail of transfer learning is the promise

of creating a continual learning system.

While many attempts have been made to construct a true continual learning system — a

program capable of learning while simultaneously performing its job effectively — none have

yet succeeded. However, a necessary step forward came in 2016 when Deepmind released

Progressive Neural Networks [33], and introduced a neural algorithm capable of learning new

tasks and leveraging transfer learning in a powerful way all while completely immunizing

the model to catastrophic forgetting. According to the paper’s introduction, “progressive

networks naturally accumulate experiences and are immune to catastrophic forgetting by

design, making them an ideal springboard for tackling long-standing problems of continual

or lifelong learning” [33].

With the objective of incrementing further towards a continual learning system, this

article introduces a simple yet novel extension to progressive networks that dramatically
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increases test time functionality while maintaining the catastrophic forgetting immunity of

the task model. I also document two experiments that demonstrate the efficacy of the task

detector. Finally, I propose further avenues of research that could lead to great improvements

in the competence of the task detector algorithm.

3 Background

3.1 Types of Learning

A trinity of scholarly frameworks largely comprises the field of machine learning: su-

pervised, unsupervised, and reinforcement learning. Perhaps the most straightforward and

well-known of these paradigms is supervised learning, in which a machine learning model is

tasked with learning to mimic a function — mapping inputs to outputs. This is accomplished

with a labeled training dataset. Examples of supervised learning tasks include classification

and regression. Neural networks lend themselves to this style of learning particularly well.

Figure 1. A visual representation of data supplied for supervised, unsuper-
vised, self-supervised, and reinforcement learning.
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Unsupervised learning posits much less in the way of structured data; tasks involve

learning patterns in unlabeled data or knowledge about the data’s underlying distribution.

Clustering and generation tasks are commonly accomplished with unsupervised methods. An

exceptionally interesting and useful form of unsupervised learning is self-supervised learning

— a set of methods that allows an unsupervised system to learn in a supervised way by

exploiting features of the data. It does this by learning to predict any part of the data from

one given part of the data. Yann LeCun, speaking at École polytechnique fédérale de Lau-

sanne explained “you can use supervised learning for [predicting any part of the data] but

the supervisory signal is the input itself at a different location or time” [44]. Autoencoders

— discussed in-depth later in this paper — use self-supervised learning to accomplish rep-

resentation learning and data transformation tasks. Other important examples are recent

state-of-the-art language models such as Word2Vec [55, 66], Glove [77], ELMO [88], BERT [99],

and GPT [1010] — these language models train on uncurated text strings, occluding one token

at a time and attempting to discover the missing item.

Finally, reinforcement learning is a type of learning for tasks in which the system operates

an agent within an environment. The environment supplies the agent with a state St. Then

the agent sends an action At to the environment, which responds with a scalar reward Rt

and a new state St+1. Using only the data of the state, the agent must learn to maximize

the reward with its actions. This structure makes reinforcement learning systems excellent

for game playing, where the optimal action is rarely known but a score or other quantitative

measure of success may be available. For this reason, reinforcement learning is a great

framework for testing artificial intelligence systems — as games are constructed for the

purpose of challenging humans.
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Figure 2. A diagram of the reinforcement learning framework. The agent
observes and affects the environment to maximize reward.

Reinforcement learning is itself divided into three broad approaches. The first — value

iteration — involves learning to predict the expected reward given certain conditions. An

example of value iteration is Q-learning, in which the expected reward is predicted given

the current state and a potential action according to the action-value Bellman equation.

While Q-learning at its conception was implemented as a dynamic programming algorithm,

a neural version has since been defined — the deep Q-learning network or DQN [1111].

Qπ(st, at) = E(rt+1 + γ ∗ rt+2 + γ2 ∗ rt+3 + ... | st, at)

Figure 3. The Q function mapping state and action to reward. γ is a (0.0, 1.0)
discount factor that reduces the importance of rewards farther in the future.

The second family of reinforcement learning methods is policy optimization. With a pol-

icy function defined as a function mapping states to actions, policy optimization algorithms

directly optimize a policy network. One commonly used policy optimization procedure is the

REINFORCE algorithm [1212, 1313], which applies gradient ascent to log probabilities of Monte

Carlo sampled trajectories.

θ ← θ + α ∗ ∇θlog(πθ(st, at)) ∗ vt

Figure 4. Update rule for REINFORCE, variations of which are used in many
policy optimization and actor-critic algorithms. vt is the sum of rewards over
the training step’s trajectory τ .
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Actor-Critic methods — the final major branch of reinforcement learning — combine the

concepts of value iteration and policy optimization. In actor-critic algorithms, at least two

models are maintained: the actor models the policy function and is trained with the help of

a value-iterating critic. Actor-Critics like A2C and A3C [1414] use the advantage function as

a critic — the reward advantage of choosing a given action over the baseline reward value

of the state. Another popular Actor-Critic is Deep Deterministic Policy Gradient (DDPG)

[1515], which uses a deterministic policy network, a DQN critic network, and a pair of target

networks to train the recursively-defined actor and critic against a static parameter set.

Machine learning is a field of enormous depth, and the many algorithms that allow

computers to perform human tasks are a testament to this fact. These algorithms, especially

neural networks, continue to improve in their ability to interact with human tasks, but

can, however, still struggle with combining the learned knowledge of these tasks into a

comprehensive system.

3.2 Transfer Learning & Progressive Systems

Transfer learning is the process of transferring the competence from one machine learning

system learning a task to another system learning a related task. Transfer learning is deeply

entangled with the concept of continual learning — that is, ML systems that are capable of

constantly improving while remaining stable on previous tasks. Many solutions to transfer

learning exist, the simplest being finetuning, the retraining of an initial task on a new task,

sometimes with additional parameters or a smaller learning rate. While finetuning is suitable

for simple transfers, it may not be fully suitable due to numerous potential problems, chiefly,

a deleterious event known as catastrophic forgetting [1616, 1717], which occurs when important

parameters within the network are changed to fit the new data, compromising the network’s

ability to handle previously-learned data. Some innovations have been made in the effort to

curb catastrophic forgetting, such as the method postulated in Learning without Forgetting

[11], but these merely resist the effect, and will not fully prevent it given particularly difficult

or intricate tasks.

A step towards true continual learning was made in the 2016 Deepmind paper Progressive

Neural Networks, in which the authors present a simple yet novel approach to progressive

6



transfer learning in neural networks. Comparing progressive networks with conventional

finetuning, they explain “While finetuning incorporates prior knowledge only at initialization,

progressive networks retain a pool of pretrained models throughout training, and learn lateral

connections from these to extract useful features for the new task. By combining previously

learned features in this manner, progressive networks achieve a richer compositionality, in

which prior knowledge is no longer transient and can be integrated at each layer of the feature

hierarchy. Moreover, the addition of new capacity alongside pretrained networks gives these

models the flexibility to both reuse old computations and learn new ones” [33].

Each task network is represented as a column made up of blocks with lateral connections

linking them to the preceding blocks of all previous columns. These lateral connections

allow future columns to access and finetune learned knowledge. The progressive network

starts with just one L-block column learning a single task k = 0. Each block hi,0 contains

parameters Wi,0. Once the column is trained, its parameters are frozen. This step grants the

progressive network immunity to catastrophic forgetting, as learned parameters are never

modified after task training.

h0,i = f (W0,i · h0,i−1 + b0,i)

hk,i = f

Wk,i · hk,i−1 +
∑
j<k

(Uj,i · hj,i−1) + bk,i


Figure 5. The equations governing layer hi in column k, where b is the
bias term, W are the weight parameters of the blocks, and U are the weight
parameters of the lateral connections.

When new columns are added, a set of lateral parameters Uj,i is added connecting column

k block i to column j block i− 1 for all columns j < k. Each of these laterals are treated as a

combined layer with the parameters in the block itself. Activation function f is then applied

to the entire block. With this system, new columns are capable of learning new knowledge in

the W parameters and finetuning old knowledge in the U parameters, without ever changing

the weights of previously learned columns.
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Progressive neural networks prove to be a powerful model for many task sets. In Pro-

gressive Neural Networks, examples demonstrate that the system performs well in various

reinforcement learning tasks including maze, Atari, and pong variant games. Further, papers

including Sim-to-Real Robot Learning from Pixels with Progressive Nets [1818] and Progres-

sive Neural Networks for Transfer Learning in Emotion Recognition [1919] demonstrate the

breadth of application for this form of transfer learning. However, progressive networks are

not without limitation — for example, the rate of parameter growth and the inefficient in-

formation density of new parameters. Another limitation is the necessity of task labels, even

after training is complete — as stated in Progressive Neural Networks, “while progressive

networks retain the ability to solve all K tasks at test time, choosing which column to use

for inference requires knowledge of the task label”.

Figure 6. A 3 column progressive network. Trained columns are frozen and
laterals are used for transfer learning.

Following the publication of Progressive Neural Networks, other methods have been tested

to reduce catastrophic forgetting while allowing for efficient transfer learning. For example,

the PNAS article Overcoming catastrophic forgetting in neural networks [22] established a
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methodology that was able to reduce forgetting in finetuned neural networks by slowing down

training on the most important parameters for a task, accomplished through a Bayesian ap-

proach introduced as elastic weight consolidation (EWC). The paper REMIND Your Neural

Network to Prevent Catastrophic Forgetting [2020] takes a different approach, using both frozen

and plastic sections as well as a complex replay system that leverages efficient compressed

representations of data from previous tasks.

Other methods take an approach more similar to that of progressive networks — adding

capacity to the network with new connected extensions, such as Lifelong Learning with

Dynamically Expandable Networks [2121] in which instead of retraining the whole model like

finetuning based approaches, or doing no retraining like progressive networks, dynamically

expandable networks (DENs) selectively retrain and then dynamically expand the network.

This approach succeeds in mitigating the inefficiencies of progressive networks, but it trades

this boon for less protection against forgetting. Despite the success of these methods, none

completely avoid catastrophic forgetting, instead focusing on lessening its effect.

3.3 Anomaly Detection & Autoencoders

Anomaly detection — also sometimes called novelty detection — is the task of identifying

anomalies, outliers, or unusual data records among a class. This task is similar to the concept

of one-class classification, in which ML systems must decide whether a data record is part

of a single class or not. Techniques that have been used successfully to accomplish anomaly

detection including one-class SVMs [2222], one-class neural networks [2323], and unsupervised

methods such as K-means clustering. However, one of the most popular methods is the use

of reconstructive autoencoders.

At their core, autoencoders are neural algorithms that perform a sort of compression

and decompression, learning to concentrate input data into an abstract latent space, and

then reconstruct it into a more desirable form. Three components make up the autoencoder:

the encoder, latent vector, and decoder. The encoder takes as input a vector of size din

and outputs a vector of size z where din is significantly larger than z. Its purpose is to

learn a function transforming input into a latent representation, which will be stored in

the latent vector. Likewise, the decoder learns to take in a vector of size z — data that
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has been transformed by the encoder — and outputs a vector of size dout where dout is

significantly larger than z. Essentially, the autoencoder uses the latent dimension along

with self-supervised learning to gain knowledge of the data it is reconstructing. This nimble

architecture has many uses, for example, by training an autoencoder to take in a grainy or

noisy image and output a cleaned version, the network can learn to denoise all images similar

to its training examples. Autoencoders are also ideal for encoding large data records into a

smaller feature vector. By training the autoencoder to reconstruct high dimension data, the

encoder section can later be used to transform data into a lower-dimensioned embedding,

which a task network can use for various purposes. Autoencoders can even be improved with

semi-supervised learning — gaining knowledge from unlabeled data through self-supervised

learning and labeled data through supervised learning [2424].

Anomaly detection autoencoders [2525] operate under a simple premise: as information is

restricted to the bandwidth of the latent dimension, the autoencoder must learn abstract

features of the learned data. If the autoencoder is trained to reconstruct data from a certain

class, it will perform poorly in reconstructing data sufficiently different from the class. The

poor performance can be measured by a novelty criterion — usually a simple error function.

Selecting an upper bound and lower bound of error, the autoencoder will be able to determine

the unique status of a data record by yielding an error value outside the selected threshold.

Figure 7. Diagram of an anomaly detection autoencoder learning to recon-
struct handwritten ‘1’ digits from the MNIST [2626] dataset. The autoencoder
reconstructs the data and checks against a threshold of the novelty criterion
to classify the data as normal or novel.
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The concept of reconstructive autoencoders as anomaly detectors is applied and expanded

upon in many studies, including Robust Anomaly Detection in Images using Adversarial Au-

toencoders [2727]. In this work, the authors present better anomaly detection results when

using an adversarial autoencoder and utilizing Iterative Training Set Refinement (ITSR) to

reduce the influence of anomalies that may be present in the training set. When applied

to the MNIST and Fashion-MNIST datasets, the adversarial autoencoder with ITSR out-

performed both a standard autoencoder and an adversarial autoencoder trained without

ITSR. This anomaly detection technique can also be used to recognize and discriminate

between handwriting styles — Convolutional Autoencoder for Discriminating Handwriting

Styles [2828] demonstrated this with a convolutional autoencoder applied to a custom dataset

of handwritten text.

Autoencoders also proved their worth as textual anomaly detectors in Spam review de-

tection using LSTM autoencoder: an unsupervised approach [2929], in which the authors pre-

sented an LSTM autoencoder capable of accurately distinguishing between normal reviews

and anomalous reviews likely to be spam. Using the reconstruction and novelty criterion

method, the anomaly detector learned to classify a YouTube comment database with an F1

score of 0.99. These results are further evidence of the versatility and effectiveness of the

anomaly detection autoencoder.

4 Task Detector

The solution to task recognition relies on one important assumption: the task must be in

some way recognizable based only on input data from that task. For reinforcement learning

tasks, this can be state data from the environment. For supervised or unsupervised tasks,

this can instead be the entire data record — the task detector uses these inputs to learn

abstract features of the task data through reconstruction. During test time, the task detector

applies the abstract features in order to act as a scoring function, measuring the similarity of

the data to a theoretical version of itself belonging to the task. The highest scoring function

can then be selected as the likely candidate for the task label.

Upon initialization, the task detector is composed of just one anomaly detection au-

toencoder indexed to a progressive network’s first column. The initial anomaly detector

11



can be trained on the same data as the progressive network column — though a separate

pre-processing step may be necessary to achieve optimal results. The anomaly detectors

are trained using self-supervised learning to deconstruct and reconstruct inputs through the

latent vector. Once the column network has finished training, its parameters are frozen, as

are the parameters of the anomaly detector.

As new tasks are learned, more autoencoders are added alongside progressive net columns.

Each anomaly detector remains indexed to just one column net, and is only trained on data

from the task associated with that column. Immunity to catastrophic forgetting is preserved

because the anomaly detectors are only trained on data from a single task.

Algorithm: Training Task Detector with Progressive Net
Input: Progressive neural network P, task detector D, and task

set T of size K.

Initialize networks P and D

for k ← 0 to K do
t← Tk;

Add column k to P;

Add autoencoder k to D;

Train Pk on t;

Train Dk to reconstruct inputs from t;

Freeze Pk and Dk;
end

return P and D;

During test time, the anomaly detectors take on a similarity-measurement role. So long

as a sufficiently low-capacity latent vector has been selected, the anomaly detector will do

one of two things. If the unlabeled input belongs to the task associated with the anomaly

detector it will reconstruct the data incorrectly — either transforming it into a false version of

itself more similar to the associated task, or if the autoencoder has no generative capabilities,

transforming it into incomprehensible garbage data. However, if the input does belong to the

associated task, the autoencoder will reconstruct it more effectively. Therefore, the detector

with the least error is most likely to be indexed to the correct task. The novelty score from
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each anomaly detector can be calculated as the negative error — defined by the test time

criterion — between the input and the reconstruction. Finally, the predicted column is

selected as the argmax of all the novelty scores. The task detector can be formally defined

as:

k̂ = argmaxi∈{0,...,K}(score(x, di(x)))

Where khat is the predicted task label, score is the negation of the novelty criterion, and

di is the anomaly detector at index i.

Algorithm: Testing Task Detector with Progressive Net
Input: Progressive neural network P, task detector D, and input

data x.

maxK ← null;

maxScore← −inf inity;

for k ← 0 to K do
score ← −novelty_criterion(Dk(x));

if score > maxScore then
maxK ← k;

maxScore← score;
end

end

return PmaxK(x);

For some task sets, the accepted range of the novelty criterion is different between tasks.

This can occur if the inputs of one task are harder to reconstruct than the others. While

there are more sophisticated ways to remedy this, for the autoencoder task detector I chose

to normalize the scores to a distribution learned during training. This simple measure allows

the task detector to be much more dynamic in learning to recognize different tasks.
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Figure 8. A diagram of the combined progressive system. The task detector
makes up the K detectors and the argmax operation. It facilitates the use of
the progressive neural network — composed of K laterally connected columns
— located above it.

5 Experiment Methodology

To evaluate the efficacy of the task detector algorithm, I ran it through two difficult

experiments. First, the task detector learned to recognize Atari games from simulated screen

frames [3030]. This experiment was selected to reflect its use in Progressive Neural Networks.

It was also well-suited because the games could be recognized based only on screen frames.

Nine games were selected: Breakout, Pong, Space Invaders, Ms Pacman, Assault, Asteroids,

Boxing, Phoenix, and Alien. These games can be further classified by type of game (paddle

games, ship games, maze games, and fighting games) or by color of screen assets (i.e.mostly

black, mostly colorful). This distribution of games tests the task detector against similar
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looking games and similarly colored games, ensuring that the networks are learning the color

and the shape of the game.

Figure 9. Atari games used in experiment 1.

Each anomaly detection autoencoder is trained one frame at a time alongside a random

agent, used instead of a progressive system due to resource constraints and the knowledge

that progressive neural networks have already been proven in this domain. The model

architecture is detailed in Figure 1010 below. Leaky ReLU with a 0.1 negative-value gradient

was used as an internal activation function. As the frames were converted to a -1 to 1 range,

a hyperbolic tangent function was used as the activation for the output. Several optimizers

were tested, but RMSProp with a small learning rate and small weight decay was found to

yield the best results.

Two different loss functions were needed to implement the task detector: a novelty cri-

terion, and a training criterion. For the novelty criterion, I selected mean squared error

(MSE) as it is a simple error function that punishes inconsistencies heavily. Several training

criterions were tested. All yielded good reconstruction results, but the best results were

achieved by implementing a novel loss function.

Kinetically-adjusted mean squared error (KAMSE) is a variant of MSE that adjusts the

loss based on changed pixels between two frames. Given a frame y0, a reconstructed frame

ŷ0, a subsequent frame y1, and a kinetic weight κ:
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KAMSE(y0, ŷ0, y1) = MSE(y0, ŷ0) + κ ∗MSE(My0,y1 ∗ (y0), My0,y1 ∗ (ŷ0))

My0,y1,i =


0 y0,i − y1,i = 0,

1 otherwise.


The intuition for this function is that pixels that change between frames are likely to be

vital and differentiating in any Atari game. Usually, these correspond to objects of impor-

tance like the paddle and ball in paddle games or the space ship in ship games. Utilizing

KAMSE as the training criterion with a κ value of 10 greatly improved the reconstruction

quality of the autoencoders and moderately improved the predictive power of the task detec-

tor as a whole. KAMSE did not produce significant improvements as a novelty criterion,

so was not selected for that role.

Figure 10. Architecture of an atari game anomaly detector. All convolutional
and transposed convolutional layers have a kernel size of 3, a stride of 1, and a
padding of 1. Leaky ReLU acts as the activation function for all hidden layers.
Tanh acts as the activation for the output layer.

The second experiment is based on the exemplar code packaged with Doric, a free and

open-source progressive neural networks library. Doric and several examples associated with

it are introduced in the online article Progressive Neural Networks: Explained & Implemented

[3131]. The task detector was trained to recognize which of a set of image processing tasks

needed to be applied on a dataset of human faces to uncover the original image. A subset of
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the celebA dataset [3232] was used. The tasks were implemented with a progressive network

and the task detector was trained alongside it. Four image processing tasks were learned:

simple reconstruction, denoiseing, colorizing, and inpainting. A pre-processing step was

included for transforming each face image to fit the given task.

Figure 11. Demonstration of image tasks. From left to right: reconstruction,
denoising, colorizing, and inpainting.

The purpose of this experiment was to test the task detector against a different dataset,

and to train it alongside a progressive network. While the face image task set was pre-built

into Doric, it had two properties that made it ideal for testing. Firstly, the differences between

tasks were limited only to which pre-processing step was taken — adding noise, removing

color, introducing a random walk of black pixels, or nothing. The same face images were used.

This means that the individual anomaly detectors would need to reconstruct the images with

some detail to properly encapsulate the uniqueness of the task. Secondly, because the task

set is not particularly time-intensive or resource-intensive to train, it was perfect for testing

the effect of batch size when running in test mode.

Anomaly detectors for the face image experiment use the same architecture as their

Atari game counterparts except for the latent vectors, which are of size 64. During training,

a batch size of 24 is used. As the autoencoders are reconstructing non-serial images in this

experiment, KAMSE is set aside in favor of standard MSE for both the training criterion

and novelty criterion. Several batch sizes were tested for detection. This setup necessarily

assumes that all images within a batch belong to the same task.
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6 Results

After training the Atari game task detector, it was tested on 501 game frames. The results

are displayed in Figure 1212 below. The average F1 score achieved was 0.9996. While these

results seem quite good, they are to be expected because while it is difficult to reconstruct an

Atari frame perfectly, it is only necessary that the correct detector has a closer reconstruction

than all other detectors.

Figure 12. Results from the Atari game experiment.

The few incorrect classifications are a sign of one of the limitations of the task detector.

The Atari implementation of Pong has a strange quirk, where frames at the very start of an

episode appear inverted in color. This behavior is demonstrated in Figure 1313. In a sense, the

anomaly detector is working correctly. As these frames are very rare within a pong game,

it is not incorrect to label them as an anomaly. That said, these misclassified frames do

indicate a failure of the anomaly detector to abstract shape away from color.

Figure 13. Pong graphical quirk. The left frame is only displayed once per
episode at the immediate start of the game. The color scheme in the right
image is used for the rest of the game.
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As demonstrated in Figure 1414, the face image task detector also performed quite well.

An average F1 score of 0.9992 was achieved, with the only incorrect results coming from

reconstruction being misclassified as inpainting.

Figure 14. Results from the face image tasks experiment.

This experiment also succeeded in showing a relationship between detection batch size

and task recognition F1 score. The detector was tested with four batch sizes: 1, 4, 8, and 16.

The F1 results are plotted in Figure 1515. While the utility of increased batch sizes decreases

quickly, having more data to reconstruct before calculating an argmax can lead to better

results and adds resilience against outlier inputs.

Figure 15. F1 score versus batch size from the face image tasks experiment.
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7 Discussion

The results of the two experiments demonstrate that the autoencoder task detector is

capable of recognizing tasks distinguished by input patterns. The Atari experiment especially

showed the task detector’s ability to recognize many tasks from a set, even when some tasks

had similar appearances. In both tests, the detector was able to classify the tasks with an

F1 score above 0.999, and in the vast majority of cases, the task detector selected the task

correctly, meaning a progressive system attached to it would be capable of interacting with

the task using the correct sub-network.

Although these results are encouraging, the task recognizer has a number of severe lim-

itations. First and foremost, it relies on the assumption that the task is recognizable from

only its input data. An example of a task breaking this assumption would be a version

of Pong with inverted controls. The frames of this game would look identical to that of

standard Pong, though the progressive system may require a different sub-network to play it

effectively. However, any of these tasks could be differentiated with only minor adjustments

to the algorithm — adding recurrence or even attempting to reconstruct the next state from

the current state and the action taken in the case of inverted pong.

Another limitation is a similar problem to that of the progressive neural network: the

task detector described here is often memory intensive. Alongside an already cumbersome

progressive network, the whole system is likely to have a much greater memory footprint

than is necessary to solve the tasks. It can also increase the training time of the system, as

it is essentially training two separate networks at the same time.

Despite its limitations, the task detector also has many strengths. As it uses self-

supervised learning, it will rarely require as much data to train as its task network — a

comparison that is all the more stark when applied to reinforcement learning tasks. It is also

likely to be finished training well before the task network on any sufficiently difficult task,

as reconstruction of inputs is a relatively simple job. Further, because the task model and

task detector do not interact during training, they can easily be trained in parallel.

In designing and testing the task detector, there were many variants I was not able to

test; some of these untested modifications are included here in brief as potential avenues
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of future research. Of these, perhaps the most interesting — yet least likely to succeed

— is a progressive task detector. The autoencoders that make up the task detector could

be linked together with lateral connections and treated as a second progressive network.

The advantage of this would be the possibility of transfer learning the reconstruction of

inputs, making the training stage of the task detector faster. This modification is unlikely

to work because by using many of the same parameters, different anomaly detectors would

likely retain some reconstruction ability from previously learned tasks, meaning the correct

anomaly detector would need to be even better at reconstruction to compensate despite

having fewer trained parameters to draw upon. A progressive task detector would also

have even more severe memory requirements. Limited testing supported these theoretical

shortcomings, but perhaps a detector with sparser or strategically placed lateral connections

would yield better results.

Another variant of the task detector is one implemented with a variational autoencoder

(VAE) [3333] or an adversarial autoencoder (AAE) [3434]. These architectures include desirable

traits that could improve the accuracy of input reconstruction. By modeling the distribu-

tion of inputs within the latent space, variational autoencoders possess limited generative

capabilities. As an anomaly detector, a VAE would be capable of reconstruction with much

finer detail, distinguishing between tasks that are similar but for a few important distinc-

tions. Adversarial autoencoders also have generative capabilities, but in these networks they

stem from the use of two loss functions: one acting as a simple reconstruction criterion,

and another as an adversarial criterion that “matches the aggregated posterior distribution

of the latent representation of the autoencoder to an arbitrary prior distribution” [3434]. A

more homogeneous set of tasks would be needed to experiment with these architectures

conclusively.

As stated in Progressive Neural Networks, “Continual learning, the ability to accumulate

and transfer knowledge to new domains, is a core characteristic of intelligent beings. Progres-

sive neural networks are a stepping stone towards continual learning” [33]. By expanding on

the test time autonomy of progressive networks, allowing the system to identify the necessary

column to run while maintaining its immunity to catastrophic forgetting, the autoencoder

task detector succeeds in being another stepping stone towards this worthy goal.
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8 Code Repository

The code used in this study can be found at www.github.com/arcosin/Task-Detector.

The Doric library can be found at www.github.com/arcosin/Doric.
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Supplementary Material

A Anomaly Detector Reconstructions of Atari Games

Reconstructions created by anomaly detectors trained on Atari games.

27



B Face Image Tasks Select Outputs

Select outputs from face image task progressive network with task detector. Each item

displays the original image, the processed image, and the reconstructed image respectively.

(a) Reconstruction (b) De-noising

(a) Colorizing (b) Inpainting
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