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Homework 1

1. Upper-bound on Entropy. (20 points) Let Q = {1,2,...,N}. Suppose X is a random
variable over the sample space €. For shorthand, let us use p; = P[X =], for each i € Q.
The entropy of the random variable X is defined to be the following function.

H(X) := Z —p; Inp;

1€Q)
Use Jensen’s inequality on the function f(z) = Inz to prove the following inequality.
H(X)<InN

Furthermore, equality holds if and only if we have p;1 =py =--- = pn.

Solution.
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2. Log-sum Inequality. (20 points) Let {a1,...,an} and {b1,...,by} be two sets of positive
real numbers. Use Jensen’s inequality to prove the following inequality

N
a; A
Dot > Al

where A = Zfil a; and B = Zf\il b;. Furthermore, equality holds if and only if a;/b; is
identical for all i € {1,..., N}.

Solution.
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3. Approximating Square-root. (20 points) Our objective is to find a (meaningful and tight)
upper-bound for f(x) = (1 — 2)/? using a quadratic function of the form

g(z) =1 — ax — fz?

Use the Lagrange form of the Taylor’s remainder theorem on f(x) around x = 0 to obtain the
function g(z).

Solution.
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4. Lower-bounding Logarithm Function. (20 points) By Taylor’s Theorem we have seen
that the following upper-bound is true.

For all € € [0,1] and integer k£ > 1, we have

Inl-¢e)<—e———+-——

We are interested in obtain a tight lower-bound for In(1—¢). Prove the following lower-bound.

For all € € [0,1/2] and integer k > 1, we have

(For visualization of this bound, follow this link)

Solution.


https://www.desmos.com/calculator/o3iwil80fp
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5. Using Stirling Approximation. (20 points) Suppose we have a coin that outputs heads with
probability p and outputs tails with probability ¢ = 1 — p. We toss this coin (independently)
n times and record each outcome. Let H be the random variable representing the number
of heads in this experiment. Note that the probability that we get k heads is given by the

following expression.
n ne
PH =k = (k)pkq g

Assume that k > pn, and we shall represent p’' := k/n = (p + ¢).

Using the Stirling approximation in the lecture notes, prove the following bound.

1
2mnp! (1 = p/)

exp (—nDKL (p’,p)) <PH=k] < exp (—nDKL (p’,p)) :

8np/ (1 —p')
where Dxy, (a,b) (referred to as the Kullback—Leibler divergence) is defined as

1—a
1-9b

Dy, (a,b) = aln% +(1—a)ln

Solution.
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