


Overview

e Today we shall see (without proof) a concentration inequality
called the “Talagrand Inequality”

@ This result shall help us prove concentration of a large class of
problems around its “median”

@ As an application, we shall see a concentration result for the
longest increasing subsequence
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Convex Distance |

@ Recall the definition of the Hamming distance between two
elements x,y € Q:= Q1 x--- x Q,

‘{ie [n]: x; #y;}‘

@ Intuitively, we count “1"” for every index i where x; and y; are
different

@ We can consider a weighted variant of this distance, where
every index i has its own weight «;

@ Before, we proceed to developing this new notion of distance,
let us first normalize the Hamming distance. Consider the

following redefinition. Let o = (a1,...,ap) = <%, e ﬁ)
We define
du(x,y) = Y,

ieln]: xiy;
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Convex Distance I

o For sake of completeness, we write down the inequality that
we saw on Hamming distance in its new form

P[X € AP [du(X, A) > t] < exp(—t?/2)

@ Now, we generalize the notion of distance to any vector o with
norm 1. That is, consider & = (a1, ..., ap) such that

e ay,...,a, =0, and
° 27=1 04,2 =1.
@ We define the following distance between x, y € Q with
respect to « as follows

da(x,y) == Z o

i€[n]: xi#y;
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Convex Distance Il

@ Now, for a pair x, y, we can consider the “worst direction” o
that witnesses the highest distance

Definition (Convex Distance)

For x,y € Q, we define the convex distance between x and y as
follows

dr(x,y) = sup da(x,y)

a: [laflz=1

@ Similar to the case of Hamming distance, we can define the
distance of x € Q fromaset AC Q

dr(x,A) = Dweln dr(x,y)

So, d7(x,A) > t implies that dr(x,y) > t, for all y € A.
Further,
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Talagrand Inequality

o Let X =(Xy,...,X,) be a random variable over Q, such that
each X is independent of the others

o letf: Q—>R
@ Talagrand Inequality states the following

Theorem (Talagrand Inequality)

For any A C Q, we have

P[X € AP [d7(X, A) > t] < exp(—t?/4)
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Application to Longest Increasing Subsequence |

@ Suppose X = (Xy,...X,), where each X is independent and
uniformly distributed over Q; = [0, 1]

e We are interested in f(X), the length of the longest increasing
subsequence in (Xy,...,X,)

@ Observation. Consider any x € Q. If f(x) = k, then there is
aset Ky ={i,..., ik} C [n] such that K, denotes the indices
of the longest increasing subsequence in x

e Observation. Consider any y € Q. Note that if y agrees with
x at all the indices in K, then we have f(y) > f(x) (it is
possible that y has a longer increasing subsequence, but,
definitely, it will not be shorter than the length of the longest
increasing subsequence of x)

Concentration



Application to Longest Increasing Subsequence ||

e Observation. Consider any y € Q. Note that if y agrees with
x at all the indices in K, except at £ indices, then we have
f(y) = f(x) — £. Formally, we can write this as follows

fly) > f(x) = |{i € Kx: xi # yi}|

@ Let us fix ay = (a1,...,a,) such that
L ifiekK,
a; = { VK« .
0, otherwise.

Note that |K,| = f(x). So, we can conclude that

fly) = £(x) = VI(x)da,(x,y)
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Application to Longest Increasing Subsequence Il

@ Rearranging, we get that

da (X, y) 2 ) — 1)
f(x)
@ Since dr(-,-) is a supremum of d,(-,-) over all a with norm-1,
we get that
fx) - fy)
dr(x,y) 2
7(x,y) )
@ Define A, = {y: f(y) < a}. So, for all y € A,, we get
f(x)—a
dr(x,y) =
7(x,5) ()

@ Since, the inequality holds for all y € A,, we can conclude that

a

f(x) -
dr(x, Az) > )
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Application to Longest Increasing Subsequence IV

@ Observation. If f(x) > a+ t, then

t
a-+

dT(X7 Aa) =

~

@ So, we have

P[f(X)>a+t] <P [dt(X, As) > \/%]

e Multiplying both sides by P[X € A,], we get

PX € AP [f(X)>a+t] <P[XeA,]P [dt(X,Aa) >

£2
< exp <_4(a+t)>

@ Let m be the median of the random variable 7(X).
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Application to Longest Increasing Subsequence V

@ Suppose we use a = m. Then, we have P[X € A;] > 1/2.
Therefore, we conclude that

PF(X)>m+1t] <2exp <_4(mtj—t)>

@ Suppose we use a+ t = m. Then, we have
P [f(X) > a+t] >1/2. Then, we have

P[X € Al =P[f(X) < m—t] <2exp (—:;)
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Configuration Function

@ The approach of applying the Talagrand inequality to the
problem of longest increasing subsequence can be generalized
to several problems.

e Consider the definition of c-configuration functions

Definition (Configuration Functions)

A function f is a c-configuration function, if for every x, y, there
exists a,, such that the following holds.

fy) = f(x) = Ve f(x)da,,(x,y)

o Note that the longest increases subsequence defines f(-) that
is 1-configuration function. The derivation used above can be
identically used for c-configuration functions.
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