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Abstract. Secure non-interactive simulation (SNIS), introduced in EU-
ROCRYPT 2022, is the information-theoretic analog of pseudo-correlation
generators. SNIS allows parties, starting with samples of a source cor-
related private randomness, to non-interactively and securely transform
them into samples from a different correlated private randomness. Deter-
mining the feasibility, rate, and capacity of SNIS is natural and essential
for efficient secure computation.

This work initiates the study of SNIS, where the target distribution
(U,V) is a random sample from the binary symmetric or erasure chan-
nels; however, the source distribution can be arbitrary. In this context,

our work presents the following results.
1. Characterization of all sources that facilitate such SNIS.
2. An upper and lower bound on their maximum achievable rate.
3. Instances where non-linear reductions achieve optimal efficiency; how-

ever, any linear reduction is insecure.

Our work builds on the algebraization of the simulation-based definition
of SNIS as an approximate eigenvector problem. The following founda-
tional and general technical contributions of ours are the underpinnings

of the aforementioned results.
1. Characterization of Markov and adjoint Markov operators’ effect on

the Fourier spectrum of reduction functions.
2. A new concentration phenomenon in the Fourier spectrum of reduc-
tion functions.
3. A powerful statistical-to-perfect lemma with broad consequences to
feasibility and rate characterization of SNIS.
Our technical analysis relies on Fourier analysis over large alphabets
with arbitrary measure, the orthogonal Efron-Stein decomposition, and
junta theorems of Kindler-Safra and Friedgut. Our work establishes a
fascinating connection between the rate of SNIS and the maximal corre-
lations of the source and target distributions, a prominent information-
theoretic property. Our technical approach motivates the new problem
of “security-preserving dimension reduction” in harmonic analysis, which
may be of independent and broader interest.
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1 Introduction

Khorasgani, Maji, and Nguyen [31] introduced secure non-interactive simula-
tion (SNIS) as an information-theoretic analog of pseudo-correlation genera-
tor [10, 11]. Independently, motivated by studying cryptographic complexity [7,
36, 35, 6, 42], Agarwal, Narayanan, Pathak, Prabhakaran, Prabhakaran, and
Rehan [1] introduced the same primitive as secure non-interactive reduction. In
the two-party setting (refer to Figure 1), Alice and Bob start with n indepen-
dent samples of correlated private randomness (X,Y), the source distribution.
Non-interactively, Alice and Bob compute U = f,,(X") and V = g,,(Y™), where
fn(-) and g, (+) are reduction functions,! and the joint distribution (U, V) is the
target distribution. This construction is a SNIS of the target distribution (U, V)
from the source distribution (X,Y) if it is simulation-secure [13, 12, 14]. SNIS
security against semi-honest or malicious adversaries is identical.
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Fig. 1. System model for secure non-interactive simulation: SNIS.

Motivating Application: Correlation generators [31]. Secure computation [55, 25]
protocols often offload most of their computationally and cryptographically ex-
pensive components to an offline procedure [37, 8, 16, 43]. This offline procedure
has high computation and communication costs, and it generates structured cor-
related private randomness like Beaver triples [5]. However, several inexpensive
sources of correlated private randomness also facilitate secure computation, like,
correlated samples from noise sources [32]. Therefore, a natural solution is to
non-interactively and securely convert these inexpensive correlations into ones
used in secure computation protocols.

Boyle et al. [10, 11] introduced pseudo-correlation generators to achieve this
objective against computationally bounded adversaries. Recently, Khorasgani et al. [31]

! The reduction functions f,(-) and g, (-) are randomized and use independent pri-
vate randomness; however, for brevity, the randomness is being excluded from the
formal representation. Strong sample-preserving derandomization results (i.e., the
derandomized reductions use an identical number of source samples and produce an
identical number of target samples) for SNIS [31] indicate the uselessness of inde-
pendent private randomness.



introduced the information-theoretic analog of this primitive, modeled by the
system in Figure 1, to study the feasibility and rate of SNIS, which has straight-
forward consequences to the efficiency of secure computation.

Security & rate definition of SNIS [31]. Readers should follow the system in Fig-
ure 1 for the discussion below. For feasibility considerations, substitute m = 1 in
Figure 1. Khorashgani et al. [31] said that a SNIS of (U, V) from (X,Y)®" using
reduction functions fp,gn has insecurity v(n) if the following three conditions
are satisfied.

1. Correctness. The joint distribution of the output samples (u/,v") is v(n)-
close to the target distribution (U,V) in statistical (i.e., total variational)
distance.

2. Security against a corrupt Alice. Fix any (u,v) in the support of the target
distribution (U, V'). The distribution of ™ conditioned on v’ = u and v/ = v
is v(n)-close to being independent of v.?

3. Security against a corrupt Bob. Likewise, for any (u,v) in the support of the
target distribution (U, V), the conditional distribution (Y"|U' = u, V' = v)
is v(n)-close to being independent of wu.

[31] presented simulation-based security definition that unifies these three con-

ditions. We represent this definition by the notation: “(U, V) E;ff’lg)n (X,Y)®n>

Fix the source (X,Y) and the target (U, V'). To discuss (the single-letter char-
acterization of) rate, Khorasgani et al. [31] consider a SNIS family of (U, V)@™(")
from (X,Y)®" using reduction function f,, g, with insecurity v(n), parameter-
ized by n € {1,2,...}. The (production) rate, represented by R( (U, V), (X,Y) ),
is the supremum of the maximum achievable m(n)/n as n — oo and v(n) — 0
over all possible families of reductions.

Relation to other primitives and additional motivation. One-way secure com-
putation [21, 2] uses one additional round of communication to transform the
samples from source distributions into samples from a target distribution. Non-
interactive correlation distillation [41, 40, 54, 9, 15] restricts SNIS to the target
distribution (U, V) being the independent coin distribution. SNIS is the crypto-
graphic extension of non-interactive simulation of joint distribution [20, 53, 49,
29, 30, 24, 17, 23] from information theory.

This non-cryptographic simulation problem (either non-interactive or with
rate-limited communication) has diverse applications, for example, as discussed
in [30], spanning from game-theoretic coordination in a network against an ad-
versary to control a dynamical system over a distributed network. These appli-
cations naturally extend to the cryptographic context with adversarial agents,
granting additional independent motivation to study SNIS.

2 The conditional distribution (A|B = b) is v-close to being independent of b if there is
a distribution A* such that the statistical distance between A* and the conditional
distribution (A|B =b) is at most v for any b € Supp(B).



Our problem statement. This work considers the simulation of two particular
target distributions (U, V') (refer to Figure 2).

1. Noise from the binary symmetric channel. Alice outputs uniformly random
u € {+1,—1} and Bob outputs v € {+1,—1} such that, for each u, the
probability of v # v is € € (0,1/2). We represent this correlated private
randomness by BSS(p), where p = (1—2¢). Therefore, for example, BSS(1/2)
is a distribution where Alice and Bob samples disagree with probability 1/4.

2. Noise from the binary erasure channel. Alice outputs uniformly random u €
{+1,—1} and Bob outputs v € {u,0} such that, for each w, the probability
of v =01is e € (0,1). We represent this correlated private randomness by

BES(p), where p = /1 — . So, BES(4/1/2) has erasure probability 1/2.

This work parameterizes the channels by their maximal correlation p for brevity
in our technical presentation (see Section 4.2 for formal definition). [31] proved
that a SNIS of BSS(p') from BSS(p) exists if and only if p' = p*, for some
k € {1,2,...}. Furthermore, if this SNIS is feasible, it has a rate of 1/k: each
party outputs the product of k& samples of their source — a linear reduction.
Similarly, a SNIS of BES(p’) from BES(p) exists if and only if p’ = p*, for some
k€ {1,2,...}. This SNIS also has a rate of 1/k, and linear reductions are rate-
achieving.
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Fig. 2. Random correlated noise generated by the binary symmetric channel (BSS)
and the binary erasure channel (BES) with maximal correlation p.

Our work aims to study the feasibility and efficiency of SNIS in generating
BSS and BES samples. The source distribution (X,Y’) can be arbitrary; they
may have arbitrary-size sample spaces, and their marginal distributions need
not be uniform or identical. Among other results, we shall show the power of
non-linear constructions — SNIS instances that are securely realizable only using
non-linear reductions that are also rate-achieving. Like [31], our work pursues a
Fourier analytic approach to this problem; however, they studied SNIS with the
source distributions restricted to BSS and BES. Our investigation of SNIS rate,
among others, is beyond the scope of [1]’s work.



Summary of our results. We present an exhaustive characterization of all source
distributions that yield secure SNIS of BSS and BES target distributions. Fur-
thermore, if the insecurity of a SNIS is sufficiently small, then one can slightly
edit the reduction functions to convert them into perfectly secure SNIS. Next,
we present (positive constant) lower and upper bounds on the production rate
of such SNIS. Finally, we exhibit SNIS instances where non-linear reduction
functions achieve optimal rate (also demonstrating the tightness of our rate
estimates); however, every linear reduction is constant insecure. We efficiently
searched the space of all reductions (guided by our technical results) to iden-
tify this fascinating non-linear reduction — even the authors were unaware of its
existence.

These cryptographic consequences rely on several foundational and technical
contributions of ours, which may be of independent and broader interest. We
build on the [31]’s framework for algebraizing SNIS from arbitrary source dis-
tributions using the source’s Markov and the adjoint Markov operators (refer to
Section 4.4 and Section B for definition and illustrative examples). This alge-
braization translates SNIS into an approzimate eigenvector formulation for ap-
propriate linear operators, where the reduction functions are their eigenvectors.
Next, we quantify the impact of these linear operators on the Fourier spectrum
of the reduction functions. Our proof relies on a critical synergy between the lin-
ear operators and the reduction functions over the orthogonal Efron-Stein basis.
Our work shows that this quantification entails a concentration of the Fourier
spectrum of the reductions on low-degree terms. Fascinatingly, our bound on the
degree depends on the maximal correlations of the source and the target distri-
butions. Finally, we apply appropriate junta theorems (i.e., dimension reduction)
to prove the closeness of SNIS reductions to juntas (a.k.a., canonical reductions).

Consequently, one obtains a potent technical tool: the statistical to perfect
lemma. This lemma, for instance, implies the following highly non-trivial phe-
nomena for any source and target pair.

1. One can error-correct any statistically-secure SNIS into a perfect SNIS.
2. The total number of canonical SNIS candidates is constant.
3. The rate of any feasible SNIS is a positive constant.

Such phenomena are rare in cryptography (cf., [27] for an example). Our Fourier
concentration results and their consequences via junta theorems, as far as the
authors understand, seem beyond the spectral techniques of [1].

The presentation above is only a high-level overview of our proof strategy,
highlighting its primary landmarks. There are several subtleties to address and
technical challenges to overcome, which we further elaborate in Section 2.2.

Overview of the paper. Section 2 presents an informal overview of our results and
technical approach. Section 3 summarizes related works, and open problems and
research directions (in cryptography, theoretical computer science, and harmonic
analysis) motivated by our work. Section 4 introduces the preliminaries. Section 5
proves our results pertaining to determining the feasibility of SNIS. Section 6
presents our rate estimation results. Section 7 has results pertaining to 2 x 2



sources. Section 8 presents the remaining results. Omitted proofs are provided
in the supporting materials.

2 Overview of our Contributions

2.1 Overview of Our Results

This section presents an informal summary of our results and a technical overview
of the proof. In the presentation below, without loss of generality, we assume that
the SNIS reductions are deterministic (see, for example, the derandomization re-
sults of Imported Theorem 7 and Imported Theorem 8 from [31]).

Feasibility characterization of SNIS from arbitrary sources. We present
an efficient algorithm to determine whether a statistically secure SNIS of BSS/BES
from the source (X,Y) is feasible or not (see Corollary 1). Theorem 1 states that
if the simulation error of a SNIS of BSS/BES from the source (X,Y") is less than
¢/n, where ¢ a suitable positive constant, one can edit the reduction functions
into a perfect secure SNIS. Furthermore, these perfectly-secure reductions are
canonical reductions that are Boolean constant-juntas. That is, they depend on a
constant number of input variables, which entails that the total number of such
canonical candidate reductions is only a constant. Therefore, one can exhaus-
tively search for all such canonical reductions to determine if a SNIS of BSS/BES
from (X,Y) is possible.

Estimating rate of SNIS from arbitrary sources. We prove that if a SNIS is
feasible, it has a positive constant rate (see Corollary 2). Fix a BSS/BES target.
To lower-bound the rate of such SNIS by a positive constant, observe that if
a SNIS of BSS/BES from (X,Y) is feasible, there is a canonical SNIS, which
is perfectly secure, and the reduction functions are constant-juntas. One can
partition the samples of (X,Y)®" into constant-size blocks, apply the canonical
reduction to each block, and obtain one target sample from each block. This
construction has a positive constant rate. Such results are rare in cryptography
and challenging to prove for secure computation (cf., [28, 27] for examples).
Theorem 5 upper-bounds the rate of SNIS of BSS/BES from any target distri-
bution using the mazimal correlation [26, 49, 3, 48, 4] of the target distribution
(refer to Section 4.2 for the definition of maximal correlation) and the eigenvalue
of the Markov operator TT (refer to Section 4.4) of the source distribution. We
emphasize that this upper bound is only for perfectly secure SNIS. This restric-
tion is unsurprising because, as demonstrated in [31], even estimating the rate of
simulating BSS from BSS is known only for perfectly secure SNIS. [31] present
evidence that overcoming this hurdle may require advances in harmonic analysis.
Our upper bounds for BSS and BES are tight as demonstrated by (1) the
rate of self-simulation of BSS and BES [31], and (2) the reduction of BSS(1/2)
and BES(,/1/2) from the ROLE correlation (defined below), whose maximal

correlation is 1/1/2.



We clarify that this upper bound also extends to randomized perfectly-secure
SNIS because the sample-preserving derandomization of [31] preserves perfect
security.

Power of non-linear reductions. The random oblivious linear-function evalu-
ation [51] (ROLE) source samples uniformly and independently random a, b, ¢ €
{0, 1}, provides Alice z = (a,b), and provides Bob y = (¢,d), where d = a-c@®b.
Section B shows that the maximal correlation of ROLE is \/1/72 Recall that
BSS(1/2) is a random correlated sample from the binary symmetric channel
where parties’ samples are different with probability 1/4.

We show that there is an optimal rate-1/2 SNIS of BSS(1/2) from ROLE
using non-linear reductions (refer to the protocol in Figure 3 and the discussion in
Section 8.3); however, any SNIS of BSS(1/2) from ROLE using linear reductions
is constant-insecure (refer to Lemma 4).® The optimality of the rate follows from
the upper bound of Theorem 5. In the optimal protocol each party’s output
indicates whether their source samples form a ROLE correlation or not.

Source. Alice gets (a1,b1,a2,b2) and Bob gets (ci1,d2,c2,d2) such that
ai,bi,c1,az2,be, co are chosen uniformly and independently at random from the set
{071} and di = a1 -¢c1 ® by and da = as - c2 D bs.

Reductions.
1. Alice outputs u = +1, if b2 = a1 - a2 P b1; otherwise, u = —1.
2. Bob outputs v = +1, if d2 = ¢1 - c2 @ d1; otherwise, v = —1.

Source. (In multiplicative notation.) Alice gets (A1, B1, A2, B2) and Bob gets
(C1, D2, Cs, D) such that Ay, Bi,C1, A2, B2, Cy are chosen uniformly and indepen-
dently at random from the set {+1,—1} and Dy = § - (14+ A; +C1 — A1 - C1) - By
and D, :%'(1+A2+CQ—A2'CQ)'B2.

Reductions.
1. Alice outputs U = % (14 A1 +A2 — A1 - As) - By - Bs.
2. Bob outputs V = % '(1+Cl+02 -4 02) - Dy - Do.

Fig. 3. SNIS of BSS(1/2) from ROLE achieving optimal production rate 1/2. The top
half of the figure presents the reduction using ROLE as defined for elements in {0,1}.
The bottom half presents the equivalent reduction using the multiplicative notation
0 — +1 and 1 — —1. In the multiplicative representation, the Fourier spectrum of
each reduction is explicit. One can verify that the (1) reduction functions are non-
linear and (2) their Fourier weights are not concentrated on terms of identical degree.

The previous best construction (as far as the authors are aware) uses three
ROLEs and one round of communication to implement a 1-out-of-4 bit-OT.

3 Observe that “linearity” of a reduction may depend on how the samples of the source
are “named.” We prove our impossibility result is an strong sense. For any renaming
of the samples, we show that linear constructions are constant insecure.



Alice feeds a random permutation of (u,u,u,1 — u), where u & {0,1}, into
the l-out-of-4 bit-OT. Bob chooses to receive the bit v at a random position
i € {1,2,3,4}. In comparison, our construction uses one less ROLE sample
and no communication, which significantly impacts the efficiency of this secure
computation.*

Similarly, there is an optimal rate-1 SNIS of BES(,/1/2) from ROLE using
non-linear reductions (refer to Section 8.3 and the protocol in Section E.4); how-
ever, any SNIS using linear reductions is constant-insecure (refer to Lemma 4).
The optimality of this protocol follows from Theorem 5. Furthermore, the spec-
trums of these reduction functions are not concentrated on terms with an iden-
tical degree.

Additional Result: explicit characterization of SNIS of BSS from 2 x 2
sources. Let the target distribution be BSS(p’) and (X,Y) be an arbitrary
source such that the support size of both its marginals is two. We prove in The-
orem 6 that if the source (X,Y’) # BSS(p) or (X,Y) = BSS(p) but p’ # p*, for
all k € {1,2,...}, then any SNIS of BSS(p’) from (X,Y) is constant insecure. If
(X,Y) =BSS(p), p' = p¥, for some k € {1,2,...}, and BSS(p’) C% , BSS(p) for
a sufficiently small v, then one can slightly edit the reduction function to obtain
new reduction functions f*,g* that are k-homogeneous® and BSS(p’) E?uyg*
BSS(p) — a result already proved in [31]. The proof of Theorem 6 (addition-
ally) depends on (1) Theorem 8: a statistical-to-perfect lemma for BSS target
from arbitrary 2 x 2 source, and (2) Theorem 9: the characterization of sources
facilitating perfect SNIS of BSS target.

Remark 1. For 2x2 sources, our definition of “sufficiently small simulation error”
is slightly different from the arbitrary source case. In the 2 x 2 source case,
“sufficiently small simulation error” is a (global) constant. For arbitrary sources,
“sufficiently small simulation error” is ¢/n, where ¢ is a global constant. This
variation is a consequence of the different junta theorems our analysis uses.

Additional Result: explicit characterization of SNIS of BES from 2 x 2
sources. We show that any SNIS of BES from a 2 x 2 source is constant insecure
(refer to Theorem 7). This generalizes the impossibility of SNIS of BES from
BSS [31].

Additional Result: necessary condition for SNIS feasibility. Theorem 11
presents easy-to-test necessary conditions for the feasibility of SNIS of BSS or
BES from (eigenvalues of the) Markov operator of the source distribution. Our
“eigenvalue test” (derived independently) is identical to the test introduced in

(1].
Additional Result: Incompleteness of string OT. Random samples from
the string oblivious transfer functionality, parameterized by ¢ € {1,2,...},

4 We identified all reductions realizing this SNIS at an optimal rate. All the reductions
were essentially equivalent to each other. However, we chose this particular reduction
because it admits an elegant intuitive formulation.

® A homogeneous function is a linear combination of terms with an identical degree.



gives Alice two random ¢-bit strings (xg,z1) € {0, 1}% and gives Bob (b, xp) €
{0, 1}”1, where b is a uniformly random bit (see Definition 8). Lemma 5 states
that this family (for £ € {1,2,...}) of random samples from the string oblivious
transfer is not complete for SNIS because all of them have maximum correlation
\/1/7. This family cannot yield a SNIS of any target with maximal correlation
> \/m, because of Imported Theorem 2, Imported Theorem 1.

This family is complete for one-way secure computation [21]. [1] show that a
single source cannot be complete for SNIS.

2.2 Overview of Our Technical Contributions

This section presents a high-level intuition of our foundational and technical
contributions. It is instructive to read this section with SNIS for BSS target as
a representative example. SNIS for BES target encounters a technical subtlety,
which we resolve towards the end.

Our starting point. For an arbitrary source (X,Y’), Khorasgani et al. [31]
algebraically captured the simulation-based security definition of SNIS using
the Markov (T) and the adjoint-Markov (T) operators associated with (X,Y).
If a SNIS has a small simulation error, the reduction functions f and ¢ are
approximate eigenvectors of the linear operators TT and TT, respectively.

Characterization of Markov operator’s effect on the Fourier spectrum.
It is essential to accurately characterize the impact on the Fourier spectrum when
applying the TT linear operator on the reduction f and applying the TT linear
operator on the reduction g. The marginal distributions of the source need not
be uniform or identical to each other, complicating this technical challenge even
further. We were unable to approach this challenge directly.

Instead, we used the Efron-Stein orthogonal basis for this analysis step (see
Section 4.5). Our linear operators synergize well with the reduction functions
over this basis, and one bounds the effect of these operators on the reduction
functions using the maximum correlation of the source (X,Y’) (see Proposition 5
and Proposition 6). Finally, we return to the Fourier basis and translate the
bounds on the Fourier spectrum using Proposition 7.

Fourier concentration. The approximate eigenvector problem (a consequence
of the SNIS definition) and the characterization of the Markov and adjoint-
Markov operators’ impact on the Fourier spectrum yields new Fourier concen-
tration results. For 2 x 2 sources, we prove that the Fourier spectrum of the
solutions of the approximate eigenvector problem (in particular, the reduction
functions) are concentrated on terms of a fixed degree (see Theorem 10). [31]
proved this concentration result for the particular cases of BSS and BES sources.

For arbitrary sources, we show that the Fourier spectrum is concentrated
on low-degree terms (see Theorem 3). This relaxation in concentration is also
necessary; i.e., we show perfectly secure reductions constructing BSS(1/2) and
BES(1/1/2) from the ROLE source whose spectrums are not concentrated on
only one degree. This Fourier concentration phenomenon is a manifestation of



“security” and distinguishes our problems from those arising in non-interactive
simulation (i.e., SNIS without security) [20, 53, 49, 29, 30, 24, 17, 23].

Statistical to perfect lemma. The set of all reductions with Fourier spectrum
concentrated on low-degree multi-linear is still potentially huge. Using appropri-
ate junta theorems, Theorem 1 shows that Boolean functions satisfying such
Fourier concentration properties are (close to) juntas. Since these juntas depend
only on a constant number of inputs, the total number of such candidate juntas
is also a constant. Therefore, this result implies that (1) SNIS is either perfectly
secure or constant-insecure, (2) The size of the set of all canonical SNIS of (U, V)
from (X,Y) is a constant, and (3) Any feasible SNIS has a positive constant rate.
Furthermore, these juntas yield perfectly-secure SNIS.

The consequences of this result are immense. For a particular number of
source samples n and (sufficiently small constant) insecurity budget v(n), our
analysis determines whether such a SNIS exists or not. Furthermore, a constant-
time algorithm can search for the witness reductions. For example, an exhaustive
search algorithm discovered all SNIS of BSS(1/2) from ROLE, uncovering fasci-
nating new reductions.

A technical subtlety. A careful reader would recognize that the junta theorems we
mention apply only to Boolean functions. Therefore, the analysis outline above
applies to Boolean reduction functions, for example, when the target is BSS.
However, when the target is BES, one encounters a technical hurdle. Although
the reduction function f is Boolean, the reduction function g is not Boolean —
it is three-valued. We assessed that general junta theorems for functions with
a bounded number of different outputs were insufficient for our context. Conse-
quently, we followed a different proof strategy relying on the security of SNIS.

1. First, using the proof outline above, one concludes that the reduction f is
close to a constant-junta.

2. Next, the security condition states that Tf is close to (a scalar multiple of)
the reduction function g, from which we conclude that g is itself close to a
constant-junta.

3 Additional Discussion

3.1 Prior Related Works

Non-interactive simulation [20, 53, 49, 29, 30, 24, 17, 23], non-interactive corre-
lation distillation [41, 40, 54, 9, 15], and one-way secure computation [21, 2]
are well-studied research directions in information theory and cryptography.
Recently, [31] and [1] motivated secure non-interactive simulation from effi-
ciency considerations in secure computation and study of cryptographic com-
plexity [7, 36, 35, 6, 42].

Non-interactive simulation considers the fundamental question of deciding
whether a target distribution is simulatable from the source distribution. Se-
curity is not a concern in this primitive; therefore, erasure of information from



parties’ views is permissible. In particular, they consider the “gap” version of
this question: one determines whether such simulation is possible under an error
threshold, or any such simulation must have an error that is a constant (greater
than one) higher than the threshold. The general Fourier concentration phe-
nomenon for Boolean functions (discovered in [31] and our work) is unique to
SNIS, which, the authors believe, distinguishes SNIS research from its insecure
analog.

[31] introduced SNIS and studied the feasibility and rate of SNIS among BSS
and BES distributions. Our work considers SNIS of BSS and BES distributions
from arbitrary source distributions, a significant generalization of the research
scope that requires new and more powerful harmonic analysis techniques.

[1] study SNIS through the lens of spectral analysis. The authors believe that
the Fourier concentration results and their consequences (for example, the sta-
tistical to perfect lemma, the constant size of the set of all canonical reductions,
and constant positive rate results) are beyond the scope of spectral analysis
techniques.

3.2 Open Problems

Our work highlights the need to develop a more powerful harmonic analysis
toolkit specific to cryptography. For example, a more powerful junta theorem
for “secure” reduction functions would lead to stronger feasibility and rate char-
acterizations and innovative secure protocol design (as illustrated by our rate-1/2
SNIS of BSS(1/2) from ROLE).

Another essential technical step in our analysis relied on the junta theorems
to identify perfectly secure junta reductions if a SNIS had a sufficiently small
simulation error. However, motivated by secure computation applications that
can use constant-insecure precomputation (for example, [27]), it is meaningful
to perform this dimension reduction even when the simulation error is a con-
stant that is not too small. Towards this objective, a logical research direction is
to seek a “security-preserving dimension reduction” (see Conjecture 1). For ex-
ample, in non-interactive correlation research, “correlation-preserving dimension
reduction” is an essential step. An analogous result in the cryptographic context
shall help determine the feasibility of SNIS even when the insecurity budget is
not too small.

The authors believe that it is not a coincidence that the upper bound on the
SNIS rate depends on the maximum correlation of the source and target distri-
butions. This raises the possibility that tight rate and capacity characterization
of SNIS is closely related to the maximum correlation of the source and target
distributions. This investigation is related to identifying monotones for secure
computation, cf., [50, 52, 45, 46, 47].

This work primarily considers multiple samples from one source, and a natu-
ral extension would be to consider samples from a family of sources. For example,
one can simultaneously consider a correlated source and independent coins to
fold the derandomization results within the technical analysis itself. [31] and our
work consider BSS and BES targets and discrete sources. A natural question is to

10



extend the analysis to incorporate more complex targets or continuous sources,
like the additive white Gaussian noise source.

The introductory works on SNIS ([31, 1] and this work) consider two-party
SNIS. Extending SNIS to the multi-party setting motivated by applications to
multi-party computation is natural. Instead of the non-interactive setting, one
can also consider the rate-limited communication model motivated by applica-
tions to leakage-resilient secure computation.

Beyond SNIS, feasibility, rate, and capacity questions are pertinent in the
one-way secure computation model [21]. There are several open problems in
feasibility, and no non-trivial rate/capacity results are known. The gap between
non-linear and linear reduction functions in SNIS further increases the challenge
of analyzing this model.

4 Preliminaries

4.1 Notation

We denote [n] as the set {1,2,...,n} and N, = {0,1,...,m — 1}. For two
functions f,g: 2 — R, the equation f = g implies that f(z) = g(x), for every
x € £2. We use (2 to denote the sample spaces, and 7 usually denotes a probabil-
ity distribution. ({2, f2,) is a joint probability space. For « € 2, we represent
x; € £2, as the i-th coordinate of . A Boolean function is a {£1}-valued func-
tion.

Correlated Spaces. We use (X, Y") to denote the joint distribution over ({2, £2,))
with probability mass function 7, and 7, 7, to denote the marginal probability
distributions of X and Y, respectively. Sometimes we will use ({2, x {2, 7) to de-
note the joint distribution. We sometimes use notation (X,Y’), to emphasize that
its maximal correlation (defined in Section 4.2) is p. We always use the following
notation for the expectation of functions f € L*(£2y, m,*"), g € L*(2y,m,*™)
over correlated spaces.

E[fl:= E _[f(@)], Elgl:== E_ [9()], Elfgl:= E [f(z) 9(y)]

T, ® Yoy, ®7 (z,y)~m&m

Statistical Distance. The statistical distance (total variation distance) be-
tween two distributions P and @ over a finite sample space {2 is defined as

4.2 Maximal Correlation
We define maximal correlation and its properties in this subsection.

Definition 1 (Maximal Correlation [26, 22, 49, 3, 48, 4]). The Hirschfeld-
Gebelein-Rényi maximal correlation of (X,Y) is defined as

p(X;Y):= max E[f(X)g(Y)]
E[f]=E[g]=0
E[f?]=E[¢°]=1

11



For example, the maximal correlation of BSS with flipping probability e is
|1 — 2¢| for every € € [0,1], and the maximal correlation of BES with erasure
probability € is /1 — e [56]. Note that maximal correlation of any distribution
is always between 0 and 1.

Imported Theorem 1 (Tensorization [49]) If (X1,Y1),, and (X2,Y2),, are
independent, then the mazximal correlation of (X1, Xo; Y1,Y2) is equal to max(p1, p2)
and so if (X1,Y1), (X2,Y2) are i.i.d., then it is equal to p1 = pa.

Imported Theorem 2 (Data Processing [49]) Let (X,Y) be a joint distri-
bution. Then, for any pair of (even randomized) functions, we p(f(X),g(Y)) <
p(X.Y).

One can compute maximal correlation as follows.

Proposition 1 ([49]). The mazimal correlation of a finite joint distribution
(X,Y) is the square root of the second largest eigenvalue of the Markov operator
TT, where T and T are Markov and adjoint Markov operator associated with
(X,Y).

4.3 Fourier Analysis Basics

We follow the notation of [44] to introduce some background in Fourier analysis
over product measure.

Fourier Analysis over Higher Alphabet

Definition 2. Let (£2,7) be a finite probability space where |2| > 2 and w denote
a probability distribution over 2. Let m®" denote the product probability distri-
bution on 2" such that 7" (x122...2,) = [, m(2;). For n € N, we write
L2(0Q", 7®") to denote the real inner product space of functions f: Q" — R
with inner product

(f:g)nen = E_[f(z)g(x)].

rATON

Moreover, the L,-norm of a function f € L*(2",7®") is defined as

Ifllp = E [/ @)ITH2.

~TOn

We define the distance between two functions f,g € L*(§2, ) as || f — gl|,. Note
that if f,g are bounded i.e. |f(z)] < a and |g(z)| < « for every x € {2,
then ||f — g||§ < 2a| f —g|l;- In particular, for Boolean valued functions f, g,

If —gll2 <2[f —gll, = 4Promy[f(2) # g(2)]. Therefore,

Claim 1 Suppose f € L?(2, ) such that |f(z)| < a for every x € £2. Then, we
have || f[l5 < - [|flly-
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Definition 3. A Fourier basis for an inner product space L?(§2,7) is an or-
thonormal basis ¢g, 1, ..., dm—1 with ¢g = 1, where by orthonormal, we mean

that for any i # j, (¢s, ¢;) =0 and for any i, (¢;, ¢;) = 1.

It can be shown that if ¢g, @1, . .., ¢m_1 is a Fourier basis for L?(§2, 7), then the
collection (¢)aenn, where ¢o(z) := [[i_; @a, (@) (each oy € {0,1,...,m —1})
is a Fourier basis for L*(£2",7®"). Note that the size of the basis (¢)aenn, is

m".

Definition 4. Fiz a Fourier basis ¢g, ¢1, ..., 0m—1 for L>(£2,m), then every f €
L2(0Q", 7®") can be uniquely written as f = Yaenn,, fla)pa where f(a) =

o~

(f, da). The real number f(«) is called the Fourier coefficient of f at c.
For o € N2, . we denote |a| := |{i € [n]: o # 0}|. The Fourier weight of f

<m>

at degree k is defined as W*[f] := Dojal=k f(a)?. The Fourier weight of f at

degree strictly greater than k is defined as W>*[f] := Daclal>k f(a)Q. We say
that the degree of a function f € L?(2",7®"), denoted by deg(f), is the largest

~

value of || such that f(«) # 0. For every coordinate i € [n], the i-th influence
of f, denoted by Inf;[f], is defined as Inf;[f]:= " ., o f(a)?. And the total

influence is defined as Inf(f) := Y1 Inf;[f] = Za|a|f(a)2 =3 k- WFf].

Biased Fourier Analysis over Boolean Cube. In the special case when
£2 = {£1}, we define the product Fourier basis functions ¢g for S C [n] as

os(x) = [[ o) = [T (T) |
€S €S
where p = 7(—1),u=1-2p,0 =2,/py/1—p.

Definition 5 (Junta Function). A function f: 2™ — {£1} is called a k-junta
for k € N if it depends on at most k of its inputs coordinates; in other words,
f(@) = g(xi,, @iy, ..., xi,), where iy, ia, ..., ik € [n]. Informally, we say that f is
a “junta” if it depends on only a constant number of coordinates. We also say
that f is e-close to a k-junta function h if |f — h|; <e.

4.4 Markov Operator

Definition 6 (Markov Operator [38]). The Markov operator associated with
joint distribution (X,Y), denoted by T, maps a function g € LP(£2,,m,) to a
function Tg € LP({2,,7;) by the following map:

(Tg)(x) := E[g(Y) | X = z],

where (X,Y) is distributed according to 7. B
Furthermore, we define the adjoint operator of T, denoted as T, maps a
function f € LP(§2;, ;) to a function Tf € LP(£2,,m,) by the following map:

(TH) =Ef(X) | Y =y

13



Note that the two operators T and T have the following property.
<Tg, f>7ri = <gan>‘n'y = E[f(Xn)g(Yn)]

Moreover, both Markov operators T and T are linear operators. Both TT and
TT are also Markov operator. We want to emphasize that the largest eigenvalue
of any Markov operator is always 1.

Proposition 2. Let T, T be respectively the Markov and adjoint operator as-
sociated with the 2-by-2 distribution (X, Y)?", Let 1 = Ao = A1 > 0 be the

etgenvalues of Tj(l). Then, it holds that p = \/A1. Moreover, the set of all
eigenvalues of TT and TT is {1,p%,p%, ..., p*"}.

Proposition 3. [49] Suppose (X,Y) is a finite joint distribution over (£2,,2,).
Let m denote the probability mass function of (X,Y) and T and T respectively
denote the Markov operator and the adjoint Markov operator associated with
(X,Y). Let (X,X') be the joint distribution over (2, X 24,1) such that the
marginal distribution p, is the same as m, and the associated Markov operator
of (X,X") is TT. Then, the marginal distributions of (X, X') are the same, in
other words, i, = ji,r. Furthermore, we have p(£2, X 2., 1) = p?, where p is the
mazximal correlation of (X,Y).

This result shows that for f € L2(£2,,7,), we have (TT)f € L*(§2,, 7).

4.5 Efron-stein Decomposition

We shall use orthogonal Efron-stein decomposition as one of the main technical
tools.

Definition 7 (Efron-Stein decomposition (Chapter 8 [44]Chapter 8)).
Let {(£2;, u:)}i_, be discrete probability spaces and let (2,p) = Hle((li,pi).
The Effron-Stein decomposition of f: 2 — R is defined as f = ngn] =5
where the functions f=° satisfy (1) f=° depends only on xs, and (2) for all
S¢S and all zg:, B[f~%|Xs = x5/] = 0.

Proposition 4 ([18]). Efron-Stein decomposition exists and is unique.

The following propositions give the relation between Markov operators and
Efron-stein decompositions. The first proposition shows that the Efron-Stein
decomposition commutes with Markov Operator.

Proposition 5 ([38, 39] Proposition 2.11). Let (X™,Y™) be a joint distri-
bution over (27} x Qg,w@’"). Let T be the Markov operator associated with
(X:,Y;). Let T = @, T@ and consider a function g € L2 (2, m,®™). Then,
the Efron-Stein decomposition of g satisfies (Tg)=% = T(g=%).

The next proposition shows that Tg depends on the low degree expansion of g.
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Proposition 6 ([39] Proposition 2.12). Assuming the setting of Proposi-
tion 5 and let p be the mazimal correlation of the distribution (X,Y'). Then for
all g € L2(20, 7,®™) it holds that ||Tg=5||, < p!¥!||g=5]|,.

The next proposition shows the connection between Fourier decomposition and
Efron-Stein decomposition.

Proposition 7 ([44] Proposition 8.36). Let f € L*(2",7®") have the or-
thogonal decomposition f = ngn] =2, and let {¢u}Heon be an orthonormal
Fourier basis for L*(Q2", 7®"). Then =5 =37 giop(a)=s F(a)¢a. In particu-
lar, when 2 = {+1} we have f=5 = f(S)ps.

This implies that Hf:S H; =3 .. Supp(a)=8 f(a)z. Therefore, it holds that W*[f] =
s |75 5 and WR[F] = S g | £S5

4.6 Imported Theorems

Imported Theorem 3 (Kindler-Safra Junta Theorem [33, 34]|) Fiz d >
0. There exists e9 = eo(d) and constant C such that for every e < eq, if
fi{£1}" — {£1} satisfies W>9[f] = e then there exists a C%-junta and de-

- 12
gree d function f: {£1}™ — {£1} such that Hf — fH2 < (e + €/,

Imported Theorem 4 (Friedgut’s Junta Theorem [19, 44]) There exists
a global constant M such that the following holds. Let (£2,m) be a finite probability
space such that every outcome has probability at least \. If f € L?>(£2", ")
has range {£1} and 0 < e < 1, then f is e-close to a (1/\)M (/e junta
h: 2" — {£1}, d.e., Pryren[f(x) # h(z)] < €.

5 Characterization of SNIS from arbitrary Sources

This section presents our feasibility characterization of SNIS from arbitrary joint
distributions stated below.

Corollary 1 (Feasibility Characterization). There is an algorithm that takes
as input a constant ¢ > 0, a source (X,Y), and a target (U, V) € {BSS(p’), BES(p')},
and

1. outputs YES, if there is an infinite family of reduction functions {fn,gn}
satisfying (U, V) C' (X, V)" and v, < ¢/n, and
2. outputs NO, otherwise.

In the YES instance, the algorithm additionally outputs a pair of reduction func-
tions f*: 270 — {£1} and g*: 2))° — {&1} that witness a perfect-SNIS con-
struction for some ng = no(c, p,p’) € N where p represents the mazimal corre-
lation of source (X,Y). Furthermore, the algorithm’s running time is bounded
and computable.
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This theorem says that there is an algorithm that can determine whether there is
a statistically SNIS of BSS/BES from a given source. The algorithm also outputs
a canonical (perfect) SNIS construction in the YES instance. Corollary 1 follows
from the following statistical to perfect results.

Theorem 1 (Statistical-to-perfect). Let (X,Y) be an arbitrary joint dis-
tribution and (U, V) € {BSS(p'),BES(p')}. For any ¢ > 0, there are positive
constants ng,d, D such that the following result holds. If (U,V) Y, (X, Y)on,
for some n > ng, and v < c¢/n, then f is vi-close to a D-junta reduction

function f*, and g is v%-close to a D-junta reduction function g* such that
(U, V) E(}*,g* (X,Y)®n",

We remark that the constant D does not depend on n but might depend on the
source, the target, the constant c, and the implicit constant in the Friedgut’s
junta theorem (Imported Theorem 4). Assuming this theorem, Figure 4 gives an
algorithm for Corollary 1. We provide the proof of Theorem 1 when (U,V) =

SNISFeasChar ((X,Y), (U, V),c¢) :
1. Let D = D(p’,(X,Y), c) be the constant defined in Theorem 1.
2. Consider all functions f: 27 — {£1}, and g: 2} — {1}
— Return YES, if there exist f*,g* such that BSS(p’) T}« ;- (X,Y)®P.
— Return NO, otherwise.

Fig. 4. An algorithm to decide the feasibility of SNIS of BSS(p’) from samples of (X,Y")

BSS(p’) in Section 5.1, and when (U,V) = BES(p’) in Section 5.2. At a high
level, our proof strategy for BES is similar to the strategy for BSS except one
technical challenge due to Bob’s reduction function, which is not a Boolean-
valued function.

5.1 Statistical to Perfect: BSS target

Consider a SNIS of BSS(p') &% | (X, Y)p@m where (X,Y) is an arbitrary joint
distribution, f € L*(027,7,%") and g € L*(£2),m,%").

Step 1: Algebraization of SNIS and approximate eigenvalue problem. Following
a similar idea as in [31], we extend the algebraization of simulation-based SNIS
to arbitrary source distribution as follows.

Theorem 2 (BSS Algebraization of Security). For any p’ € (0,1) and any
joint distribution (X,Y), the following statements hold.

1. If BSS(p') Yy (X, Y)®”, then E[f] < v, E[g] < v, ||Tf fp’ng < 4v, and
[Tg—p'fll, <4v. _

2. If E[f] < v, Elg] < v, |Tf=pg|, < v, and |Tg—p'fl, < v, then
BSS(p') CF, (X, V)"
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This theorem gives a qualitative equivalence of the simulation-based definition
and the algebraized definition. Next, composing the two Li-norm constraints

yields HTTf — p’QfH < 8v and HTTg — p’2gH < 8v. This implies that f and g
1 1

are an approximate eigenvector of the two operators TT and TT, respectively.

Claim 2 (Approximate eigenvalue constraint) Suppose BSS(p’) C} , (X, Y)e",
then HTTf — p’2fH < 8v, and HTTg — p’29H A
1 1

Step 2: Effect of Markov operators on Fourier spectrum of reduction functions.
Let {¢o} and {1} be some Fourier bases for L?(2}}, m,®") and L*(§2}},7,®™),
respectively. As common in Fourier analysis, it is natural to look at the effect of
the Markov operators on the Fourier characters. However, we don’t know how to
control the behavior of TT¢, and TTt,. To circumvent this bottleneck, we take
a detour and look at the effect of these operators on the orthogonal (Efron-Stein)
decomposition. Let f = ngn] f=% and g = ngn] g~ be the orthogonal de-
composition. [39] showed that the decomposition has two important properties:
(1) it commutes with the Markov operators (Proposition 5) and (2) the higher
order terms in the decomposition of TTf = ng[n] (TTf)=° have significantly
smaller Ly norm compared to the Lo norm of the corresponding higher order
terms in the decomposition of f (Proposition 6 and similarly for TTg and g).
This help us first to rewrite

(TT)75 = (TT)=5 =TT, and (TTg)~5 = TTg~*,
and then bound them as:

ITT=5], < 25 flly,and || TTg=%|, < p**|lgll,

Step 3: Fourier concentration, low total influence, and junta properties of reduc-
tion functions. Those inequalities above together with the connection between
orthogonal decomposition and the Fourier decomposition (Proposition 7) yields
that Fourier spectrum of f and g are concentrated on low-degree terms.

Theorem 3. Suppose there exist reduction functions f: 2} — {£1} and g: 2} —

{£1} such that BSS(p’) E‘}’g (X,Y)®" for some 6 > 0.7 Then, the following
bounds hold.

_ : (1+p)?
WE[f] o= w%kﬂa)z S (ke — e O ond
W= Y G 0t

2(k+1) _ /2)\2
a: |a|>k (p(+) p/)

where k € N such that p* > p' > pFt+l,

5 Note that in general the operator TT (or TT) is not equal to the noise operator T,.
" It is possible that § depends on n.
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Observe that if the Fourier weight of a function is mostly concentrated on low-
degree terms, then the function has small total influence (Claim 3).

Claim 3 (Concentrated on low degree implies low influence) Let f be a
Boolean-valued function in L?(02™, u®m™). If W>F[f] < 6, then Inf[f] < k + nd.

In particular, when ¢ is sufficiently small, the total influence of reduction func-
tions f, g are constant (not depend on n). This allows us to invoke the Friedgut’s
junta theorem (Imported Theorem 4) and conclude that reduction functions are
close to some junta functions.

Step 4: Must be Perfect. Since junta functions f and § depend on a constant
number of variables, so does Tf and Tg. Observe that two distinct bounded
junta functions are always constant far (Claim 4).

Claim 4 (Distinct Bounded Junta are Far) Suppose h: 27 — {£1} and
0 02p — {£1} are two D-junta Boolean functions in L* (23, 7,) and L*(£2], ),
respectively. If Th # p'l, then there exists a constant c that depends only on
0, D,(X,Y) such that ||Th — p’éH2 > c. Similarly, if TL # p'h, then there exists
a constant d that depends only on p', D, (X,Y") such that | T¢ — p'hl|, > d.

In particular, if Tf # p'g, then they are constant far, which implies a constant
insecurity; similarly, if Tg # p’ f, then they are constant far, which also implies a
constant insecurity. Thus, it must hold that Tf = p'g and T§ = p'f. The junta
property of f, f and f are close, and E[f] is small imply that E[f] = 0. Similarly,
it holds that E[g] = 0. Therefore, f and g witness a perfect construction.

Proof of Theorem 3. Observe that ‘(Tff - p’2f)(x)‘ < 2,and ‘(TTQ - ,0’29)(:1:)‘ <
2 for every x by the contraction property of Markov operator and boundedness
of functions f and g. Observe that if a bounded function has small L; norm so
does its Lo norm square. Thus, we have

__ 2 _ 2
777 = 01| <26 and|[TTg - | <25 (1)
2 2
Let f = ngn] f:S be the orthogonal decomposition of f. Then, we have
__ 2 _ 2
HTTf - p'QfH = Z HTTf:S - p’2f:SH (Orthogonal property)
2 SCln) 2
_ 2
P Z HTTf:S — p/QfZSH (Property of norms)
S: |S|>k 2
_ 2
= Z ‘ H'I'Tf:SH2 - ,0'2Hf:SH2 ‘ (Triangle inequality)

S: |S|>k

By Proposition 6, we have HTTf:SH2 < p2|5|||f:SH2. This implies that, for
every S C [n] satisfying |S| > k,

7751, - o275, < (1 = 555, <. @
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where the last inequality follows from p2I8I — p/2 < p2(k+1) — 2 < 0 for every

|S| > k, and Hf:SH2 > 0. Thus, squaring both sides of inequality 2 for each
|S| > k yields

T S
S:|S|>k

. 2|8 212 =52
=S
S:|S|>k
= (P — )2 W]

WV

This together with the inequality (1) implies that W>*[f] < % w3

Similarly, it also holds that W>¥[g] < Wéﬁ% - §, as desired.

5.2 Statistical to Perfect: BES target

Consider a SNIS of BES(p") C% | (X, Y),%" where (X,Y) is an arbitrary joint
distribution, f € L*(2},m,®") and g € L*(£2;,m,%"). Step 2 and step 4 basi-
cally are the same as these steps in Section 5.1. So we shall discuss steps 1 and
3 only.

Step 1: Algebraization of SNIS and approzimate eigenvalue problem. We use a
similar idea as in [31] to extend the algebraization to arbitrary source.

Theorem 4 (BES target Algebraization of Security). For any p’ € (0,1),
and any joint distribution (X,Y), the following statements hold.

1. If BES(p') CY, (X,Y)®", then E[f] < v, Elg] < v,
[T9-e21], <

2. IfE[f] <v,Elg] < v, HTf —g||1 < v, and HTg — p’szl < v, then BES(p') E?’VQ
(X,7)®",

‘Tf—g”l < 4v, and

Claim 5 (Approximate eigenvalue constraint) Suppose BES(p') C% , (X, Y)®",

then HTTf - p’2fH1 < 8y, and HTTg — p’ngI < 8v.

Step 3: Fourier concentration, low total influence, and junta properties. When
the target is a BSS both the ranges of reduction functions are Boolean, so the
junta theorems can be applied for both functions. On the other hand, when
the target is a BES, the existing junta theorem for functions with more than
two values is not good enough for us. To overcome this barrier, we first use
the same idea to show that Alice’s reduction function f is close to a junta
function f*: 27 — {+1}, and then prove that Bob’s reduction function g is also
close to a junta function using the security constraint HTf* — ng < v. More

concretely, since f* is a junta function, so does Tf*. This together with the
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security constraint imply that g is close to a the junta function T f* whose range
is not necessarily {£1,0}. However, we can round each value of (T f*)(y) to the
closest value in {#1,0}. The rounded function is still a junta function and close
to the original function T f*. Therefore, g is close to the rounded junta function
by triangle inequality. We formalize this step at follows.

Claim 6 Suppose f*: (27} — {£1} is a junta function and g: 2, — {£1,0} is
an arbitrary function such that HTf* —g||1 < 6 for some 0 > 0. Then, there
exist a junta function g*: 2 — {£1,0} such that g is O(V9)-close to g*.

6 Estimation of Rate from arbitrary Sources

As a consequence of the statistical to perfect theorem (Theorem 1), we can lower
bound the rate by a positive constant, if it is feasible.

Corollary 2 (Constant Rate Lower Bound). Fiz a constant ¢ > 0, a source
(X,Y), and a target (U, V') € {BSS(p'),BES(p’)} for p’ € (0,1). If there exists an
infinite family of reduction functions {f,, gn} such that (U, V) E;iyfg)n (X, Y)®",
and v(n) < ¢/n, then the production rate R( (U,V),(X,Y) ) > 1/D for some
constant D = D((X,Y), 0/, ¢).

We note that the constant D is the number of input variables that perfect
reduction functions depend on. Next, we prove an upper bound the rate of perfect

SNIS.

Theorem 5 (Perfect Security Rate). Let (U, V) € {BSS(p'),BES(p')} for

p e (0,1). If (U, V)*™ E(}g (X,Y)f?n for somem,n € N, thenm/n < 1/|log, p'|

where o2 is the smallest non-zero eigenvalue of the operator TT for the source
(X,Y).

Remark 2. For the SNIS self-reduction of BSS or BES, [31] showed that p’ = p*
for some k € N and the rate m/n < 1/k matching our bound here since o = p,
where p is the maximal correlation of the source (X,Y). The ROLE distribution
has maximal correlation p = 1/4/2 and ¢ = 1/+/2. Thus, when (X,Y’) = ROLE,
the rate is upper bounded by 1/2. Our new construction realizes this bound,
demonstrating its optimality.

Proof of Theorem 5. We shall prove for the case (U,V) = BSS. The proof for
the case (U, V) = BES is almost identical. Suppose BSS(p')*" E?;a (X, 7)*"

for some m,n € N and (deterministic) reduction functions f = (f1, -, fm)
and §= (g1, ,gm). For p”" = p'™, there is a linear deterministic construction
realizing BSS(p”) C° BSS(p’). By sequential composition Imported Theorem 5,
it holds that BSS(p”) C° (X, Y)®". Let T, T denote the Markov operator and the
adjoint Markov operator associated with (X,Y). Note that TT is non-negative
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definite (see [49] for a proof). Let 1= X1 = Ay > ... > A\ = 02 > 0 are all non-
zero eigenvalues of TT. Then, according to Theorem 1, we have p//? = HZ:Z AFi,
where k; € N such that ZE:Q k; < n. This implies that

t
2 2
7= P =TI 2 Attt = g2leteth 5 gon
=2

Taking the logarithm of base o < 1 of both sides yields 2mlog, p’ < 2n which
implies that m/n < 1/log, p’ as desired.

7 Characterization of BSS/ BES from 2-by-2 Distributions

In this section, we present a more explicit characterization of BSS/BES from a
2-by-2 source. The following theorem states that SNIS of BSS(p’) from (X,Y"),, is
possible if and only if the source is a BSS(p) such that p’ = p* for some positive
integer k.

Theorem 6 (Characterization of BSS from 2-by-2). Fiz a 2-by-2 distribu-
tion (X,Y),, and also BSS(p').

1. If (X,Y), # BSS(p) or p' # p* for all k € N: There is a positive constant
¢ = c(p,p') such that BSS(p') C¥ (X,Y)®", for any n € N, implies that
v > c.

2. If (X,Y), = BSS(p) and p' = p*, for some k € N: There are positive
constants ¢ = c(p,p’) and d = d(p,p") such that the following result holds.
If BSS(p') CY , BSS(p)®", for any n € N, and v < c, then f is v:-close to
a reduction function f* and g is v?-close to a reduction function ¢* such
that BSS(p') €Y. ,. BSS(p)®". Furthermore, f* = g* is a k-homogeneous®
Boolean function.

Next, we show that SNIS of BES from a 2-by-2 source is impossible. This re-
sult implies that, for example, any construction of BES from a Z-channel with
randomized input has constant security.

Theorem 7 (Characterization of BES from 2-by-2). Fiz a 2-by-2 distri-
bution (X,Y),, and also BES(p'). There are positive constants ¢ = c(p, p’) such
that if BES(p') C% | (X, Y)®" for somen € N, then the simulation error v is at
least c. -

We shall first prove the Theorem 6, and then we provide a proof of Theorem 7
in Section 7.3.

Proof outline of Theorem 6. First, we show that if there is a statistical
SNIS of BSS(p) from (X,Y)®", then a perfect construction exists (Theorem 8).
Next, we characterize for which 2-by-2 distribution (X,Y") there exists a perfect-
SNIS of BSS(p') from (X,Y)®". Theorem 9 says that (X,Y) must be a BSS.

8 A function f: {#1}" — {#1} is k-homogeneous if all the terms in the multi-linear
expansion of f has degree k.
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Finally we conclude the proof by using the characterization of SNIS between
BSS distributions in [31].

Theorem 8 (Statistical-to-perfect of BSS from 2-by-2). Let p’ € (0,1) and
(X,Y), be an arbitrary 2-by-2 joint distribution. There are positive constants
c=c((X,Y)p,p), d =d(X,Y),,p), and D = D((X,Y),,p’) such that the
following result holds. If BSS(p') (. (X,Y)%’", for anyn € N, and v < ¢, then
f is v¥-close to a D-junta reduction function f*, and g is v%-close to a D-junta
reduction function g* such that BSS(e') CY. . (X,Y)™. Furthermore, p' = oF,
and WF[f*] = WF[g*] = 1.

Informally, there is a statistical SNIS of BSS(e’) from (X,Y) if and only if
(X,Y), = BSS(p) for some p satisfying p’ = p* for some k € N. Furthermore,
any statistical reduction functions can be error-corrected to junta ones that
witness a perfect construction.

Theorem 9 (Characterization of Perfect-SNIS of BSS from 2-by-2).
Suppose there exists n € N and Boolean functions f,g: {£1}" — {£1} such
that BSS(p') CY, (X, Y)®™. Then, the distribution (X,Y) must be a BSS(p)

such that p' = p* for some positive integer k < n.

As a consequence of Theorem 6, the rate for perfect SNIS of BSS from an
arbitrary 2-by-2 distribution is completely settled, while the rate for statistical
security (even if the source is BSS) is still open.

Corollary 3. If (X,Y) # BSS(p) for all p € (0,1) or p' # p* for all k € N,
then the rate of BSS(p') from (X,Y) is zero. Otherwise, it is shown in [31] that
the mazimum achievable rate is 1/k in perfect SNIS.

7.1 Statistical to Perfect

This section presents the proof of the statistical to perfect (Theorem 8) when
the source is a 2-by-2 distribution. The proof idea is similar to the general case.
For 2-by-2 distribution, we are able to characterize more precise the effect of
Markov operators on Fourier coefficients. We remark that Fourier basis and the
orthogonal Efron-Stein basis are the same in this case.

Proof Outline of Theorem 8. Consider a SNIS of BSS(p’) T} | (X, v),%"
where (X,Y) is a 2-by-2 distribution and f,g: {#£1}" — {£1}.

Step 1: Algebraization of SNIS and approximate eigenvalue problem. This step
is identical to the first step in the case (X,Y) is a 2-by-2 distribution discussed
in Section 7.1.
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Step 2: Effect of Markov operators on Fourier spectrum of reduction functions. If
TT and/or TT is equal to the Bonami-Beckner operator T, for some appropriate
~, which happens when (X,Y’) = BSS, then the T, operator scales f(S ) propor-
tional to 45!, which, in turn, solves the approximate eigenvalue problem nicely
as done in [31]. However, both TT and TT are not equal to T, in general. We
overcome this bottleneck by characterizing the effect of these Markov operators

on the Fourier coefficients as follows.

Lemma 1. Let {¢s}scpn be a biased Fourier basis for L2027, 7,8™), and {s}scm
be a biased Fourier basis for L*(£2',m,®™). Then, for any S C [n], it holds that

TTos = p"%l6s, and TTips = pl5lss.

Consequently, for any real-valued functions f € L*(X"™, 71,%") and g € Lz(QZ’}, 7, ®"),
the Fourier expansion of TTf and TTg is given by

TTf= Y p1f(S)¢s,and TTg= Y p**15(S)ys.

5C[n] SCn]

One can view this lemma as an analog/extension of T,xg = pl®lxg and Tf =

Sgpl® ‘f(S )Xs to correlated space. Intuitively, the TT and TT operator scales
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f(S) and g(S) proportional to p?°!| respectively. Lemma 1 is crucial to prove
the concentration of Fourier spectrum of reduction functions.

Step 3: Fourier concentration and junta properties of reduction functions. Recall
that the maximal correlation p is the square root of the second largest eigenvalue
of TT and TT as well, and {1, p, p*,...} are the set of all eigenvalues of the two
Markov operators as well (Proposition 2). Consequently, if p'° & {p2, p*,...},
then TTf and TTg cannot be close to p’ 2 f and p’ 29, respectively. When f and g
are Boolean functions, there will be constant gap between TT f and p’ 2 f, which
implies that the simulation error v is at least a constant.

On the other hand, if p’ i: p?* or equivalently p’ = p* for some k € N, for
any |S| # k, the weight on f(S) contributes to the gap between TTf and p'2f.
As a consequence, most of the Fourier weight of f is concentrated on S such
that |S| = k. We formalize this argument as follows.

Theorem 10 (Constant Insecurity or Close to Low Degree Junta). Sup-
pose that HTTf - p'sz = 01, HTTg — p'29H = 9. Then the following state-
1 1

ments hold.

1 If < pf < pt, then min(dy,82) = 2 min((p' — p?)2, (p/? — p?H1D)2).
2. If p' = p* for some k € [n], then there exists D = D(k) such that
a) The functions f and g are L, and % concentrated on
(1 )2p

—p?)%p (1-p
degree k, respectively. ~
(b) There exist Boolean degree-k D-junta functions f,g: {£1}" — {£1}

12
such that Hf - f” <o+ Dai)/4, and Hg—gH; <oy + Dog/4, where
2

-2 -2 .
01 = [@A_p2)2pik 01 and 02 = (1—p2)2pik 2.
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In the above claim, we use the Kindler-Safra junta theorem [34, 33] (see Im-
ported Theorem 3) to infer that f is close to a junta function from the Fourier
concentration property. The junta property is crucial to show the existence of a
perfect construction.

Step 4: Must be perfect. This step is similar to the step 4 in the general case.
Using the junta properties, one conclude that there exists a perfect construction.

7.2 Perfect-SNIS Characterization

In this section, we prove Theorem 9. We need the following result for the proof.

Claim 7 Suppose f is a Boolean function in L*({£1}", 7%") such that Wk[f] =
1. Then, the distribution ™ must be the uniform distribution over {£1}.

The following result is needed to prove Claim 7. First let us introduce some nota-
tion. Let f: {£1}™ — {£1} be a Boolean function. For each p € (0, 1), we write
a Boolean function f as f(P) when viewing f as an element of L?({£1}"), 7,®"),
where 7, is a distribution over {£1} such that 7,(—1) = p and 7,(1) =1 —p.
Observe that o = 2,/py/T — p is the standard deviation of the distribution.

Claim 8 IfWSF[f(®)] =1, then WF[f(1/2)] = WK[f()] /5?F where o = 2/p(1 — p).

Intuitively, this claim says that the Fourier weight measured over the p-biased
distribution on a particular degree is equal to the product of the Fourier weight
measured over the uniform distribution on the same degree and a power of the
standard deviation the p-biased distribution.

Proof (Proof of Claim 7). Let p := m(—1). It follows from Claim 8 that W*[f(P)] <
o?kFWE[(1/2)], Since f is Boolean it follows from Parseval identity that W[ f(1/2)] <
1,and so 1 = W*[f(P)] < o?* which implies that o = 1 and so p = 1/2. Therefore,
the distribution 7 is uniform.

Now we are ready to prove Theorem 9 as follow.

Proof (of Theorem 9). Suppose there exists n € N and Boolean functions f, g: {+1}" —
{#1} such that BSS(p’) E%g (X,Y)®". Then, applying Theorem 1 for insecurity
bound v = 0 yields p’ = p* for some k € N, and W*[f] = W¥[g] = 1, where p is
the maximal correlation of (X,Y"). By Claim 7, both the marginal distributions
75 and m, must be uniform distribution over {#1}. This implies that the joint
distribution (X,Y") is a BSS(¢) for some ¢ € (0,1/2). Using the fact that the the
maximal correlation of BSS(¢) = p and the result from [31], one concludes that

p=p".
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7.3 Proof Outline of Theorem 7

The proof of Theorem 7 is similar to the proof of Theorem 6 except that here
we again use the same idea that we applied in BES from arbitrary to deal with
the non-binary range of Bob’s reduction function. Again, we have a statistical
to perfect result. Similar to Theorem 9, we can show that the source must be a
BSS. We conclude the proof by using the impossibility result of simulating BES
from BSS even in the (non-secure) NIS due to reverse hypercontractivity.

8 Additional Results and Discussions

8.1 Necessary Condition on Eigenvalues

Theorem 11. Let (X,Y) be an arbitrary joint distribution whose Markov opera-
tor and adjoint are respectively T and T(l), and let (U, V') € {BSS(p'),BES(p’)}
forp' € (0,1). For any ¢ > 0, there are positive constants ng and d = d((X,Y), p’)
such that the following result holds. If (U, V) CY% | (X,Y)®", for some n > no,

and v < ¢/n, then p’2 = Hle N where 1 = A1 = Ao > ... > N\ are all

7 7

eigenvalues of (TT)M, and k; € N such that Si_, ki = n.

By the reduction of statistical to perfect (Theorem 1), without loss of gen-
erality, assume that BSS(p') £} , (X, Y)®". Theorem 2 and Claim 2 imply that

TTf=p 2 f. This means that p’ 2 is an eigenvalue of the Markov operator TT.
Suppose 1 = A1 > Ay > ... > A\ be all eigenvalues of (TT)(l), then it follows
from tensorization property of eigenvalues (Lemma 6) that p’ 2= H§=1 )\fi for
some k; € N such that k1 + ko + -+ - + k; = n, as desired. As a consequence, we

have the following result.

Corollary 4. There is no complete joint distribution in SNIS.

8.2 Decidability

Corollary 1 gives an algorithm to decide whether there is a statistical SNIS of
BSS(p') from (X,Y") with insecurity bound v(n) = O(1/n). In (non-secure) NIS,
[24, 17, 23] considered a different problem of decidability called gap decidability.
Given a constant 6 > 0, a source (X,Y) and a target (U,V), the goal is to
distinguish between (1) there exists a ng € N such that (U,V) can be non-
interactively simulated (not necessarily secure) from (X,Y)®™ with error at
most § and (2) for any n € N, any simulation of (U, V) from (X,Y)®" has
error at least ¢d, where c is some constant. The gap decidability of BSS from an
arbitrary source in SNIS is still open. We formulate this problem as follows.

SNIS gap decidability problem. Given any ¢ > 1,6 > 0, a source (X,Y),
and a target BSS(p’). Distinguish between the following 2 cases:

L. There exist ng € N and functions f: £27° — {£1} and g: £2}° — {£1} such
that SNIS of BSS(p) from (X,Y)®"™ has simulation error at most 4.
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2. Forany n € Nand f: 27 — {£1} and g: 2 — {£1}, SNIS of BSS(p) from
(X,Y)®" has simulation error at least ¢d.

When the source is a 2-by-2 distribution, our characterization solves this problem
and we know for sure it is a Yes instance when the threshold ¢ is less than the
constant in our Theorem 8. We conjecture the following “junta theorem over
correlated space” /“dimension reduction preserving security” that would help
to solve the gap decidability problem. In the following, we abuse the notation
and let T, T denote the Markov operator and adjoint Markov operator of both
(X,Y)®" and (X,Y)%".

Congecture 1. Given any 0 > 0, and f: 27 — {£1} and g: ) — {1} sat-
isfying E[f] < 6,E[g] < 6, Tf—p’ng < d and ||[Tg—p' fll; < 6, there exist
no = no((X,Y),p',d), functions f*: 20 — {£1} and g*: £27° — {£1} such
that

(1) [E[f*] - E[f]l <26, (id) [E[g"] — Elg]| < 26,
(iid) |[Tf* = p'g*||, < 26, and (iv) | Tg* — o' f*]|, < 26.

The conjecture holds true when the source is 2-by-2 and ¢ is a small enough
constant due to our characterization theorem.

The requirement that both f* and g* remains Boolean-valued functions is
unique to security constraint in SNIS. In contrast, the reduction functions in NIS
setting [24] only need to be bounded functions since they only need to preserve
the correlation (see Theorem 3.1 in [24]) not the security.

8.3 On Power of Non-linear Constructions

Lemma 2 (Non-linear constructions of BSS(1/2) from ROLE). There are
exactly 16 perfect non linear SNIS constructions of BSS(1/2) from two samples
of ROLE.

By implementing our exhaustive search algorithm, we found 16 perfect construc-
tions provided in Appendix E.3.

Lemma 3. There is a perfect non linear SNIS construction of BES(1/1/2) from
one sample of ROLE.

Next, we shall show that there is no SNIS construction of BSS(1/2)/BES(1/1/2)
from n independent samples of ROLE for any n € N.

Lemma 4. For any naming of the samples from the ROLE distribution, any n €
N, any SNIS of BSS(1/2) or BES(\/1/2) from ROLE®™ with linear reductions
has a constant simulation error.

We provide a proof of Lemma 4 in Appendix E.3

Corollary 5. Fix a constant ¢ > 0, then the following statements hold.
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1. There exists an infinite family of reduction functions {fn,gn} such that

BSS(p') E;(ng) ROLE®" and v(n) < ¢/n if and only if o' = 1/2% for some
keN.

2. There exists an infinite family of reduction functions {f,,gn} such that
BES(p’) " ROLE®" and v(n) < ¢/n if and only if p' = l/ﬁk for

_fnagn
some k € N.

8.4 Incompleteness of string-ROT

Garg et al. [21] initiated the study of one way secure computation (OWSC).
One of the results they proved was that the family of string-ROT is complete in
OWSC when considering negligible error. An open question in [21] was the com-
pleteness of finite channels in OWSC which has been recently solved by [2]. They
provide a construction of string-ROT using bit-ROT with inverse polynomial er-
ror. This means that bit-ROT can be used to realize randomized functionalities
with inverse polynomial error in OWSC. [2] also rule out the existence of any
complete finite channel when considering negligible error. [1] show that there is
no complete joint distribution in SNIS setting. We show that even the family of
string-ROT is not complete.

Definition 8. The £-bit string random oblivious transfer source, represented as
ROT(£), samples uniformly and independently random 1,z € {0, l}e and a bit
b€ {0,1}", provides Alice (x1,2), and provides Bob (b,xy).

In contrast to the completeness result in OWSC, we show that the family of
string-ROT is not complete.

Lemma 5. The family of string-ROT is not complete for SNIS.

This lemma follows from the fact that the maximal correlation of ROT(¢) =
1/+/2 for every ¢ € N (Claim 16) and the data processing inequality (Imported
Theorem 2).
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A More on Preliminaries

Proposition 8 (Maximal correlation of a 2-by-2 distribution). Suppose
2y =02y, ={x1} and 7(1,1) = a,7(1,-1) = b,n(-1,1) = ¢, and w(—1,—-1) =
d, where 0 < a,b,c,d <1 and a+ b+ c+d = 1. The mazimal correlation of
(X,Y) is the following:

lad — be]
p= :
V(a+b)(c+d)(a+c)(b+d)
Proof. When (2, = 2, = {£1} and n(1,1) = a,n(1,-1) = b,n(-1,1) =
¢, and w(—1,—1) = d, where 0 < a,b,¢,d < 1 and a+b+c+d = 1. Then

)
(1) =a+bn(-1) =c+d, my(1) = a+ ¢, m(—1) = b+ d. For any function
f e LP({£1},m,) and g € LP({£1},m,), we have

(To)(1) = = -g(1) + — -9(-1)
d
(To)(~1) = = -a() + —— - 9(-1)
THW) = == - JO) + = f(-1)
_ b d
(THEY =g FO A+ FD)
Note that, in this case, the maximal correlation of (X,Y") is
lad — be]

P et et datobrd

When a =d = (1+1)/4 and b = ¢ = (1 — v)/4, the operator T is the Bonami-
Beckner operator, denoted as T .

Lemma 6. Let {\;}]2 and {u;}_ represent respectively the set of all eigen-
values of the real matrices Amxm and By xy, then the set of eigenvalues of AQ B
is {Nipt; }imq joq- Moreover, if v 1s an eigenvector of A corresponding to eigen-
value A and w is an eigenvector of B corresponding to eigenvalue p, then v ® w
is an eigenvector of A ® B corresponding to the eigenvalue A - u. Furthermore,
if {vi}?_, and {w, }?:1 represent respectively a basis for the eigenspace of A and
B, then the set {v; @ w;}j_, %_, is a basis of the eigenspace of A® B.

Claim 9 (Contraction Property) Suppose T is a Markov operator. Then,
for any function g, we have || Tgl||; < |lg|l;-

B Examples: Markov operator, adjoint-Markov operator,
and Maximal Correlation

Maximal Correlation of BSS: For BSS with noise characteristics e, we have
T:T:F_gg].
e l—c¢
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The eigenvalues of TT are 1 and (1 — 2¢)?. Therefore, the maximal correlation
of BSS with noise characteristic € is p = 1 — 2¢ [56].

For BES with erasure probability e, we have

- 0 B 1 0
T= £¢ ,and T= |1/21/2
0 el-—c¢ 0 1

The eigenvalues of TT are 1 and (1 — ¢). Therefore, the maximal correlation of
BES with erasure probability € is p = /1 — e [56].

For ROLE, we have

1/21/2 0 0 12 0 0 1/2
1o 12172 0 - |1/21/2 0 0
T=10 01212 ™T=10 1212 0
12 0 0 1/2 0 0 1/21/2

The eigenvalues of

1/21/4 0 1/4
1/41/21/4 0
0 1/41/21/4
1/4 0 1/41/2

are 1,1/2,1/2,0. So, the maximal correlation of ROLE is y/1/2.

T =

C Other Imported Theorems

Imported Theorem 5 (Sequential Composition [31]) For joint distribu-
tion P,Q, and R, suppose we have

P E‘l;’g Q, and Q E;’g R.

Then, the following holds.
pPCyty R

=fof’,gog’

Imported Theorem 6 (Projection [31]) Suppose P,Q are two joint distri-
butions. Suppose P™ C%q Q. Then, it holds that P % Q.

Derandomization theorem: we had the following two derandomization theo-
rems where the second one is the one that we want to use:

Imported Theorem 7 (Derandomization: Feasibility results[31]) Let (X,Y)
be a complete joint distribution. Consider a randomized SNIS (U, V) C% (X, Y)*"
with na and ng Alice and Bob private randomness complexities, respectively.
Then, there exists a deterministic SNIS (U, V) E;iyg, (X,Y)®" such that (for
large-enough k € N)

n=k-nag+k-ng+n, and
V' = (na+ng)-exp(—O(k)) + v.
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Imported Theorem 8 (Derandomization of Reduction Functions[31])

Let (U, V) and (X,Y) be two joint distributions over U xV and X XY respectively
such that (U, V) is a redundancy-free joint distribution. Let n € N and v € [0,1].
Let R4 and Rp be two random variables defined respectively over Ra and Rp
such that R4 is independent of both Rg and X™; Rp is independent of both Y™
and Ra. Suppose there exist randomized reduction functions f: X" X Ra — U,
and g: Y" x Rp — V such that (U,V) CF (X, Y)®™. Then, there ezists a
constant y (which depends on the target distribution (U,V')), and (deterministic)
reduction functions f': X™ — U, and ¢': Y™ — V such that:

LUV (X YR,

2. SD (f(X™, Ra), f/(X™) < xvi and SD (g(Y™, Rp), ¢ (Y™)) <y X vi.

D Omitted Proofs

D.1 Proof of Claim 3

Let m be the size the domain {2. Applying Parseval’s identity for function f yields
> aensm f(@)? =37 W[ f] = 1. From the basic formula of total influence, we
have

n

Inf[f] =>_i- W]
k n
=D W+ D i W]
i=1 i=k+1

k n
<k WI[fl+n- Y WS
i=1 i=k+1
<k-14n-6,

which completes the proof.

D.2 Proof of Claim 6

Note that Tf*: £2," — [~1,1]. We define the function g*: £2," — {%1,0}
whose output is achieved by rounding the output of Tf* to the closest value
in {£1,0}. Since f* is a junta it follows that Tf* is also a junta. Note that

Pry.q, “g(y) —Tf*(y)‘ > \/3} < /0 and so ‘g* — Tf*|| < 2V6. Therefore, it
follows from triangle inequality that |lg — ¢*[|; < 2V + & < 3V/0.

D.3 Proof of Lemma 1

It suffices to prove the following claim.
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Claim 10 The following equalities hold.

Tos = p¥ - ds, and Tog = pl°! - g,

ad—bc

Vpa(l-p)(1—q)"
TTos = p”%l - 65, and TTyg = p?151 - 4.

Remark 3. The quantity p defined in the above claim has the same magnitude
as the maximal correlation of the joint distribution (X,Y’). When ad > be, it
is exactly the maximal correlation of (X,Y"). This result can be viewed as a
generalization of equation T,xs = o181 xg, where T, is the Bonami-Beckner
noise operator, and xs: {£1}" — {#1} is the function defined as x5 = [];c g 7:
(a Fourier basis over the uniform measure).

where p = Furthermore, the following equations hold.

Proof of Claim 10 In the following expressions, (X", Y™) is always sampled
from 7®™. For every z™ € 2", we have

"]

( ; )

Tys(z") = E[ps(Y")| X" =

yr ~<Y"\X"—xn>

f£
sy

1€S yir
= H ( (Claim 11)
€S
= pl¥lgs(z™)
Similarly, we also have Tog = plSlyg.
Claim 11 The following equation holds.
i — Li — Ko
E (yﬂy) _ . (u)
yivYi| Xi=x; Oy Oz
Proof. We do case analysis on ;.
Case 1: If x; = 1, the left hand side can be simplified as
E (yi—uy>: a 1—py b —1—p,
yinYi| X=1 oy a+b Oy a+b oy
_a 2(b+d) N b —2(a+¢)
Ca+b 2vbrdyatce a+b VbtdJate

ad — bc
(a+b)Vb+dva+c
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The right hand side can be rewritten as

<1—um) 2(c+d)
P Oy =7 2va + bve+d

B ad — be . (c+d)
 Va+b)(c+d)(at+o)b+d) Vatb/et+d
ad — bc
(a+b)Vb+dya+c

Case 2: If x; = —1, the left hand side can be simplified as

E Yi —Hy\ _ € .lf.uy_k d .*lfﬂy
c+d oy c+d oy

yinYi| Xi=—1 Oy
_ ¢ 2044 n d  —2(a+c)
ctd 2vb+dyate c+d Vh+dv/ate
B bc — ad
(et dVbt+dvate
The right hand side can be rewritten as
—1— e\ —2(a+0b)
""( o )""zmm
B ad — bc - —(a+b)
Vie+b)(c+d)(a+c)b+d) Va+b/e+d
_ bc —ad
(c+d)Vb+dya+ec

In both cases, it holds that Ey, vy, x,=x; (M> =p- (g”c:i‘”), which completes

Ty
the first part of the claim.
Next, we prove the second part of the claim.

TTos = T(Tos) = T(pls\ws) - p\S\ Topg = p\S\ 'P‘S%S _ p2|s|  bg

Similarly, it also holds that TTtg = p!®l¢5, which completes the proof.

D.4 Proof of Theorem 6

By Theorem 2, it holds that E[f] < v, E[g] < v, HTf — g||1 <dv,and ||[Tg — o' fll; <
4v. Applying triangle inequality for the the last two constraints yields HTT f=rf H S
8v. Now, consider two cases as follows.

Case 1: p't! < p/ < p! for some t € [n], then by the first case of Theorem 10,

= 2 1 . 2 2
[TTr =021 = 5 min((0” = 52, (0 = 2712,
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2t)2 2 2(t+1))2)

This implies that the insecurity v is at least 15 min((p’ 22 (pP—p

which is a constant.

Case 2: p' = p* for some k € N. Then by Theorem 10, there exist degree-k
D-junta functions f* ¢*: {£1}" — {£1} such that f* € L2({£1},7,), ¢* €
L2({£1}",m,), and

2
If =11l
2
lg —g7II>

o1+ Doy’", (3)
o2+ Doy*, (4)

where o1 = W 01 and oo = W -89, and WF[f*] > 1 — %,
WE[g*] > 1~ #)22,04’“' Using these facts and triangle inequality, it is easy to see
that f*, ¢g* witness a statistical SNIS of BSS(p’) from (X,Y)®". Next, it follows

from Claim 4 that f*, g* witness a perfect SNIS of BSS(p) from (X,Y)®", and
W] = WFlg"] = L.

D.5 Proof of Claim 4

Since h is a J-junta function, so does Th. Observe that Th is bounded function,
that is, |(Th)(z)| < 1 for every = € {1}. Note that p’ -  is also a bounded J-
junta function because ¢ is a Boolean J-junta function and p’ € (0, 1). Therefore,
if Th # p' - £, then HTh —p - €H2 must be a constant value that depends only on
J e’ (X,Y).

Proof of Theorem 10. First, note that TT is a Markov operator. Since
|(TTf)(z)| <1 and f(z) € {£1} for every x, we have

‘(Tff)(m) - p’2 . f(x)‘ <1+ p'2 < 2 for every z.
It implies that

[777 -7, =B [TTH@ - 0 5] < 28| (TTHE) - 0 1) < 20

Now, consider 2 cases as follows.
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Case 1: If p't < p’ < pt for some ¢ € [n]. We have

_ 1) — 2
HTTf - p/2fH1 > 5| - p’2fH2 (Claim 1)
2
1|_— ~ ~
=35 TT| D F®es | =0 | 3 F(S)ds
5C([n] 5C[n] 2
(Fourier expansion)
2
1 ~ _
= 3|1 22 Fs) (TTos — %)
SC[n] 2
(Linearity of Markov Operator.)
2
1 .
=3 Z ( lpg — P’2¢S> (Claim 10)
SC[n 2
= Z (P = ") 1(5)°
SCln
(Orthonormahty of Fourier Basis)
> Smin((p? — 202 (0 - 20 Y f(s
5Cn]
= lmim((p’2 —p?H)2, (p) = pPtt)H2) (Parseval)

2

2|S| _ 2

Case 2: p' = p* for some k € N. Observe that ‘p 2(k+1) _ p2k| for

any |S| # k. Therefore, we have

o~

Z (pg(k+1) 702]6)2‘]“(5)2 < Z (p2\5'| *p%)Qf(S)Q

S:|S|#£k S:|S|#k
= > (= RSy
SC[n]
-
=TT =r71|,
< 26.

This implies that W#¥[f] = ZS 1k F(9)? < =2, as desired. Similarly, it
also holds that W7*[g] < m Finally, by Imported Theorem 3, there ex1st

Boolean degree-k D-junta functions f,§: {£1}" — {£1} such that

o1 + Dof/‘*, and |lg - g5 < o2 + Do3/*

2
7Where g1 = W '61 and 09 =

W 02, which completes the proof.
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D.6 Proof of Claim 8

Let xs(x) = [[;cq ®: be the Fourier basis of L*({£1}", 71 ,2®"). Let ¢g(z) =
[Tics (22) be the Fourier basis of L?({£1}",7,%"). We use these two bases
to express the same function f in two different ways. Since WSF[f(P)] = 1, we

have f(;)(S ) = 0 when |S]| > k. Therefore, we have the following:

f(z)=fP(x pr) H< 0#)

|S|<k icS
fa)= 1 @) = 3 RS [[ =
SC[n] ieS

This implies that W(S’) = U%]T(;)(S) for every S C [n] such that |S| = k.
Therefore, we complete the proof by

WHFA2) = S Fa7E(s e Z 7 :ﬁwk[ﬂ )].

|S|=k |S|=k

E New Constructions

E.1 SNIS of BSS from a 3-by-3 distribution

v=+1| v=-1

0 1 2
uw=~+1]0| 3/8 [1/12[1/24
1] 1/12 |3/16|1/16
2[ 1/24 [1/16]1/16
Table 1. SNIS of BSS(¢' = 1/4) from one sample of a distribution (X,Y’) over X x Y
where |[X| = |Y| = 3.

u=-—1

Suppose Alice has (a1, b1) and (as, b2), and Bob has (c1,d;1) and (eg,ds) such
that d; = a;c; ® b;. We are using bit representation {0, 1}.

E.2 SNIS of BSS from a 4-by-4 distribution

Let (X,Y) be the the distribution with the following probability mass distribu-
tion. One can verify that the above matrix has four eigenvalues \y = 1, Ay =
a+b—c—dA3=a+c—b—d,\y = a+d— b— c with associated eigenvec-
tors v; = (1,1,1,1),00 = (1,1,—1,—1),v3 = (1,—-1,1,—=1),v4 = (1, -1, -1,1),
respectively.
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alblc|d
blald|c
cld|alb
d|c|bla

Table 2. A 4-by-4 distribution, where a,b,c,d >0 and a+b+c+d=1/4

Claim 12 There is a perfect SNIS of BSS(e") from one sample of (X,Y) if and
only if p' = \; for some i € {2,3,4}, where p' =1 — 2¢'.

Proof. The forward direction follows from Theorem 11. For the backward direc-
tion, suppose p' = )\;, one can verify that the reduction functions f = g = v;
witness a perfect construction.

We can generalize this as follows.

Claim 13 There is a perfect SNIS of BSS(e’) fmm n samples of (X,Y) if and
only if p/ *HZ LA where pf =1 —2¢/, andzz 1ti=mn.

7 7

This claim follows from parallel and sequential compositions theorems.

E.3 SNIS of BSS from ROLE

Non-linear constructions. We list 4 constructions (following ROLE notation)
found by exhaustive search.

fi(ar,b1,a2,b2) = 0.5(—1 — (=1)* — (=1)* +
91(61,d1,62,d2) —05( ( 1)61 ( ) +
fala1,b1,a9,b0) =0.5(—1— (—=1)* + (—1)
g2(c1,di, c2,da) = 0.5(—1 + (1) — (=1)® —
fa(a1,b1,a2,b2) = 0.5(—=1+ (—1)** — (—1)
gs(c1,di, c2,da) = 0.5(=1 — (=1)*" + (—1)
fa(ar,br,az,b2) = 0.5(+1 — (=1)" — (=1)
g4(c1,dy,ca,ds) = 0.5(—1+ (=1) + (1)

Observe that if a pair of reduction functions (f,g) witnesses secure con-

struction, so does (f,—g), (—f,9), or (—f, —g). Thus, there are 16 perfect SNIS
constructions of BSS(1/2) from bit ROLE in total.

No linear construction exists. We show that there does not exist any linear
construction of BSS from ROLE.
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Definition 9 (Linear Construction). We say that there is a linear SNIS of
BSS(e) from ROLE if there exist reduction functions f,g: {00,01,10,11}" —
{1} such that BSS(e) E%g ROLE®" and at least one of the four sets

FHED M) g7 () g7 (D)

is a vector space over {0,1}, where the probability mass distribution of ROLE is
one the two following matrices corresponding to two different namings.

1/2 0 1/2 0 1/2 0 1/2 0
1/2 0 0 1/2 0 1/2 0 1/2
0 1/21/2 0 112 0 0 12
01/2 0 1/2 0 1/21/2 0

Reduction. Without loss of generality, we can change to the reduction func-
tion fyg: {+1+ 1,41 —-1,-1+1,—-1 — 1} — {£1}. So f,g witness a lin-
ear construction if BSS(e) CY ROLE®" and at least one of the four sets
F7HH+1), £71(1), 971 (+1), 971 (—1) is a vector space over {£1}. Here a set V C
{£1}" is a vector space if it is close under coordinate-wise multiplication.

Claim 14 Reduction functions f,g: {£1}?>" — {£1} witness a linear SNIS of
BSS(e) from ROLE®™ if and only if f = x5 or g = xs for some S C [n], where
xs(@) = [lies i

Proof. W.L.O.G, suppose f~1(+1) is a vector space. It follows from the algebraic
definition of SNIS that f must be a balanced function. This implies that f~!(+1)
is a vector space of dimension 2n — 1 of {£1}?", and f~!(—1) is its coset. It is
easy to see that f must be a non-zero character yg for some S.

There will be 4! = 24 different ways of naming the ROLE distribution, each of
them corresponds to a permutation of rows of the following matrix.

1/2 0 1/2 0
1/2 0 0 1/2
0 1/21/2 0
0 1/2 0 1/2

Using the claim above, we can see that linear function f or ¢ (in the vector form)
is the tensorization of the following basis functions (vectors) eq, e1, €z, €3, : {£1}2 —

{£1}.

ROLE =

eo(x) =1, e; = x1, ea(x) = xa, e3(x) = 21 - Ta.
Note that in the vector form e; = [1,1,—1,—-1]T,es = [1,—1,1,-1]T,e3 =
[1,—1,—1,1]7. Let 71,79, 73,74 be the rows of ROLE. Observe that
ri-e1=0,711-ea=1,71-e3=0
7"2’612077’2‘62:0,7”2'63:1
rs-e1 :0,7‘3'62:0,7"3'63:71

’I“4'€1:0,7“4~62=—1,’I“4'€3:0
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Suppose g is a linear function. Let p be a permutation of {1,2,3,4}. Let ROLE,
be the matrix obtained by permuting the rows of ROLE according to p. Let T
and T be the Markov and associated Markov operators of ROLE,. Since T is
a Markov matrix, Teyg = eg. From the observation above, it is easy to see that
Te; = [0,0,0,0]7, and both vectors Tey and Tes satisfy that two coordinates of
them are 0, one coordinate is 1, and the other is —1. This together with ¢ is {£1}-
valued function imply that for any non-constant linear function g, at least half
of the coordinates of the vector T f are 0. Therefore, | Tg—p'f|l, = 1 -1 =1/4.
Similarly, one can argue that if f is a linear function, then Hff — p’g”1 > 1/4.
The proof for BES is similar.

E.4 SNIS of BES from ROLE

In this subsection, we present a SNIS simulation of BES(\/1/72) from ROLE
(ROLE) with rate 1. Suppose Alice is given (a,b) € {0,1}* and Bob is given
(¢c,d) € {0,1}* where (a,b) and (c,d) is a sample of ROLE construction. Then,
the reduction function of Alice is f(a,b) = (—1)® and the reduction function of

Bob is g(c,d) = M

E.5 On in-completeness of string-ROT distributions

This section shows that even the family of string-ROT is not complete in SNIS.

Claim 15 For any ¢ € N, it holds that pp,(ROT(¢) = %

To prove this claim, it suffices this to prove the following result.

Claim 16 Let T and T be the Markov and assosiated Markov’s operator of
ROT (), respectively. Let Ay = Ay = ... = Aop, be the eigenvalues of the matriz
T-T, where L = 2¢. Then, it holds that A1 = 1, o, =0 and \; = 1/2 for every
1<i<2L.

Proof. Let I,, denote the n X n identity matrix. Let 1,, denote the n x n matrix
with all one entries. First, note that T - T is a 2L x 2L square matrix. One can
verify that

= - [ (@/2)-1.|1/20)-1
T 7= 2D 1 () T

Then, Claim 16 follows from basic algebra.
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