Solving Linear Inequalities over the Space of Convex Sets
& its Applications to Cryptography and Hydrodynamics

Abstract

Is a two-party function, possibly with randomized output, securely computable? We give
a finite procedure to answer this question, settling this foundational three-decade-old open
problem in secure computation and information complexity.

Beaver-Chor-Kushilevitz [CK89, Kus89, Bea89] answered this question for deterministic out-
put functions. Basu et al. [BKMN22a| recently gave a geometric characterization of randomized
functions securely computable with bounded communication complexity. Randomized functions
can have arbitrarily high communication complexity, even for fixed input-output sets [BKMN23].
Without an upper bound on the communication complexity, the decidability of the question
of whether a given two-party function with randomized output is securely computable was a
formidable challenge.

We reduce answering this question to proving specific lamination hulls are semi-algebraic.
Lamination hulls are an infinite union of recursively defined sets independently motivated by
the hydrodynamics literature. We connect this technical objective to solving a system of lin-
ear inequalities over convex sets in high dimensions, where inequalities represent the natural
containment relation. We present a Gaussian elimination-inspired algorithm to compute the
smallest simultaneous solutions to such systems. After that, using these solutions, we prove
that our lamination hulls are semi-algebraic.

Our technical solution introduces a novel set operator called positive geometric join. In our
application context, it characterizes algebraically well-behaved sets that generalize polytopes,
which we call hemihedra. The positive geometric join operator and hemihedral sets should
interest the broader mathematics and computer science community. These advancements should
help further information complexity investigations more broadly via the recently established
connection by Basu et al. [BKMN22a].
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1 Introduction

This work settles a long-standing open problem in the foundations of cryptography. To achieve
this, we develop new mathematical tools to solve systems of inequalities involving convex shapes in
high dimensions. The first is a new set operator that systematically helps reduce any system into
its “reduced row-echelon form.” After that, we identify well-behaved convex sets to characterize
the minimal solutions to such linear systems with respect to the partial order induced by inclusion.
Consequently, we show that certain classes of lamination hulls are semi-algebraic, resolving in
these cases an open problem in the study of lamination hulls, an important geometric object of
interest in the study of partial differential equations. These advancements should help further
information complexity investigations more broadly via the recently established connection by
Basu et al. [BKMN22a] and approach geometry problems in general.

Cryptographic application. Secure multi-party computation helps compute using sensitive
data. Consider the two-party information-theoretic setting with honest but curious adversaries:
Alice and Bob want to securely evaluate a function f: X x Y — RZ of their private inputs. Here,
f(x,y), is the output probability of z € Z when Alice and Bob have inputs z € X and y € Y,
respectively. (Note that we consider real-valued functions f, and our model of computation is the
Blum-Shub-Smale model [BSS89].)

Cryptographic question: Is there a secure protocol for the function f: X x Y — R4?

Beaver-Chor-Kushilevitz [CK89, Kus89, Bea89] answered this question for deterministic functions
— functions whose inputs fix their output. In its full generality, where output is randomized, this
foundational question has remained open for over three decades; c.f. [MPR13], [BKMN22b, Section
7], and [DP18, Section 1]. Investigating the information complexity of private-coin protocols at the
interface of security and information complexity has been challenging in general [Bra21, Weil5]. Re-
cently, Basu et al. [BKMN22a] made partial progress; they answered it when protocols are restricted
to a communication budget. However, the communication complexity of secure protocols could be
arbitrarily high even for small domains like X =Y ={0,1} and Z = {1,2,3,4,5} [BKMN23].

This work presents a finite procedure to answer the cryptographic question posed above.

Note that if a secure protocol exists for computing a given function f, then using the main result
in Basu et al. [BKMN22a] one can find it. The main technical challenge is to decide whether such
a protocol exists; i.e., to reject the no instances. (This is similar to the well-known halting problem
for Turing machines, which, in contrast, is recursively enumerable but not recursive.) In this paper,
we provide a finite procedure for deciding whether a secure protocol exists for computing any given
function. The running time depends solely on the cardinalities of X, Y, and Z.

Lamination hulls. Lamination hulls are geometric objects that arise naturally in our procedure
to answer the cryptographic question discussed above. Lamination hulls are subsets of R¢ and are
parameterized by a set A C R%. Beginning with an initial set SO C RY, recursively define the
following sets for i € {0,1,2,...}.

SO+LA) { a-P+(1—a)- P : PP eS8 aec0,1], and P—P €A } . (1)
The following set is the lamination hull of the initial set S(OA).
st = | st (2)
i€{0,1,2,... }



Figure 1 illustrates the evolution of the lamination hull with an example.

SO0 SN SN SG) SN
Figure 1: 2D Tartar square. Consider A = R x {0} {J{0} x R € R?. The figure illustrates
the evolution of the sets SO — SMA) 5 ... This specific A ensures that, for any two axis-

aligned points P, P’ € S (&:4) | the line segment PP’ is added to the set S (i+1.A) | These sets stabilize
S6A) = §(4A) for all i € {4,5,...}. For this example, the lamination hull S(>A) = S(&A),

Broader contert. Lamination hulls appear naturally in many applications, beyond modeling
interactions between agents [BKMN22a]. When A = R¢, the lamination hull is the convex hull of
the initial set, and computing convex hulls of finite subsets of R is a problem of great interest in
the field of computational geometry [Mat02]. With other choices of A, lamination hulls play a role
in the calculus of variations and the study of nonlinear partial differential equations underlying
incompressible porous media [CG07, DLSJ09, CFG11, HL21]. An important special case that is
important in the theory of PDE’s is when A is the cone of rank-one matrices in the vector space
of real matrices of a fixed size, and the corresponding lamination hull has been studied extensively
under the name rank-one converity [Bal90, S93).

In a paper that is most closely related to our work, Matousek and Plechac [MP98] investigate
geometric properties of lamination hulls for various A; one being the union of the coordinate axes.
The corresponding lamination hull is called “functionally separate convex hull.” They prove that
the evolution of the sets S(OA) — SLA) _y §(2.A) ... gtabilizes in a finite number of steps.

In this paper, we will prove that the hull S(>4) is semi-algebraic for a specific A C R that
arises in the context of secure computation protocols (semi-algebraic sets are defined in Section 1.1).
Our A is the union of the orthogonal complements of the coordinate axes. For the d = 2 case,
our A coincides with the one considered by Matousek and Plecha¢ [MP98]; beyond that, our
problem becomes significantly more challenging because the evolution of sets for our A need not
stabilize [BKMN23|.

The general problem of computing lamination hulls for arbitrary A remains open and is a difficult
problem. Indeed, very recently computing descriptions of lamination hulls was posed as an open
problem at the Oberwolfach Workshop on “New Directions in Real Algebraic Geometry” [BKNV23,
Page 20].

Our techniques are completely new, leading to intermediate problems of independent interest
(solving systems of inequalities whose unknowns are convex subsets of R?)), and we hope these new
techniques can help solve the A-lamination hull problems for other sets A of interest. Our result
answers the cryptographic question due to the connection established in [BKMN22a].

Connecting lamination hulls and the cryptographic application. We denote the cardi-
nality of a set S by card(S). Let X,Y,Z be finite sets, and let A* ¢ Reard(X)+card(Y)+card(Z) 1,0
defined as follows.

AF = Rcard(X) x {0}card(Y) % Rcard(Z) U {0}card(X) % Rcard(Y) % Rcard(Z)‘ (3)



Basu et al. [BKMN22a] proved that for any given function f: X x Y — R, there exists
(an effectively computable) point Q(f) € Reard(X)+eard(Y)+card(Z) “guch that f has a c-bit secure
protocol if and only if Q(f) € S (@A) for some appropriately defined initial set S(>A"). Therefore,
to answer our cryptographic question, it suffices to test the membership of the query point Q(f) in
the lamination hull S©A") defined in Equation 2.

Paper organization. Below, Section 1.1 summarizes our contributions and Section 1.2 presents
a high-level overview of our proof strategy for Theorem 1, our main technical result. Section 3 and
Section 4 contain the main technical details of our research. However, due to space constraints in
this draft submission, Section 1.3 and Section 1.4, respectively, present an abridged version of these
technical sections. The appendices have all the (remaining) technical results. Section 2 presents
some representative (long-standing) open questions in geometric crypto-complexity and geometry.
The presentation in the rest of the paper is entirely geometric.

1.1 Owur Contributions

We prove the following technical result.

Theorem 1 (Answering Membership Queries in Lamination Hull). Fiz arbitrary a,b € {1,2,...}
and ¢ € {0,1,2,...}, and define

A = R? x {0}° x R¢ U {0} x R® x R,

Consider any finite initial set of points S(ON c ROVt and a query point Q € R¥HH¢. Figure 3
presents a finite procedure determining the membership of Q € SN

The recursive construction of Equation 1 for this specific parameter A adds any convex-linear
combination of any two points P and P’ if (and only if) their first a coordinates or the following b
coordinates are identical. Two corollaries of this technical theorem are immediate.

Corollary 1 (Secure Protocols for Functions). Given any randomized output function f: X XY —
RZ, a finite procedure can determine if it has a secure protocol. If such a protocol exists, it constructs
one with the minimum communication complexity. Otherwise, it presents an obstruction to security.

The time complexity of our membership algorithm is an elementary recursive function of
card(X) 4 card(Y') 4 card(Z); optimizing it isn’t the focus of this work and is left as an open
research direction. In the cryptographic application, as is the convention in that line of work, the
input-output sets have constant size, so our procedure’s running time is (an enormous) constant.

Proof of Corollary 1. Consider a two-party randomized output function f: X x Y — RZ. If f
has Kilian’s obstruction [Kil00], then f does not have a secure protocol. Henceforth, assume that
f does not have Kilian’s obstruction. In this case, Basu et al. [BKMN22a| constructed a point
Q(f) € Retb+e [BKMN22a, Equation 7], where a = card(X), b = card(Y), and ¢ = card(Z), and
an initial set S(>A) C Retb+e [BKMN22a, Equation 5], where A = R® x {0}® x R® |J {0}* x
R’ x R¢. They proved that f has a secure protocol with communication complexity (at most)
c € {0,1,2,...}, if (and only if) Q(f) € SN, Therefore, f has a secure protocol if (and only

if) Q(f) € Sloh) = U S@A): Theorem 1 gives a procedure to test this membership. Consider
>0

the case when the query point Q(f) is outside the lamination hull. In that case, there is no secure

protocol, and the description of the lamination hull and the query point certifies the obstruction to



security. On the other hand, if Q(f) is inside the lamination hull, then iterate over ¢ € {0,1,2,...}
and identify the minimum communication complexity protocol for f using [BKMN22a, Theorem
2]. O

A subset S C R? is a semi-algebraic set if S is a finite union of sets defined by a finite number
of polynomial equations and inequalities (also called basic semi-algebraic sets).

Corollary 2 (Lamination Hull is Semi-algebraic). Fiz arbitrary a,b € {1,2,...}, c € {0,1,2,...},
and define A == R*x {0} xR¢ |J {0}* xRCxR®. For any finite initial set of points SO ¢ Ra+b+e,
the lamination hull S©N is a semi-algebraic set.

Computing the lamination hull for general A is an open problem; in particular, it was also open
for the specific A considered in Corollary 2.

Proof of Corollary 2. Each procedure step in Figure 3 is either computing a polynomial or branch-
ing according to the sign of a previously calculated polynomial. This procedure is a computation
tree testing membership in the lamination hull. Since the tree is finite, each path to a leaf node
corresponds to a basic semi-algebraic set. There are only finitely many leaves, so the lamination
hull is a union of finitely many basic semi-algebraic sets. Therefore, it is semi-algebraic. O

Summary of our technical contributions. We introduce far-reaching generalizations of tech-
niques to solve systems of linear inequalities over the semi-ring of arbitrary conver subsets. Our
cryptographic applications need an accurate estimate of the solutions to these systems. Existing
techniques significantly overestimate their solutions, which would lead to mistakenly identifying
insecure functions as secure—a catastrophic blunder.

For example, when solutions are restricted to polytopes,' the cancellation law for the semi-ring
of polytopes can recover the smallest solution for a system with one unknown.? However, solutions
to some systems modeling our application scenarios are not polytopes [BKMN23]; apriori, they
need not even be tame (like semi-algebraic sets). Iterative techniques in formal languages (such as
those in [KS86, SS78]) have investigated the evolution of recursively constructed systems in the
limit. Taking the limit introduces spurious points in the solution, which, again, overestimates the
solutions.

We introduce a new set operator to address these shortcomings: the positive geometric join of
two sets. This operator allows for accurately and succinctly representing the smallest solution of
a system of inequalities (in several unknowns) and reasoning about them. We develop a Gaussian
elimination-inspired algebraic technique to incrementally simplify the system of inequalities while
preserving their smallest solution. After performing these simplifications, the algebraic representa-
tion of the smallest solution becomes obvious. In our applications, these solutions have a special
structure; they are convex sets expressible as the finite unions of the relative interiors of polytopes
(see Figure 16 for examples), which we call hemihedra.

1.2 Proof Overview of Theorem 1

This presentation below is a (very) high-level overview of the technical ingredients of proving
Theorem 1; use Figure 2 for reference. To begin, we identify finitely many grid points G C R® x R®.

' A polytope is the convex hull of a finite number of points [Crii03].
2The cancellation law for polytopes states that for any two polytopes X and Aand 0 < p <1, X D p-X+(1—p)-A,
if and only if X D A. [jh].
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Figure 2: High-level overview of our work. [BKMN22a] reduced the cryptographic question to a
specific lamination hull computation; the rest is this work’s contribution.

Instead of reconstructing the entire lamination hull S©>") our strategy is to compute the restriction
of the lamination hull to these grid points. For any grid point g € G, define the restriction

S(“’A)‘g = { (g, w) € SN } (4)

We prove a structural lemma (Lemma 3) to determine the membership Q € S from these
finitely many restrictions

{S@mtzgeg}. (5)

First, we prove that these restrictions S(O"’A)’ are convex sets, where ¢ € G. Next, to compute
them, we introduce unknowns X, for each grid point g € G, where each unknown represents a
convez set in R¥tb+e. Next, Section 4.3 defines a system Z of linear inequalities involving these
unknowns using the natural containment relationship among convex sets. For example, the linear
inequality
X, = 1 - X+ g A
773 7903

represents the semantics that “the convex set X, contains the Minkowski sum of the convex set
% - Xy and the polytope % - A Here, X, and X, are unknowns representing convex subsets,
and A is a polytope (to be thought of as a constant). Suppose (Xé*) t g€ g) is the smallest
simultaneous solution to this system Z of inequalities. Then, we prove that S(W’A)‘g = Xg(*), for
all g € G, see Lemma 4.

Finally, we present a procedure for finding the smallest simultaneous solution of any system
of inequalities — the technical workhorse of our work. We present a Gaussian elimination-inspired
algorithm that outputs an algebraic expression for the smallest solution of any system of inequalities.
These smallest solutions are certainly not polytopes (see the example in Appendix K). In fact, at
the outset, it is unclear that the smallest solutions should even be semi-algebraic. What type of
convex sets are they?

To this end, we introduce positive geometric join, an operation on two sets A and B that
contains all the relative interiors of line segments ab, where a € A and b € B. For finite A and



B, which is the case in the cryptographic application, the smallest solution is expressible as the
finite unions of the relative interiors of polytopes; we call such a set hemihedron. In particular,
hemihedral sets are semi-algebraic.

1. Determine the grid points G C R from the initial set of points S©A) C Retb+e ysing
Equation 20.

2. Construct the appropriate system of linear inequalities Z with unknowns {X,: g € G} as
presented in Figure 8.

3. Theorem 2 computes the smallest simultaneous solution (Xg(*): g€ g) for the linear system
of inequalities Z using the procedure in Figure 4.

4. Define the restrictions S = X é*) for every grid point g € G.

5. The structural lemma (Lemma 3) determines the membership Q € S from the restrictions

{S(mug : geg}.

Figure 3: Algorithm for determining the membership of @ in the lamination hull S(>°4),

Appendix J estimates the run-time of the algorithm in Figure 3. In particular, Equation 43
presents the running time to answer the cryptographic question.

1.3 Abridged Version: Solving System of Inequalities

This section is an abridged version of Section 3, which develops the theory underlying the procedure
to find the “smallest simultaneous solutions to a system of inequalities.”

Let us begin with an example to motivate the general research questions and introduce the
technical challenges. Consider two arbitrary sets P,@Q C R (interpret them as constants) and an
unknown X representing a convez set in R%. We are interested in enforcing two constraints:

1. X contains P, and

2. X contains the midpoint of every segment with one endpoint in X and the other in Q.

The first constraint is encoded as “X > P” and the second constraint is encoded as “X >
% - X + % - @Q.” Here - denotes the scalar multiplication operator, + denotes the Minkowski sum
operator, and > denotes the containment relation. Together, we express them as the following
inequality:

1 1
X}P@<2-X+2-Q>, (6)

where @ denotes the union operator. In this work, we will call it a linear inequality over {X, P,Q}.

We say that X is a solution to the inequality above if the set X satisfies both constraints above.
We aim to identify the smallest solution (by the containment relation); how do we define it? A
crucial observation is that if X and X’ are both solutions to the inequality, their intersection is
also a solution. It follows that the smallest solution X* is the intersection of all solutions of this
inequality (see Equation 14).

In general, if the right-hand side of the inequality does not depend on the unknown, then the
smallest solution is the convex hull of the right-hand side. How do we determine the smallest
solution of an inequality whose right-hand side depends on the unknown? Observe that any con-
vex set containing P and () is undoubtedly a solution. Equivalently, any convex set containing
conv(P @ Q) is a solution, where conv(-) represents the convex hull operator. Thus, it is natural
to wonder: is conv(P @ Q) the smallest solution of the inequality? As will be illustrated below,
conv(P @ Q) is not the smallest solution.



The smallest solution of even simple systems may not admit easy descriptions.
To introduce the subtleties, let us investigate the smallest solution of this inequality
for specific instantiations of P and Q. Suppose P = {A} and Q = {B} are 4 B
singleton sets. The smallest solution is the union of (1) the singleton set {A} and

(2) the relative interior of the line segment AB. This set is illustrated on the right.
The smallest solution is not a closed set even in this elementary set- P

ting. Among all closed sets, the smallest solution is indeed conv(P @ Q)
when P and @ are closed as well; this is the well-known cancellation law
for closed convex sets [jh]. The challenge is to find the smallest solution
over all convex subsets of R? — they need not be closed. It becomes even
more challenging to characterize for more complicated instantiations of
P and Q; for example, consider P and @ illustrated on the right.

Here, P is the red ellipse and @ is the blue ellipse. The smallest solution
for this instantiation is their convex hull, except for the dashed part of

@’s boundary. Worse still, P and () themselves may not be closed.
To succinctly represent the smallest solution, we introduce our positive geometric join operator:

PiQ = {)\-Aqt(lf)\)-B: AeP,BeQ,Ae(o,l)}.

In particular, if P and Q are semi-algebraic, then P % Q is also semi-algebraic via effective quantifier
elimination. Using our new operator, the smallest solution is succinctly represented by

X* :conv<P &) PiQ);

this is our new cancellation law over convex sets. To summarize, the smallest solution of our original
inequality X > P &® (% - X 4+ % . Q) is the smallest solution of the following new inequality:

X>PoPxQ. (7)

Although we eliminated the unknown from the right-hand side of the new inequality, it is no longer
linear over {P,Q}, a pyrrhic victory. When solving systems with more than one unknown, the
smallest solution of X may need to be “substituted” into other constraints, and, after substitution,
those constraints won’t remain linear any longer.

To this end, we investigate a generalization where the right-hand side of the inequalities in
a system are polynomials, not just linear. We have seen above that although the initial system
has linear inequalities, the intermediate systems may involve polynomial inequalities (including
the smallest solution). For example, P is a linear monomial and P%Q is a degree-2 monomial,
and their sum is a polynomial. At this abstraction, we manipulate and simplify these polynomial
systems while they continue to be polynomial systems; refer to Section 3.1 for a formal definition.
We extend the concepts of (1) smallest solution, (2) cancellation law, and (3) substitution to
polynomial inequalities.

System of inequalities. In general, we consider a system of inequalities involving constants
Pi,..., P, C R% and unknowns X7i,..., X, € R% The j-th inequality represents the constraints
for the unknown Xj, for j € {1,...,n}. The right-hand sides of these inequalities have a spe-

cialized form, which we call polynomials over the set of constants and unknowns. So, a system

of inequalities is represented by {Xj > gpj(Q)}‘ L)’ where ¢;(£2) are polynomials over ) =
J1€1,...n

{X1,...,Xn, P1,...,P;}. Now, our aim is to find the smallest simultaneous solution (X7,..., X}).



Again, each X; will denote a convex set in R?, and the coordinate-wise intersection of all possible
solutions (X1, ..., X,) will represent the smallest solution. Even with two unknowns, characterizing
the smallest solution becomes unwieldy due to inter-dependencies among the constraints through
the unknowns; as illustrated by the working example in Section 3.

Remark 1 (Are we in the Tropics?). What we are referring to as polynomials in this paper can be
interpreted as polynomials (with monomials having fractional exponents adding up to 1) in tropical
algebraic geometry. Determining the smallest solution described above bears only a superficial
resemblance to tropical linear programming (see, for instance, [Jos21, Chapter 8]). While the
connection with tropical algebraic geometry is intriguing and worth pursuing further, tropical linear
programming does not solve our problem. The set-theoretic minimizer for our problem does not
correspond to a minimizer of a tropical linear function.

Solving a system of inequalities: Gaussian elimination. Suppose we start with a system [
over n unknowns. Our solution strategy constructs a new system I’ where the unknown X; does
not appear on the right-hand side of the inequalities; however, I and I’ have the identical smallest
solution. We emphasize that their set of solutions may be different; only their smallest solutions are
identical. Now, one can bootstrap from this procedure; it can be iterated to sequentially eliminate
the unknowns X1, ..., X,, from the right-hand side of the constraints while preserving the smallest
solution. Once all the unknowns are eliminated from the right-hand side, the final system of

inequalities will look like {Xj > (P, .. ,Pt)}‘ a }; here ;s are polynomials. Therefore,
71€11,...,n
with no unknowns on the right-hand side, there are no inter-dependencies among the constraints,

and the smallest solution is easy to compute: X; = conv(¢;(P,..., ) ), for j € {1,...,n}.
This formula for the smallest solution is independent of the specific instantiation of the constants
Py, ..., P,. Figure 4 presents our Gaussian-elimination inspired procedure.

If the constants are singleton sets, which is the case in systems arising from our cryptographic
application, X ]* is a finite union of the relative interiors of polytopes;® we call such sets hemihedra.
To see this, note that every monomial is the relative interior of some polytope for such constants.
Next, the polynomial (P, ..., ;) is a finite union of the relative interiors of polytopes. As a
result, its convex hull is also a finite union of the relative interior of polytopes.

In the sequel, we outline our procedure to eliminate X; from the right-hand side of all inequalities
— the last cog in our technical machinery. For intuition, consider the constraint being X; >
P& (% - X1+ % : Q) for the discussion below; our procedures work for general polynomials. Here
P and @ are sets that may depend on other unknowns Xo,..., X, and constants P,..., ;.. We
forego explicitly showing these dependencies to facilitate the presentation below.

1. Rearrangement (Lemma D.1): First, we standardize X;’s inequality. In our context, we prove
that our inequality X; > P& (% - X1+ % : Q) is equivalent to the inequality X; > P & X Q.
This inequality continues to be a polynomial inequality. Update the old inequality to this new
one; this change preserves the entire solution space.

2. Cancellation (Lemma D.2): Next, in this step, we will replace the previous inequality by X; >
P ® P Q. We prove that this updated inequality preserves the smallest solution, not necessarily
the entire solution space. After this step, the right-hand side of X;’s inequality does not have
X1; we will build on this progress next. This cancellation extends to polynomial inequalities.

3. Substitution: After this, our plan is to substitute “P @& PxQ” for X, where ever X; appears
on the right-hand side of X;’s inequality, for j € {2...,n}. If we successfully execute it, then

3We use the convention that the relative interior of a singleton set is itself.



X1 will be eliminated from the right-hand side of all inequalities in our system, and we will be
done.

However, defining this substitution is nuanced. Consider the following analogy. Suppose we have
a polynomial f(z,y) in two unknowns and we want to substitute y = g(x), another polynomial.
Then, simply erasing every formal symbol “y” in f(z,y) and pasting the polynomial “g(z)” in
its place does not give a polynomial in x; it needs to be expanded appropriately to arrive at
the final polynomial.* In our case, the algebra has four operators -, 4+, @, and *; Equation 18
defines how to perform this expansion carefully.

Operational realization. We give an iterative (possibly infinite) procedure to identify the small-
est solution. This alternative characterization of the smallest solution will help applications apply
these general research techniques to their research context, as illustrated in Section 1.4. Let us
revisit the original inequality X > P & (% - X+ % . Q)

We initialize X(©) = (). Suppose at time i € {0,1,...}, we already have some convex set X ¥,
We can substitute this set on the right-hand side and compute P & (% S X0 4 % . Q), and define
X (+1) a5 its convex hull. This produces a nested sequence X C X(+1) of convex sets and we
define its “limit” X(°°) = Ui>0 X @ We prove that X () is the smallest solution of the inequality;
in fact, X(*) is the smallest solution containing X9 (for arbitrary initialization).

For our example, we will have X(© = ¢, X() = P and X = conv( P& (22%1 - P+ (1 — 22%1) . Q) ),
forie {2,3,...}. As i — oo, X grows to the smallest solution P & P % Q.

Remark 2. For intuition, X(°) builds the smallest solution from the inside, growing every iteration
to its limit. This perspective will be helpful in the application of our theory. The previous “inter-
section of all solutions” characterization of the smallest solution whittles away from the outside,
and it is more amenable to algebraic approaches.

This iterative method generalizes to a system of linear inequalities over several unknowns. Ini-
tialize (Xfo)7 . 7X,(ZO)) = (0,...,0). After that, define XJ(.ZH) = COIIV( cpj(sz), . Xff), P,...,P) ),

for 5 € {1,...,n} and ¢ € {0,1,...}. The smallest solution Xj(oo) = Uso X](-l), for each
j € {1,...,n}. The evolution of these nested sets is significantly complicated when n > 1 (see
the evolution of these sets for our working example in Appendix A.3). Section 3.4 presents this
operational realization perspective on the smallest solution.

We want to emphasize a unique feature of this evolution when n > 1. The algebraic complexity
of describing the set X j@ can increase with 4; for example, it can be a polytope with i vertices. Yet,
we prove that the smallest solution X ](-Oo) has a finite semi-algebraic complexity. In our cryptographic
application, this feature allows us to determine whether a function has a secure protocol in constant

time, independent of its communication complexity. The time to recover the secure protocol with
minimum communication complexity, if there is one, depends on its communication complexity.

1.4 Abridged version: Lamination Hull Computation

This section is an abridged version of Section 4, which presents a finite algorithm to compute our
specific lamination hull.

4For example, substituting y = (x 4+ 1) in the polynomial z + 3 gives = 4+ (x 4+ 1)?, which is not a polynomial.
However, it is equivalent to the polynomial 2z + 2z + 1 after expansion.



Lamination hull definition. We start with a finite initial set S© ¢ R%, where d = a + b + ¢,
a,b € {1,2,...},and ¢ € {0,1,...}. Fori € {0,1,...}, the set SC*1 contains the line segment
PP’ for P, P’ € 8 whose first a coordinates or the next b coordinates are identical. Our objective
is to provide a finite semi-algebraic description of the S(9’s lamination hull S(°°) = Ui}[) S,

Reduction to computing a few restrictions. First, we construct a finite set of grid points
G C R**? such that given the restrictions {S (c00) |g 1 g€eqg }, we present an algorithm to reconstruct

the entire lamination hull S(°). Consider the following example illustrating our reconstruction
procedure. Suppose a = b = c =1 and consider

S© ={(0,0,0), (0,1,0), (1,0,0), (1,1,1) }.
Note that S(>) = 8@ and the following identity holds for any restriction:

S| —1—a)- 5<oo>‘

x7y

+x- S(‘X’)‘

0,y Ly

_(1—2). <(1_y) . 5(oo)’00+y. §(0) 01> . ((1_y) 3(oo)‘10+y.3<oo>’11>

_ o) 0o 0o o)

—(1-2)(1—y)- & >‘070 T (1—a)y- S >]0,1 ta(l—y)- S >)170 +ay- S )’1,1'

As a result, we have S = { (z,y,zy) : =,y €[0,1] }. The
lamination hull is illustrated on the right. Our reconstruction
procedure generalizes this principle. It partitions the lamina-
tion hull into regions where the restrictions of the hull behave
“similarly.” The regions are products of polytopes, generalizing
the rectangle [0, 1]2 above. It reconstructs any restriction of the
hull within a region from the restrictions of the hull at the grid
points on the region’s boundary using a strategy akin to the one
presented above. Identifying the grid points is non-trivial when
a > 2 or b > 2; Section 4 presents this construction and Figure 7
presents a non-trivial example for a = 2.

Computing the restrictions to grid points. We will construct a system of linear inequalities,
where the constraints are of the form “unknown > a finite union of linear constraints.” Figure 8
presents this procedure, and the sequel presents its underlying intuition. Our system will have an
unknown X, for every grid point g € G. The smallest solution of this system will give us & (0) ’g,

which will complete our S(>) construction.
Recall that the lamination hull is defined using a recursive construction that produces nested

sets SO C R, fori € {0,1,...}. We will explain how we add constraints to our system of equations.
Consider grid points g, g1, ..., g5 € G with identical first a coordinates.

Suppose g is the midpoint of two grid points g1, g2 € G (refer to the figure

on the right for this presentation). Then, for i € {0,1,...}, it is evident ; 9.5
that ) )
S(i+1)‘ will contain the set = - S®| +=.80| . o e
g 2 g 2 92 g4 9

As a result, the following constraint must hold. g. g.

3 2
)| s 1. g 1
$O| > 2.8 4.5
g 2 g2 2 92




We will add the constraint “X, > % - Xg + % - Xg,” to our system of inequalities. Next, note
that ¢ is also the barycenter of g3, g4, and g5s. We can reason that, for i € {0,1,...},

PO

; L0
g3

) 1 .
S(”Q)‘ will contain the set 3 S
g

Lz g5

i+1)

We emphasize that we are considering S (i+2) ‘g, not 8¢ e because the recursive construction of

S only adds the line segment joining two points. Still, it will be true that

L Loge] oL g

8<oo>‘ > L g0
g 3 g3

94 g
So, we add the constraint “X, > % - Xgy + % - Xg, + % - X7 to our system of inequalities.®

More generally, if g is in the relative interior of the simplex formed by k& grid points, we will
consider i 4 [logy(k)]. By Carathéodory’s theorem, we need to consider k¥ < max{a + 1,b+ 1} <
d + 1, a finite number nevertheless. All such spatial constraints are added to our system of linear
inequalities constructed in Figure 8.

Finally, we have some additional base case constraints in the system of Figure 8. For every
P e SO note that 8(0)}9 > {P}, where g is the first a + b coordinates of P. Thus, we add
“Xg = {P}” to our system.

To conclude, Lemma 4 proves that (8 (o) }g) G is the smallest solution of our system. To see
ge
this, consider the iterated method of constructing the smallest solution for this system introduced

by the operational realization perspective. It produces sets Xéi), for i € {0,1,...} and g € G. The
sets Xéoo) are identical to the sets S(m)‘g.ﬁ As a result, (S(m)|g) ; is the smallest solution of
g€

the system of linear inequalities we constructed.

2 Representative Open Problems

Basu et al. [BKMN22a| introduced a geometric framework to determine the communication com-
plexity of secure computation. Similar crypto-inspired complexity questions have engendered an
incredible motivation and opportunity to create new foundational mathematics. Lamination hulls
seem to be the right abstraction for capturing the cadence of information exchange between mul-
tiple agents; potentially, more generally, in the broader mechanism design literature (as evidenced
by the recent work [LSZ23]).

The current Basu et al.’s geometric framework [BKMN22a] models perfectly semi-honest secure
two-party protocols. Moving beyond perfect security, an immediate open problem is this question’s
statistical analog: Is there a secure protocol for f with communication complexity ¢ and < ¢
insecurity?

To clarify, the two constraints illustrated here are expressed as one inequality below:

1 1 1 1 1
Xg?(E'XmJFE'ng) D (g'ng+§‘Xg4+§‘Xg5)~

. For example, the sets X, éi) are convex; however, S| need not be
9 g

-7/

is sandwiched between Xg(i ) and Xg(l ), for appropriate i’ and i”/. Thus,
9

as i — 00, X' becomes identical to S

SWe clarify that ngi) is not identical to S

convex. Still, we prove that the set S

g9

11



Going by the state-of-the-art in deterministic secure computation [MPRO09], it is likely that one
cannot always increase communication to dial down the insecurity. In that case, can we determine
whether f has a secure protocol with < ¢ insecurity? Answering this question will require extending
our results to semi-algebraic initial sets, not just finite ones. Are there randomized functions that
don’t have perfectly secure protocols but statistically secure ones? There are no such deterministic
functions [MPRO09].

In the multiparty setting, the secure computability of even deterministic functions is not well-
understood, c.f. [CI01]. Essentially, reduction to the two-party case and partition arguments are
the only known techniques in this line of work. How can we extend the [BKMN22a] framework to
the multiparty setting where parties have secure point-to-point communication channels? Finally,
can we go beyond semi-honest security to, say, standalone security?

Beyond these, there are foundational open problems in geometry related to lamination hull
computation. For example, computing rank-one convex hulls, even proving their semi-algebraicity,
is an open problem. This problem corresponds to the lamination hull for A that is the code of
rank-one matrices of fixed size. It is an important problem arising in the study of non-linear
PDE’s [MP98]. Our new methods may potentially be useful in tackling this problem.

The mathematical tools we build — namely, computing the smallest solution of a system of
inequalities in the semi-ring of convex subsets of R — also have connections to tropical algebraic
geometry. The inequalities themselves can be interpreted in a certain tropical algebra. It would be
an interesting mathematical problem to pursue this connection further.

3 Solving System of Linear Inequalities over the Semi-Ring of
Convex Sets

Overview. This section will introduce systems of inequalities involving formal symbols (see Sec-
tion 3.1). These inequalities will be interpreted using an evaluation map introduced in Section 3.2;
the inequalities will correspond to containment relationships between subsets of R% under this map.
Under any evaluation map, our objective will be to identify the smallest solutions of a system —
smallest w.r.t. the containment relationship among sets produced by that evaluation map. To
that end, Section 3.3 will present a general Gaussian elimination-inspired algebraic technique to
formally transform a system of inequalities while preserving its smallest solution under any evalu-
ation map. After completing the transformation, the smallest solution will be easily characterized.
Finally, Section 3.4 will present an operational realization of the smallest solution targeting appli-
cations, including the ones in mathematics and cryptography considered in this work. The entire
presentation will include a working example to illustrate the abstractions concretely.

The formal algebra and the evaluation maps will involve four set operations. The first three
are the standard scalar multiplication, Minkowski sum, and wunion operators. The fourth one,
namely, positive geometric join, defined in Equation 12, is our work’s contribution, including the
conceptualization, definition, and recognition of its central role in solving this problem. This
operator is necessary for succinctly and accurately capturing the smallest solution, even if the
system itself could be specified without this operation. Furthermore, this operation facilitates
reasoning about the properties of these systems during transformations.

12



3.1 Notation: System of Inequalities
The set of all formal symbols is Q@ = {Xy,..., X,,, P1,..., P}. Here X1, Xo, ..., X,, are unknowns

and Pp, Ps,..., P, are constants. The set of all convex linear combinations of ) is denoted by:

CL(©) ::{Z)\w-w:forweﬁ,)\w20and Z)\wzl}. (8)

we weN

[A3%2

The “+” symbol above will represent the Minkowski sum operator, and the symbol will represent
the scaling operator.

A monomial M over CL(Q) is Ey % Ey%--- % Ej, where k € {1,2,...} and Ey, Es,...,E}, €
CL(©2). The “%” symbol will represent the positive geometric join operator (see Equation 12
below). Furthermore, the set of elements supp(M) = {Ei,Es,...,Ex} is the monomial M’s
support, and its degree deg(M) = k.

A polynomial ¢ over CL(?) is either O or My & Ms @--- My, for k € {1,2,...} and monomials
My, M, ..., My over CL(Q)). Here, the “@” symbol will represent the union operator. The set
of all monomials of a polynomial mono(p) = {M;, Ms,...,My}. For the ¢ = ) polynomial,
mono(p) = (). For example, the following identity holds for any polynomial (.

80 = EB ;)( E
MeEmono(p) Ee€supp(M)

A system of inequalities is a collection {X; > ¢;}; |, where ¢1,¥2,..., ¢, are polynomials over
CL(©2). The “>” symbol will represent the set containment relation.

Working example. We will use a concrete example to illustrate the concepts (as they appear)
in this section. Consider n = 2 and ¢t = 4. In this case, the set of formal symbols is 2 =
{X1, X9, P1, P», P3, P;}. Consider the following system of equations.

o (1 1
X1>2h @X1*<2-X2+2.p3>

o (1 1
Xoz2 P @ Xox <2.X1+2.p4>

The semantics of these equations and their properties are investigated under an “evaluation map”
introduced in Section 3.2 below; it will assign subsets of R? to these formal objects.

3.2 Evaluation Map

We will assign subsets of R?, where d € {1,2,...}, to the formal symbols in Q. Under this
assignment, the sequel defines how to evaluate polynomials. To begin, for two sets A, B C R¢ and
0 < p < 1, define the following set operators.

Scaling: p-A={p-x: xecA} (9

Minkowski sum: A+B = {a+b: ac Ajbe B} (10
Union: A®B = {x: z€Aorx € B} (11

Positive Geometric Join: AxB = {A-a+(1-N-b: 0<A<1l,a€Abc B} (12

~— ~— ~— ~—
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Here the -, +, and @ operations denote the standard scaling, Minkowski sum, and union operations.
The * is a specialized operation introduced by our work that represents the set of all points in the
relative interior of the line segment joining some points a € A and b € B.

Remark 3 (Geometric Join). The standard geometric join
A*xB = {A-a+(1—-X)-b:0<A<1l,ac A be B}

is homomorphic to the join AxB [MBZ* 03, 4.2./ Proposition]. Note that, in contrast, our definition
of * restricts to 0 < \ < 1, and, hence, the name positive geometric join. The geometric join, in
fact, can be expressed as AxB=A & AxB @ B.

Proposition 1 (Associativity of ). For any A, B,C CR?, (A%B)*C = Ax(BxC).

Lemma C.1 summarizes several properties of the four set operations above; one among them is
this associativity of *, appearing as Equation 31.

The relation A > B holds if and only if B C A. Let C4(R) be the set of all convex subsets
of RY. For example, ) € C4(R), any polytope in R? is in Cq(R), and the relative interiors of such
polytopes are also in C4(R). Given any A C RY, its conver hull, represented by conv(A) € Cq(R),
is the smallest convex set containing it.

We also define an equivalence relation on the set of subsets of R?. For A, B C R? we denote
A ~ B holds if (and only if) conv(A) = conv(B).

Consider X1, Xas,...,X, € C4(R) and arbitrary Py, P, ...,P; C R% We will assign X; = X,
for i € {1,2,...,n}, and P; = P;, for j € {1,2,...,¢}. Under such an assignment, we will define
our evaluation map.

Definition 1 (Evaluation Map). The evaluation of a polynomial ¢ over CL(Q2) with an assignment
X,P is

eval (¢ ; X,P) = ® * eval(E ; X,P),
Memono(p) E€supp(M)

where E = A - X1+ + Xy - Xpp+ Apg1 - PL 4+ + Ayt - P € CL(Q) and eval(E ; X,P) =
o N - X))+ (2221 Antj - Pj>. We clarify that here, ©_ " represents the Minkowski summation.
Specifically, eval(() ; X, P) = (.

Fix an assignment P for the constants. Then, X = (Xy,...,X,) € C4(R)" is a solution of
a system I of inequalities {X; > ¢;}iy, if X; > eval(p;; X, P), for all ¢ € {1,2,...,n}. Let
sol(I; P) C C4(R)™ denote the set of all solutions of this system I and constant assignment P.

Proposition 2. sol(I; P) # (.

Proof. Note that X1 =--- = X,, = U, where U is the convex hull of P &®- - - ®P,, is a solution. This
is because U contains the evaluation of any element in CL(2) with assignments that are subsets of
U. After that, the containment of monomials and polynomials is also immediate. O

For X,Y € C4(R)™, their intersection defined below is also an element of C4(R)".
XNY = (leYl,XgﬁYg,...,XnﬂYn). (13)
Proposition 3. If X,Y € sol(I;P), then XNY € sol(I; P).

This proposition extends to the intersection of an arbitrary number of solutions (possibly in-
finitely many).

14



Proposition 4. Consider an index set Z and solutions X(©) e sol(I;P), for every ¢ € Z. Then,
N X© € sol(I; P).
CeZz

Proof. For each ¢ € Z, and i € {1,2,...,n}, we have:

X9 > eval (% X(©), P) (Since X(© € sol(I; P))
> eval | ¢i; ﬂ XOPp|. (By Lemma D.5 and X© > N X(©)
ez ez

Thus, we conclude that [ XgC) > eval ((pi; N X(C),P) Therefore, we have the following for
ez ez
every i € {1,2,...,n}:

NXO) =X > eval [ i (| XO,P |,

ez . Cez ez

which implies that (] X(©) € sol(I; P). O
ez

This proposition implies that the intersection of all solutions in sol(/; P) is also an element of
sol(I; P) — the smallest solution of I.

ss(;P) = ﬂ X. (14)

Xesol(I;P)

Given a system [ and assignments of the constants P = (P, ..., P;), we aim to identify the smallest
solution of this system.

Intuition behind the * operation. First, let us elaborate on the evaluation of an expression
Ax B, where A,B C R%. When A and B are singleton sets, A« B represents the relative interior
of the line segment joining the two points. Likewise, for singleton sets A, B,...,C C R%, the set
A% Bx--- xC represents the relative interior of the convex hull conv(A® B @--- @ C).

In general (when A and B are not singleton sets), the set A% B is the set of all points that can
be expressed as A-a+(1—\)-b for some a € A and b € B. Intuitively, these points are in the relative
interior of the line segment ab for some a € A and b € B. Clearly, A* B is contained in conv(A & B)
and contains the relative interior of conv(A @ B). We do not know how to characterize this set
using other elementary set operators precisely. However, the set Ax Bx--- *C' is semi-algebraic
if the sets A, B,...,C are semi-algebraic, using standard quantifier elimination (see, for example,
[BPRon, Chapter 14]). These sets will be crucial to characterizing the smallest solution to our
systems with a succinct closed-form expression.

We note that even if the original system does not have % in the inequalities, its smallest
solutions may contain %. For example, the following system of equations, which does not use the
* operator in its inequalities, has a solution set identical to that of the example system we have
been considering.

15



1
Xi1>2P @ (2'X1+

1

4
1 1 1
Xo=>2 P @ <2'X2+4‘X1+-P4>

This fact follows from the property that X € Cy4(R) satisfies X > p- X + (1 — p) - A if (and only if)
X > XA, forany AC R and 0 < p < 1 (see Lemma D.4).

Working example. For illustrative purposes, consider d = 2. Here, C4(R) denotes the set of
all convex subsets of R?. Fix arbitrary assignment P to the constants. The semantics of the first
equation in our system is

X1 contains the set Py, and

o (1 1
X7 contains the set X7 x <2 - Xo + 3 -P3>
The semantic of the second equation is analogous. The smallest solution of our example system
has the following closed-form expression.

>* o

o (1 1 o (1 1
ss([; P)1 ZCODV<P1 © Ppx* (2'P2+2'P3) @ Ppx (2-P2+2'P3>

2 1

Z.p _.P

<3 3+3 4))
2 1

P _.P
(Grirs))

>* o

o (1 1 o (1 1
SS(I;P)2:COHV<P2 @ Pox (2'P1+2'P4> & P+ (2‘P1+2-P4>

Note that the formal expression for the smallest solution on the RHS is independent of the specific
constant assignment P used; the expression holds for any constant assignment. Our algebraic
approach to identifying the smallest solution of a system will also be independent of the specific
constant assignment. Determining the evaluation of the smallest solution will need P. The next
section presents a finite procedure to obtain their succinct closed-form expression.

Consider singleton sets P1, Py, P3, P4 for the intuition of the smallest solution; refer to Ap-
pendix A.1 for an illustration of an example. The set ss(I; P); is the smallest convex set containing:

1. the point in Py,
2. the relative interior of the line segment joining the two points in P and % -Po+ % - P3, and

3. the relative interior of the triangle formed by the three points in Py, % -Po + % - P3, and
2.P3+1 Py

Note that the union of the three sets above happens to be a convex set in this case. The set ss(I; P)s
is similarly defined. As we will see later, our Gaussian elimination-inspired solution methodology
will recover these solutions, albeit possibly with slightly different descriptions.

Remark 4 (Solutions Restricted to Polytopes). Consider the objective of restricting solutions
to polytopes (instead of allowing arbitrary convex sets). In this case, our positive geometric join
operator * is not needed to represent the smallest solution because the smallest polytope containing
the set Ax B is identical to the polytope containing A & B. Thus, “linear” polynomials (i.e.,
polynomials with only degree-1 monomials) can express the constraints for polytope solutions.
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3.3 Algebraic Characterization of the Smallest Solution

We introduce a Gaussian elimination-inspired algorithm to algebraically characterize the smallest
solution of a system I of inequalities.

Theorem 2. Let Q = {X1,..., Xy, P1,..., P} and Qp = {Py,...,P;}. Consider an arbitrary
system I of inequalities {X; > ¢;};—,, where ¢1,...,¢n are polynomials over CL(Q). Figure 4
presents a finite procedure to compute polynomials @7, . .., ¢k over CL (Qp) with the guarantee that

ss(I;P); = COHV( eval(¢}; P) ) for every j € {1,2,...,n} and constant assignment P.

Appendix E estimates the number of monomials and degree of these polynomials ¢7,..., ¢y ;
i.e., their “complexity.” Theorem 2 can be applied in certain very concrete situations to deduce
that if the members of the set Qp (using the notation in Theorem 2 belong to a certain class of sets,
then each so do each ss(I;P);,j7 € {1,2,...,n}. In particular, classes of subsets of R¢,d > 0, for
which the above statement is true include the class of all semi-algebraic sets, and more generally the
definable sets in any o-minimal expansion of the R ([vdD98]). We thus have the following corollary
of Theorem 2.

Corollary 3. When the constant assignments Py, ..., Py C R? are definable (resp., semi-algebraic),
the set ss(I;P); is definable (resp., semi-algebraic) for j € {1,2,...,n}.

More specifically, if Py, ..., P, are singleton sets, then the smallest solution is always a (finite)
union of the relative interiors of polytopes; we call such sets hemihedral sets.

We introduce additional notation to elaborate on this theorem, its proof, and our Gaussian
elimination-inspired algorithm.

Notation. For an unknown X € 2, let px be a polynomial over CL(Q2\ {X}). Given an
assignment X, P, the assignment (X, P) [X + ¢x] € C4(R)" is defined as follows:

conv(eval(cpx ; X, P) ), ifYy =X.

(15)
Y, otherwise.

(X, P)[X < ox]y = {

Here, Y € Q\ {X} can be a constant. Read this assignment as “X with the unknown X substituted
by px evaluation.” The intuition is to replace X x in the assignment X € C4(R)™ by the evaluation
of the polynomial ¢x, a polynomial that doesn’t depend on the unknown X.

Next, for a polynomial ¢ over CL(€2) and ¢x over CL(2\ {X}), we will define the polynomial
¢[X < ¢x] over CL(Q \ {X}). Our final target is to replace every occurrence of X with the
evaluation of px. However, formally substituting every symbol X in ¢ with the polynomial ¢x
does not yield a polynomial. So, we define this new polynomial with an identical evaluation for all
assignments; it is unclear that such a polynomial exists. First, for £ = (p X+ (1—=p)-F ) €
CL(R2), where 0 < p < 1 and E' € CL(2\ {X}), we define the following polynomial over CL(\
{X}).

FlX « = - F 1— .E'). 16
X epxd = & ko (- F+(1=p)-E) (16)

E[X+F]

Note that the £ +—— E[X <+ F] is a CL(Q2) — CL(2\ {X}) map. When E € CL(Q2\ {X}), this is
an identity map. For a monomial M over CL((2), define the following polynomial over CL(Q2\ {X}).

M[X < ox] = P * x  E[X+« F] (17)
Nemono(px )supp(M) Eesupp(M) Fesupp(N(E))
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Here N enumerates all possible supp(M) — mono(px ) functions; there are card (mono(p X))deg(M)

of them. And, N (E) is the evaluation of the function at E. Finally, for a polynomial ¢ over CL(2),
define the following polynomial over CL(Q \ {X}).

o[X « px] = @ M[X + ¢x]- (18)
M emono(p)

We will prove the following property of the substituted polynomial

Lemma 1 (Substituted Polynomial). Consider a polynomial ¢ over CL(S2), an unknown X € €,
and a polynomial px over CL(Q\{X?}). For all assignments X and P, the following identity holds
for the polynomial ¢ [X < ¢x] over CL (2 \ {X}).

eval (p; (X,P)[X + px]) ~eval (¢ [X < ¢x] ; X,P).

Appendix D.3 proves this lemma.

1. Initialize I© =1
2. For je{1,2,...,n}:

(a) Suppose IU~1) is the system {Xi 24,02@ 1)}' , each gp(j Vs a polynomial over

CL{X;,...,Xn, P1,..., P})

(b) Canceling X; step. Use the rearrangement lemma (Lemma D.1) and cancellation lemma
(Lemma D.2) to obtain a polynomial ¢ over CL(2\ {X1, X»,...,X;}). Define the new

system I’ identical to IU~1) except that the inequality X; > gogj Vs replaced by X; > ¢.

4 N
(c) Substituting X; step. Define the new system IU) as the system {Xi > @EJ)} , where
=1

o if i = j
901(-]) — |
apgﬁl) [X; < @], otherwise.

3. Characterizing the smallest solution for a constant assignment. For a constant as-
signment P, output X € Cy(R)", where X; = conv <eval (go(n) ; P)> fori e {1,2,...,n}.

7

Figure 4: Our Gaussian elimination-inspired algorithm to solve the system of inequalities 1.

Proof overview of Theorem 2. Beginning with the system I(®) = I, we will inductively con-
struct new systems of equations 1) with polynomials over CL {Xj41,-.., Xpn, P1,..., P}) such
that the smallest solution ss (I ), P) =S (I (@), P) for any assignment P to the constants. However,
it is possible that their sets of solutions are not identical. The system I is {X; > @i} | and every
¢F is a polynomial over CL(Q2p). After that, it follows that ss (I(”) ; P)i = conv(eval(p; ; P)) for
every i € {1,2,...,n}.

Consider the inner loop j € {1,2,...,n}. Note that the system I (U=1) will have polynomials

over CL({Xj,..., Xy, P1,...,P;}). We consider the j-th inequality in this system: X; > g0§-j_1).

Lemma D.1 and Lemma D.2 present an explicit polynomial ¢ over CL({j +1,..., X, P1,..., P:})

18



with the following guarantee: replacing the inequality X; > gog-j Y with the inequality X; > ¢

preserves the smallest solution. The overview paragraph on Appendix D elaborates more on this
step. Let I’ represent this new system.

Next, in the system I’, our objective is to substitute every instance of X; with the polynomial
© in the polynomials

{goéj_l) : EE{l,...,j—l,j—l—l,...,n}}

These are the polynomials goé] -l [X; < ¢] defined according to Equation 18. The substitution
lemma (Lemma D.3) proves that these substitutions preserve the smallest solution for any constant
assignment P. Note that ¢ and the @éj_l) [X; < ¢] are polynomials over CL({ X11...., Xy, P1,..., P}).
Therefore, at the end of the j-th loop, the unknowns X1, ..., X; are eliminated from the RHS of

every inequality. After the n-th iteration of the loop, our system will have polynomials only over
CL(Qp).

Working example. Appendix A elaborates how our algorithm solves our example system.

Remark 5. The procedure above eliminates unknowns X1, Xo, ..., X,, from the polynomials, one
at a time. Changing the elimination order may change the description of the smallest solution.

Remark 6. The transformation steps above may result in @ = () inside the loop, which can lead to
0 polynomials on the RHS of the last system I . This occurrence depends on the structure of the
inatial system I, not on the specific constant assignment P as long as they are non-empty.

3.4 Operational Realization of the Smallest Solution

This section presents an alternative characterization of the smallest solution of a system of inequal-

ities. Applications will reduce their research objectives to characterizing the smallest solution of a

system via this alternative characterization.
Consider a system I of inequalities {X; > ¢;}

n

=1 and arbitrary assignment Pq,...,P, C R¢

of the constants. Figure 5 recursively defines a construction of nested sequence X — X1 —
X®) ... where each X € C4(R)", for i € {0,1,...}. These sets are nested: X+ > X for
i€ {0,1,...}, because, for any j € {1,2,...,n}, we have:

X§i+1) = conv( eval ((pj ; X(i),P) ) ;conv< eval ((pj ; X(i_l),P) ) = Xéi),

where step () relies on the inductive hypothesis. Appendix A.3 illustrates the evolution of these
sets for our example system when the constants are assigned singleton sets in R2. We denote
itr(i, [; P) == X,

1. Fix an arbitrary assignment P of the constants
2. X = (0,0,...,0) € Ca(R)™
3. For i € {0,1,...}, define X(+1) € C4(R)" as follows: For all j € {1,2,...,n}, let

Xgiﬂ) = conv( eval (goj ; X(i),P) )

Figure 5: Definition of X® for i € {0,1,2,...} for a system I and assignment P of the constants.
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We define the vectorized version of set union. For arbitrary sets Ai,..., A, B1,..., B, C R%,
define
(A1, Az,...,Ay)U(B1,Bs,...,By) = (A1UB1,A2UBy,..., A, UB,).

Finally, define
itr(l;P) = | J ite(i, I; P). (19)
i>0
Since each itr(i, I; P) € C4(R)™ and they are nested sets, their union itr(/; P) is also an element of
Cq(R)"™. Lemma 2 states that the set itr(I;P) is identical to the smallest solution ss(I; P).

Lemma 2 (Iterative Construction of the Smallest Solution). Consider a system I of inequalities
and an arbitrary assignment P to its constants. Then, itr(I; P) = ss(I; P).

Appendix F proves this result. In fact, it proves a stronger statement: Starting with an arbi-
trary initialization X(©) € Cq(R)", itr(I; P) is the smallest solution containing X(®). For any X(©)
satisfying ss(I; P) > X, it will be the case that itr(I; P) = ss(I; P). In particular, this happens
for X = (,0,...,0).

Remark 7. Starting with X(© = (0,...,0) € Cq(R)" and an assignment where Py,... Py are
(i)

polytopes, note that each X’ is a convex set. The complexity of describing them may increase
indefinitely with i € {0,1,2,...} (i.e. be unbounded as a function of i); for example, see Ap-
pendiz A.3. However, their infinite union, the set itr(I; P);, has a finite algebraic complexity.

4 Lamination Hull: Grid Points, Structure Lemma, Reduction to
System of Inequalities

We aim to answer membership queries into the lamination hull SV where A = {0}* x R? x
RE(JR? x {0}° x Re. Starting with a finite SN ¢ Re+b+¢ this section presents the construction of

the grid points G C R, Using the notation introduced in Section 4.1, define G(*) = VAS[((?}’A) C

R® and GO = VAS[(;])’A) C R, Here, for a set S C R*t0*¢ we are denoting

S[a] = {(Pl,PQ,...,Pa) : PGS}QRCL
S[b] = {(Pa+17Pa+27"'7Pa+b) : PES}gRb

Above, P; represents the i-th coordinate of P € R*t*+¢, Finally, define the grid
G = G x g c R, (20)

Section 4.2 presents our structure lemma, which reconstructs any restriction of the lamination hull
from its restrictions to grid points. Finally, Section 4.3 obtains these restrictions by finding the
smallest solution to a system of inequalities over convex sets using Lemma 4.

4.1 Arrangements

For a finite set T' C R?, its convex hull is

conv(T) = { > Ap-P: ZAp:1andAp>OforauPeT}. (21)
pPeT PeT
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The relative interior of conv(T) is

conv’(T) = { Z/\p~P: Z)\pzland)\p>0f0rallPeT}. (22)
PeT PeT

We clarify that when card(7) = 1, then conv®(T) is the point contained in 7.
For a finite set S C R%, we let ( <Sk) denote the set of all subsets of S with cardinality < k. The
incidence vector of a point A € R® with respect to the set of points S C R? is the unique element

S
of {0, 1}(<(a+1)) satisfying for all R € (<(f+1)):
1, if A€ conv’(R)

. (23)
0, otherwise.

inc(4; S)r = {

. . . card(S . . . S
The total number of incidence vectors is < 22°"** . Given an incidence vector I € {0, 1}(<<a+1>),

its realization is the set
R® Drealize([;S) = { Ae R : inc(4;5)=1}. (24)

For a point A € R%, inc(4;S) = 0 implies that A € R* \ conv(S). Furthermore, realize(0;S) =
R%\ conv(S). Finally, the arrangement of S is the set of all non-empty realizations with non-zero
incidence vector

AS = {0 # realize(I;8) : 04T € {0, 1} (@) b (25)

Observe that for any incidence vector I # 0, we have realize(l;S) C conv(S) because there is
an R € (g(asﬂ)) such that Ir = 1; so realize(I;S) C conv®(S) C conv(S). The vertices of the
arrangement AS is the set

VAS = {V: {V} e AS} CR" (26)

So, if a realization in the arrangement AS is the singleton set {V'}, then V' € R? is included in the
vertex set.

We will also the notion of a simplicial decomposition af an arrangement AS. A simplicial
decomposition SAS is a set of subsets of R?%; each subset is the relative interior of some simplex,
and these subsets partition conv(S). It is possible to obtain such a decomposition without adding
any new vertices [Edm70].

Examples. Let us illustrate these notions with a few examples. When a = 1, the arrangement of
S = {S(l), S@ . ,S(t)} C R%, where S < S®) <... < SO contains the following realizations
(refer to Figure 6):

1. The vertices S, where i € {1,2,...,t}, and
2. conv®({S®, SE+D1) where i € {1,2,...,t — 1}.

For a > 1, the arrangements could be significantly more sophisticated. Figure 7 illustrates an
arrangement, its simplicial decomposition, and its vertices using an example for ¢ = 2. Appendix G
will state and prove the properties of these arrangements useful in the context of the presentation
below.
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S S2) S(3) S) S)
[ [ [ [ [

Figure 6: The arrangement AS (and its simplicial decomposition), where S =
{ s §@) .,5(5)} C R% and a = 1. In this case, S = VAS.

s, . s,

R

AS A simplicial decomposition of AS

Figure 7: The arrangement AS, where S := {S(l),3(2), .. .,5(5)} C R?%, where a = 2 and its
simplicial decomposition. The filled circles (both gray and black) represent the vertices V.AS.
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4.2 Computing any Restriction of the Lamination Hull

We aim to answer the membership query @ = (u,v,w) € Retbte iy §(A) - This is equivalent
to answering the membership of Q in S(>4) e where ¢ = (u,v) € R**?. The following structure
(007/\)‘

lemma will compute the restriction S . from the restrictions of the hull to the grid points.

Lemma 3 (Structure Lemma). Given the simplicial decompositions 8@ = SAS[((S}’A),S(I))

S.AS[(ZS’A), and the restriction of the lamination hull at the grid points { S(“’A)‘g 1 g€eg }, Fig-

ure 11 presents a finite procedure to compute S(W’A)‘q, for any q € Ro?.

4.3 Reduction to a System of Inequalities

Our objective is to design a system of linear inequalities over convex sets so that its smallest

solution corresponds to the restrictions { S (OO’A)‘

g " 9E g } Figure 8 presents our system Z of
linear inequalities.

We introduce unknown X, ,), for each grid point (u,v) € G. Our algorithm will incrementally
add constraints to a system of inequalities. We will start with the system {X, > (Z)}geg' Suppose
the current system is {X, > Sog}geg- When we add an inequality Xg« > ¢ to this system, then the

updated inequality for X« becomes Xy« > g & ¢’

1. Introduce unknown X, .y, for each grid point (u,v) € G, representing a convex set in Ratbte,
2. Base case constraints. For each point P € S(©Y add the following inequality to the system Z.

X(uw) = P, where u = P, and v = Py. (27)

3. Spatial information constraints. For all u,u® @ ... u® € g and v € G such that (A)
2<k<a+1, (B)u® u® . u® form asimplex, and (C) u = o) -4 4o .42 ... 4
ak) k) Zle a® =1and a®,a®, ... a® >0, add the constraint

™=

Xy = > aD X0 (28)

1

<.
Il

Likewise, for v € G@ and v v@ . o®) e GO gatisfying (A) 2 < k
oM 0@ 0®) form a simplex, and (C)v= aW MW 42 p@) 4. o (B) .y (R)
and oM, a®@ ... a®) >0, add the constraint

] =

X( > ol 'X(u,v("))' (29)

u,v

1

.
Il

Figure 8: Definition of our system Z of inequalities for finding S ‘g for g € G.

Base-case inequalities like Equation 27 capture the the semantics that X(, ,) contains the point
P in the initial set SO where u = P and v = Pp).

Next, we present the semantics associated with the spatial information inequalities like Equa-
tion 28. Consider a simplex u(), u® ... u® € G@ such that 2 < k < a+1. Suppose any u € G@
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is in the relative interior of this simplex; that is, there are unique a(!), a® . .. a®) >0, such that
Sk a® =1and

Consider arbitrary v € G®. For arbitrary points P(®) e X (u) ), for i € {1,2,...,k}, Equation 28

ensures that their convex linear combination Zle o) . PO is in the set X(uw)- Inequalities like
Equation 29 are also encoding similar spatial information.
Finally, note that the total number of unknowns is card(G), and the total number of inequalities

added is < card (S(O’A)) + (card (g(a>)“+2 card (g<b>) + card (g<a>) card (g<b>)b+2).

We prove the following result.
Lemma 4 (Reduction to Solving System of Linear Inequalities over Convex Sets). Let ( X_f]*) tg€g )
denote the smallest solution of this system T in Figure 8. Then, S0 }g = Xé*) for every g € G.

Appendix T presents the proof of this lemma. This result’s proof relies on the operational
realization interpretation of Section 3.4.
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A Solving Example System

We will find the smallest solution of the following system over arbitrary convex sets using the
algorithm in Figure 4.

o (1 1
X1 2P X% (2-X2+2‘P3>

o (1 1
Xo 2 P ® Xox (2'X1+2-P4)

During our presentation, it will be instructive to shadow along with the presentation on Appendix D.
Three terminologies will be used below.

1. Rearrangement as in Lemma D.1
2. Cancellation as in Lemma D.2
3. Substitution as in Lemma D.3

The equation of X7 does not need to be rearranged; we can proceed with cancellation. After the
cancellation of X;, we get the following system.

o (1 1
X1 2P @ P+ (2'X2+2'P3>

o (1 1
Xo = Py ® Xox <2'X1+2-P4>

Next, we aim to substitute X; with the RHS of the first inequality in X5’s inequality (step 2.c. in
Figure 4 with j = 1). Below, we will illustrate how the substituted polynomial is obtained.

o 1
Xo > Py® Xox (2 X+ = P4> (original equation of X5)

o (1 o (1 1 1
>PoXok (- PP (= Xot =P gy
2@ 2*(2 [1@ 1*<2 2+2 3)]+2 4>
(substituting the symbol X; with the RHS of X;’s inequality)

(Remark: this expression in not a polynomial)

° 1
:PQ@XZ*([ Pl@* Pl*( - Xo+ P3>}+2-P4>

(scalar multiplication distributes over @ and * )

(Remark' this expression in not a polynomial)
o o 1 1 1
NPQ@XQ*( P1+* P4>@X2*< P1+* P4>*(4'X2+4’P3+2-P4>
(Minkowski sum distributes over @ and * )

This final expression is a polynomial. Verify that this “derivation” of the substituted polynomial,
capturing what we intend to achieve, matches with the polynomial computed using our definition
of substituted polynomials in Example 1 of Appendix A.2. After substitution, we get the system:
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o (1 1
X122 P @ Pix <'X2+~P3)

2 2
o (1 1 o
Xo 2 Po® Xox <2'P1+2'P4>EBX2*< P+ - P4>*< X2+ P34+ — P4>

At this point, note that X; has been eliminated from the RHS of every inequality. This corresponds
to completing the 7 = 1 loop in Figure 4.
After that, in j = 2 loop, we begin by rearranging the inequality for X5 as follows:

o (1 1 o (1
X22P269X2*< 'P1@-P4)@X2*<

1 o (1 1 1
- ~.P4+--P S Xo+- -Py+--P
5 5 7 1-1—2 4>*< 3+ 4>

4 4
= X PoXot (s Pos P)oXok (o Pits P s (s Pt lP
2 2 ex |5 15 ex |5 it gt 3 33t
This derivation relies on the fact that X > (p- X + (1 — p) - A) * B if (and only if) X > X « A* B,

for arbitrary sets X € C4(R), A, B CR% and 0 < p < 1 (see Lemma D.4). After that, we cancel Xy
from this rewritten inequality to get the following system.

o (1
X1>P1EBP1*<2' 5"

3 3

o (1 1 o (1 1 o (1 2
Xo 2 P @ Pax (2'P1+2-P4)69P2* <2~P1+~P4) * <'P3+-P4>

Next, we aim to substitute the RHS of X5’s inequality into the symbol X5 in X7’s inequality. To
illustrate how the substituted polynomial is defined, we elaborate on the substitution process.

1 1
X, >P®P % (5 Xo 5 P3) (original equation)

> P @ Prx (% |:P2@P2i (%'P1+%'P4) @ Py x (%'P1+%'P4) * (%'P3+§'P4)} +%'P3>
(substituting the symbol X2 with the RHS of X5’s inequality)
(Remark: this expression in not a polynomial)
—PoP (B-Pz@;&i (%Pﬁi&) @5 P (i~P1+%~P4) % <%~P3+%-P4)] +%-P3>
(scalar multiplication distributes over & and * )
(Remark: this expression is not a polynomial)

1 o
5-P3>69P1*( P+ - P3> ( P1+* Py + - P3)

1 1 o (1 1 o (2 1
PO 7_P 7.P 7.P 7.P 7.P 7_P 7.P
@1*(2 2—|—2 3)*(4 1+4 4+2 3)*(3 3+3 4)

(Minkowski sum distributes over @ and %)

o (1
NP1®P1*(§‘P2+

This final expression is a polynomial, and it is used on the RHS of the substituted system below.
Example 2 of Appendix A.2 elaborates on how this polynomial is computed using our definition of
substituted polynomial.
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o (1 1 o 1 1 1
X1 2P P~ (2'P2+'P3)®P1*< P+ - P3> * <4'P1+4'P4+2'P3>

o 2 1

3 3

o (1 o (1 1 1 2
X2>P2@P2*< P+ P4)69P2*< P1+f P4)*<-P3+-P4>

This system, at the end of j = 2 loop, has eliminated all unknowns from the inequalities. As a
result, the smallest convex solution is straightforward to obtain; it is just the convex hull of the
RHS expressions. So, the smallest solution is:

o (1 1 o (1 1 o (1 1 1
X1:CODV<P1@P1*< P+ P3)@P1*< P2+2 P3>*(4'P1+4'P4+2'P3>
o (1 1 o (1 1 o (2 1
@P1*<2P2+P3>*(4P1+4P +2 P3>*<3P3—|—3P4>>
X Rops(t il p)ers (el p)i(lpiZop
= Ccon — - — . — .
2 3 2 2 2 1 2 4 2 2 2 4 3 3 3 4

Note that the smallest solution characterized here for X5 is identical to the predicted solution
ss(I; P)y in Section 3.2. The expression for X; appears different; however, it describes the same set
(for any constant assignment P). The extra expression % P+ % P4+ % - P3 is redundant in the
expression. It is a convex linear combination of the sets P and % -P3+ % -P4. After accounting for
this geometric property, it turns out to be identical to the solution ss(I; P); predicted in Section 3.2.

o (1 1 o (1 1 o (2 1
X1:COHV<P1@P1* <2-P2—|—-P3>@P1* <2P2—|-2P3> * <3P3—|—3P4>>

o (1 1 o (1 2
P 7]3 P _.pP —_. P —. P — P
1+ 4)@ 2*(2 1+2 4)*<3 3-|-3 4>>

This optimization in representing the sets is not the focus of our current work, so it is foregone here.
Additionally, if we eliminated X5 first and X next, our expressions would have a similar redundancy
in the ss(I;P)q expression. If Py, Pa, P3, Py are assigned convex sets, then the expressions within
the “conv(-)” are already convex; this may not hold in general.

Appendix A.1 will illustrate the solution for a specific assignment. Appendix B will solve this
system by restricting the solution to polytopes; it will contain spurious additional points.

o (1
X :CODV<P2€BP2* (2

A.1 Figure of the Smallest Solution for an Assignment

Suppose Pi, Py, P3, P, are assigned singleton sets in R2. For that constant assignment Figure 9
presents the smallest solution to our example system from Section 3.4.

A.2 Examples of Substitution

Example 1. We will show the computation of ¢ [X; < ¢x,] where

o o (1 1
QOZPQ@X2*< - X1+ = P4> andgo_)(l:Pl@P1*<2‘X2+2'P3>.
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P Xg*) P,

1 Pi+1-Pso o1 -Py+3-Ps
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+ o0
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O%'P2+%‘P3

(@]

o
Py 2. P;+1.P, Ps3

3

©)
Py %.P3_|_

[SIIN]
W=

Figure 9: The smallest convex solutions <X§*), Xg*)> of the example system from Section 3.

By Equation 18, we have

o /1 1
o[ X1+ px,] = P [ X1 < px,] © Xo* <§'X1+§ 'P4) [X1 < ox,].

Let us demonstrate the computation of the two substitutions on the RHS expression above.

o (1 1
Part 1. Py [[Xl — gOXl]] =P [[Xl — Pl]] e P |[X1 — P % (5 - Xo + 5 . P3)ﬂ

(first step in the step-wise application of Equation 17)

o 1 1
:PQHX1<—P1]]EBP2[[X1(—P1]] * Py |:[X1<—§.X2+§.P3ﬂ

(final step in the step-wise application of Equation 17)

=P, dPyxPy (using Equation 16)

~ Ps. (using idempotence laws)

Idempotence laws are applied only for brevity in presentation; our proposed algorithms do not

perform this optimization.

In the substitution computation below, we will need all supp(M) — mono(px,) functions,

where M = X5 * (% - X1+ % . P4). That is, functions of the following form.

1 1 o (1 1
X9, —- X - P P, P — - X — . P .
{ 25 1+2 4}—>{1, 1*(2 2+2 3)}
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1 1
Part 2. X2$<§X1+§P4) [[X1<_SOX1H

o (1 1

:XQ[[X1<—P1]]* (§X1+§P4> [[X1<—P1ﬂ
o (1 1 o (1 1

EBXQ[[X1<—P1H*(§*X1+§~P4) |:[X1<—P1*(§'X2+§~P3)H

o (1 1 o (1 1
® Xo [[Xl(—Pl* (*X2+§P3):|:| * <§X1+§P4> [[Xl%Pl]]

1 o (1 1 o (1 1
XSlx, Py (2 Xo4=-P 2. Xy 4+=-.-P X, « P . Xy4+ =P
@D 2[[1 1*(2 2+2 3)]]*(2 1+2 4>|:[1 1*(2 2+2 3>]]
(first step in the step-wise application of Equation 17)

=N

1 1
:Xg[[Xl%Pl]]i (§X1+§P4> [[X1<—P1ﬂ

o (1 1 o (1 1 1 1
@XQHX1<—P1H*<§-X1+§~P4) [[X1<—P1]]*<*~X1+*~P4> |:|iX1<—*'X2+*‘P31|:|

N —

o 1 o (1 1
EBXQ[[X1<—P1H * Xo |:[X1<—*~X2+§‘P3H * (§'X1+*~P4) [[X1<—P1]]

1 1 1 1
® X, [X1 + Pi] % X2 [[X1<—7-X2+5-P3H * (§~X1+7-P4> [X1 « P1]

[\V]

o (1 1 1 1
S.X,+-.P X4 = -Xot =P

* ( 1+ 5 4> [[ 1 5 X2 + 2 3}]

(final step in the step-wise application of Equation 17)

o (1 1
=X2*(§'P1+§'P4)

o (1 1 o
D Xo* <§'P1+§'P4)*(

@XQ‘CA)'XQ‘CA)' (% - Py +%P4>

1 1
-X2+1'P3+§'P4)

|

1 1 1 1 1
B Xo¥x Xox <§ Pt P4> * (Z Xot g Pat P4) (using Equation 16)

1

o (1 o (1 1
NXZ*(E'P1+*'P4)€BX2* (§'P1+7-

2

o (1 1 1
5 P4>*<Z'X2+Z'P3+§~P4>v

(using idempotence laws)

We want to emphasize that every step of the derivation above is a polynomial. To conclude,
putting these two derivations together, we have:

1

o (1 o (1 1 o (1 1 1
¢ [X1 < ox,] ~ PO&Xo* (2-P1+2'P4)€BX2* <2'P1+2'P4> * <-X2+-P3+2-P4>'

4 4

Example 2. We will show the computation of ¢ [Xs < ¢x,] where
o (1 1
p=P ®P~* (2'X2+2'P3>
o (1 1 o (1 1 o (1 2
ox, = P2 ® Pax <2'P1+2-P4> & Pyx <'P1+'P4> * <3'P3+3'P4)
By Equation 18, we have

o (1 1
@[ X2 ox,] = P1[X2 < px,] ® P * (2'X2+2'P3> [X2 + vx,]-
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Next, we compute the substituted polynomials (short-circuiting the trivial substitutions).
o (1 1
go[[Xz(—gDXQ]]:PlEBPl* §'X2—|-§-P3 [[X2<—P2]]

o (1 1 o (1 1
P P * <2X2+2P3) |:|:X2<—P2* <2P1+P4>H

o (1 1 o (1 1 o (1 2
P — - X — . P Xy +— P —-P+=--P - P34+ - P
© 1*(2 2+2 3)[{ 2 2*(2 1+2 4>*<3 3—|-3 4>H

o (1 1
=P e P* <2X2+2P3> [[XQ(—PQ]]

o (1 1 o (1 1 [ 1 1]

Pix |- -Xo+ - -P3)[Xo+ P —Xo+--P3) |[Xo--Pi+--P
S 1*(2 2+2 3>[ 2 2]]*(2 2+2 3>- 2<—2 1+2 4_
oPs (L X4 2oP [[X<—P]]ilx+1p -X<—1P+1P-
1 2 2 2 3 2 2 2 2 2 3 | 2 2 1 2 4_

o (1 1 [ 1 2 ]

Xo+ - P3| || Xo¢~-Ps+--P

*(2 2+2 3>_ 2<—3 3+3 4_

=P @ P Pyt i.p
1D 1*(2 2-1-2 3>

o (1 1 o (1 1 1
P, P P. P P+ - P
D 1*(2 2+2 3>*<4 1+4 +2 3)
1 1
2 4

o o 1 o (2 1
@P1*< P+ P3>*<4 P+ - P+2P3>*<3P3+3P4>

This concludes the derivation of the substituted polynomial.

A.3 Iterated Solution Evolution for an Assignment

Suppose Py, Py, P, Py are assigned singleton sets in R%. Figure 10 illustrates the evolution of the

iterated solutions X, for i € {0,1,...} introduced in Section 3.4, corresponding to our example
System.

B Solving Example System: Restricted to Polytopes

We aim to find the smallest solution of the following system restricted to polytopes, not arbitrary
convex sets.

We will follow the solution strategy in Section 3.3 with an additional simplification rule: For
polytopes X, A, B, the following identity holds.

X>A%B < X > A® B,

For polytope constant assignments, we can simplify the original system directly into the system:
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Figure 10: Illustration of the iterated convex sets {X(i)}i>0 in R? proposed in Section 3.4 for the
system in Section 3, when i € {5,7,9}. When i =5, i = 7, and i = 9, the polytopes have 8, 12,
and 16 edges each, respectively.



1 1
X12P1@< 'X2+'P3>€BX1

2 2
1

1
X2>P269<2'X1+2-P4>@X2

After canceling X; (and using the idempotence A & A = A), we get the system:

1 1
X12P1€B(2-X2+2'P3>

1 1
X22P269<2~X1+2-P4)EBX2

After substituting X7 into X5, we get the system:

1 1
X1>P1EB<2-X2+2'P3>

2 2 4 4 2

1 1 1 1 1
X2>P2€B<-P1+-P4>EB<-X2+-P3+-P4>EBX2

Rewriting X5’s equation gives the system:

1 1
X12P169(2-X2+2'P3)

1 1 o (1 2
—-P+=--P X - P34+ --P X
5 1+2 4)@ 2*<3 3+3 4)@ 2

1 1 1 2
=Po (2 P+ 3 P4) ® <3 - P3+ 3 P4) ® Xo (using simplification)

Canceling X, gives the system:

1 1
X1>P1€B<2-X2+2'P3>

1 1 1 2
X9 > P —- P & - P - P
2 2@(2 1+2 4>€9<3 3+3 4)

Substituting X into X; gives the system:

1 1 2 1 1 1 1
> — . — . — . — . — . — . — .
X1/P1@(2 P2+2 P3)€B<3 P3+3 P4>€B<4 P1+4 P4+2 P3>
1 1 1 2
> — . — . — . — .
X2/P269<2 P1+2 P4>@(3 P3+3 P4>




From this final system, we conclude that the smallest polytope solution is

1 2 1 1 1 1
- 2. p,+Z.p . P+ -.P+ . P
5 >EB<3 3+3 4)@<4 1+4 4+2 3))
* 1 1 2 1

= P, Y T ey - P34+ =P

conv( 1@(2 2+2 3>@<3 3+3 4>>

1 1 1 2
XQZCOI].V(PQEB<2'P1+2'P4>@<3’P3+3’P4>>

The (*) redundancy removal step uses the geometric fact that ( - P+ 4 - Py + 2 P3) is a convex
linear combination of P; and ( - Ps+ 3 P4) to drop that term (just like in Appendix A). Our
algorithm foregoes such redundancy removal using geometric facts.

P+

o

1
X; = conv( P <2

C Properties of Our Set Operations

Lemma C.1. For subsets A, B,C CR% and 0 < p < 1, the following identities hold.

AfA~A (

Ax(BxC) = (AxB)xC (

Ax(B®C)=(A*xB) @ (AxC) (
p-(A®B)=(p-A) @ (p-B) (33

p-(AxB) = (p- A) % (p B) (

(AxB)+C ~ (A+C) % (B+0O) (

Proof of Equation 30, A% A ~ A. We will show that conv (AiA) = conv(A).

First direction. To prove conv(A4) C conv(A;A), it suffices to prove that A C A% A. This

result follows from the observation that, for any point a € A, we can rewrite a = % ‘a+ % ca€ AxA.

Second direction. To prove conv (AiA) C conv(A), it suffices to prove that Ax A C conv(A).

For this result, consider a point A-a+ (1 —\) -d’ € Ax A, for some a,a’ € Aand 0 < \ < 1.
By the convexity of the set conv(A), it is immediate that A - a + (1 — \) - @’ € conv(A) for any
a,a’ € A C conv(A). O

Proof of Equation 31, Ax(B%C) = (A% B)*C. We show that both sets A (BxC) and (A% B)*C
are equal to the following set:

L = {a-a+ﬂ-b+’y‘c: a€ Abe B,ceC, anda,ﬁ,’y>0satisfyinga+5+fy:1}.

We first show that L = A% (B*C).
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First direction. L C A%(B%C). Consider arbitrary points a € A,b € B,c € C and reals
a,B,v € (0,1), where o« + 8+ v = 1. Then, we can rewrite the point a-a+ -b+~v-c € L as

follows:
a-a+(1—a)-< b - -c>.

l—« 11—«

This element belongs to A (B % C) because a, %, € (0,1), and % + 125 =1
Second direction. Ax(BxC) C L. Consider arbitrary points a € A,b € B,c € C, and reals
a, A € (0,1). Then, we can rewrite the point a-a+ (1 —a)-(A-b+(1—X)-¢) € Ax(B%C) as
follows:

a-a+(l—a)d-b+(1—a)(l—=A)-c

This element belongs to L because «, (1 — a)A, (1 — a)(1 — X) are positive reals adding to 1.

The proof of L = (A% B) C follows similarly by exchanging A and C. O

Proof of Equation 32, A% (B @® C) = (AxB) ® (AxC). We show that Ax(B® C) C (AxB) @
(AxC) and (A% B) @ (AxC) C Ax(B@ C).

First direction. Ax(B® C) C (AxB) ® (AxC). Consider arbitrary point e € A% (B @ C).
Then, there are points a € A,d € B @ C and real A € (0,1) such that e=X-a+ (1 — ) - d. Since
de Ba&C,wehavede Borde C. Ifde B, thene € A« B, and if d € C, then e € AxC. Thus,
we have e € (AxB) ® (A% C).

Second direction. (A%B) ® (AxC) C Ax(B @ C). Consider arbitrary e € AxB. Then,
there are a € A,b € B, and real A\ € (0,1) such that e = A-a+ (1 —\)-b. Since b € B® C,
we have e € A% (B @ C). This implies that AxB C A% (B @ C). Similarly, we can show that
A*xC C Ax(B® C). Thus, we have (AxB) ® (AxC) C Ax(B® C). O

Proof of Equation 33, p- (A® B) = (p- A) ® (p- B). We will prove the following two directions.
First direction. p-(A® B) C (p-A)® (p- B). Consider arbitrary point d € p- (A @ B). Then,
there is a point ¢ € A @ B such that d = p - c. It follows from ¢ € A@ B that c€ Aor c € B. If

c € A, then we have d = p-c € p- A, and if ¢ € B, then we have d = p-¢ € p- B. Thus, we conclude
that de p- A®p- B.

Second direction. (p-A)®(p-B) Cp-(A® B). Since AC A® B, we have p- AC p- (A® B).
Similarly, we have p- B C p- (A @ B). This implies that (p- A) @ (p- B) C p- (A& B). O

Proof of Equation 34, p- (AxB) = (p- A)*(p- B). We prove the following two directions.
First direction. p-(A%B) C (p- A)x(p- B). Consider arbitrary points a € A,b € B, and real

X € (0,1). Then, we can rewrite the point p-(A-a+(1—X)-b) € p-(AxB) as X-(p-a)+(1—X\)-(p-b) €
(p-A)x(p- B).
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Second direction. (p-A)%(p-B) C p- (A% B). Consider arbitrary points a € A,b € B, and
real A € (0,1). Then, we can rewrite the point A - (p-a)+ (1 —=X)-(p-b) € (p- A)*(p- B) as
p-A-a+(1—=XN-b)ep-(AxB). O

Proof of Equation 35, (A% B) 4+ C ~ (A+ C) % (B + C). We need to prove that conv((AiB) + C’)
wmQA+miw+c».

First direction. COHV((A;)(B) +C) C conv((A—i—C) * (B—l—C)). It suffices to prove that

(AxB) 4+ C C (A4 C)%x(B + C). Consider a point (A\-a+ (1 —X)-b) +¢ € (AiB) +C
for some a € A,be B,ce C, and 0 < A < 1. We rewrite this point as A- (a+¢) + (1—\)-(b+¢),
which is an element in (A 4 C) % (B + C).

o

Second direction. conv((A +C) x (B+ C)) C conv((AiB) + C). It suffices to prove that
(A+C) » (B+C) C conv((AiB) +C’). Consider a point A- (a+¢) + (1=X)-(b+) €
(A4+C) * (B+C) forsomea € A,b€ B, ¢, € C,and 0 < A\ < 1. We rewrite the point as follows

AM(Aa+(@=X))4+c)+ 1= ((A-a+(1=X)-b)+) Gconv((AiB)—l—C). O

D Gaussian Elimination Algorithm

For brevity, for this section, we extend the evaluation map to Boolean predicates of the following
form: eval(X > ¢; X,P) is true if (and only if) eval(X;X,P) > eval(¢; X, P), where X is an
unknown and ¢ is a polynomial over CL(f2). To prove Theorem 2, we will need the following
results.

Overview. We present a high-level overview of the results proven in this section and how they
will be used.

1. Rearrangement lemma (Lemma D.1): Given an inequality X > ¢, this lemma rewrites it as an
“equivalent” inequality with a very specific structure:

X>¢ & XaM; & & X*My,

where ¢’ is a polynomial and My, . .., M} are monomials over CL(Q2\{X}). Here, two inequalities
are considered equivalent when both are simultaneously true or both are simultaneously false
for all assignments.

2. Cancellation lemma (Lemma D.2): Consider a system where the inequality for X has the struc-
ture promised by the rearrangement lemma above. Cancellation lemma presents a polynomial ¢
over CL(2\ {X}) such that replacing the structured inequality with X > @ preserves the small-
est solution for all assignments. Together with the rearrangement lemma above, the cancellation
lemma eliminates X from the RHS of the inequality for the unknown X.

3. Substitution lemma (Lemma D.3): Consider a system with inequalities X > ¢x and Y > ¢y,
where ¢x is a polynomial over CL(2\ {X}). Our objective is to construct a new system where
Y > ¢x is replaced by the inequality Y > ¢y [X < ¢x]. The substitution lemma will prove
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that the new system’s smallest solution is identical to the smallest solution of the original system.
We can iteratively use this lemma for all unknowns Y € 2\ {X} to remove the dependence on
the unknown X from every polynomial in the system.

D.1 Rearrangement and Cancellation Lemmas

Lemma D.1 (Rearrangement Lemma). For an unknown X € Q, and a polynomial ¢ over CL(2),
there is a polynomial ¢’ and monomials My, M, ..., My over CL(Q\ {X}), where k > 0, such that
(for any assignment X and P) the following identity holds.

eval(X > ¢ ; X,P):eva1<X><p’ & XIM, & - @ X4M,: X,P).

Proof. If ¢ = 0, then ¢ =0 and k = 0.

Otherwise, suppose ¢ = Ny @& --- & Ny and £ > 1. We say that a monomial M =
E1 % Eyx--- x B, depends on X if there is i € {1,2,...,u} such that E; = p- X + (1 — p) - E/,
where 0 < p < 1 and E' € CL(Q\ {X}). If the polynomial ¢ has no monomial depending on X,
then ¢’ = ¢ and k = 0.

Otherwise, I C {1,2,...,u} be the subset of indices ¢ such that the monomial N; does not
depend on X. The complement J = {1,2,...,u} \ I be the subset of indices i such that the
monomial N; depends on X. Without loss of generality, let J = {1,2,...,k}, where & > 1, and
I'={k+1,...,¢}. Forindex i € J, let

N; = (pl 'X+(1_:01)'E1) oo (lovi 'X+(1_pvz‘) 'Evi) ;)(Evﬂrli"' iEum

such that 1 < wv; < wy, Ey,...,E,, € CL(Q\ {X}), and p1,p2,...,ps; € (0,1). Define the following
monomial over CL(2\ {X}).

M; = Eix- xEy xEy 1% xE,,.
Define the following polynomial over CL(Q2\ {X}).
¢ = Nyi1 @ -+ @ Ny
Now, for any assignment X and P, we have the following argument.

eval( X 2 p; X,P)=eval (X >N, @ --- & Ny; X,P)
V4
= N\eval (X > N; ; X, P)
=1
=| N\ eval X2N; X,P)| A A eval(X >N;; X,P)
1<i<k k+1<i<l

=eval (X > ¢ ; X, P)A | J\ eval(X > N;; X, P)

1<i<k

Leval(x>¢ i X, P)A | A\ eval (X > XM X,P)

1<i<k

:eval<X>g0’ S XIM, & - @ XM, X,P)
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The explanation of (1) is that eval (X > N; ; X, P) = eval (X > X+ M, ; X, P) by using Lemma D.4

on Ei,...,E,, and, finally, using the idempotence X = X * X (when X € Cy4(R)) from Equa-
tion 30. O]

Lemma D.2 (Cancellation Lemma). Consider a system I with an inequality

k/
X><@M{> ) (@X*M)
i=1 j=1

where My, ..., My, Mi, ..., M], are monomials over CL(Q\{X}). Define a new system I' identical
to I except that the inequality above is replaced by

K k 0
X>a (Mi’ O <@ M{*Mj>>
i=1 j=1
Then, ss(I; P) = ss(I'; P) for all constant assignments P.
Proof. Our proof will have two components. For arbitrary constant assignments P, we have:
1. sol(I; P) C sol(I'; P).
2. ss(I';P) € sol(I; P).

These two results imply that ss(I; P) = ss(I’; P).

Part 1. For this part, it suffices to prove that

k' k °
eval <X> (@ M{) e (@ X*Mi) : X,P)
i=1 j=1

o

implies eval (X > M/ ; X,P) and eval (X > M!S M;; X P), for all i € {1,2,...,k'} and j €
{1,2,...,k}. Note that the implication eval (X > M/ ; X , P) is obvious. Next, observe that we also
have the implication eval (X > X+« M i X P), which (in turn) implies eval (X M/ iMj ; X, P).
This concludes the proof of the first part.

Part 2. Let ss(I';P)x = eval(X ; ss(I’;P),P), the assignment to the unknown X in the
smallest solution ss(I’; P). Similarly, let ss(I’; P)\ x represent the assignment to unknowns other
than X by ss(I’; P). Define

k/
Ap = eval( - <M{ @ (@ M’*M>> ; SS(I/sP)\XaP)
=1 J=1

Here, we are using the fact that M/ and M; being monomials over CL(Q2\ {X}). Note that
ss(I';P)x = conv(Ap); otherwise, replacing ss(I’; P)x by conv(Ap) (and leaving the other un-
known assignments identical) creates a smaller solution in sol(I’; P).

After this, to prove ss(I’; P) € sol(I; P), it suffices to prove that

K k °
eval(X > (EB MZI) @ (69 X*Mj) ; ss(I’;P),P) is true.
i=1 j=1

37



It is equivalent to proving
K k o
eval ( conv(Ap) > <69 M{) ) <GB COHV(AP)*M]‘> ; ss([’;P)\X,P> is true.
i=1 j=1
For brevity, let us introduce some notation. Define

k,/
Up = eva1< & M ; ss(I';P)\X,P>
=1

k
P = eval< & M;j; ss(I’;P)\X,P>.
i=1

Note that conv(Ap) = conv (Up @ Up in). Using this new notation, we need to prove that

COIIV(UP ® Uinp) >Up P COHV(UP @Uinp)in
= cov(Up & UpiVe) 2Up & (Up & UpiVe) 41k
—  conv(Up & UpiVp) >Up & UpkVp @ Up*VpiVp
— conv(Up e Uinp) >Up ® UpxVp @ Up;)cconv(Vp) (By Equation 30)
—  conv(Up © Up*Vp) > Up @ UpVp © UpkVp
— conV(Up & Upivp) >Up @ Up iV,
which is trivially true, completing the proof of part 2. O

D.2 Substitution Lemma

Lemma D.3 (Substitution Lemma). Consider a system I’ containing two inequalities X > px and
Y > gy, where ¢x is a polynomial over CL(Q\ {X}) and ¢y is a polynomial over CL(S2). Define
a new system I" identical to I' except that the inequality Y > @y is replaced by Y > ¢y [X + ¢x].
Then, ss(I'; P) = ss(I"; P) for all constant assignments P.

Proof. Our proof will have two components. For arbitrary constant assignments P, we have:
1. sol(I’;P) C sol(I"; P).
2. ss(I”;P) € sol(I'; P).
These two result imply that ss(I’; P) = ss(I”; P).
Part 1. For this part, it suffices to prove that eval (X > ¢x ; X,P) and eval (Y > ¢y ; X, P)

implies eval (Y > ¢y [X « ¢x] ; X,P) when X is an assignment. Note that (read the derivation
left to right).

eval (py [X + ox] ; X,P) ~eval (py ; (X,P)[X < ¢x]) <eval(py ; X,P) <eval (Y ; X,P),
which completes the proof. The explanations for the derivation steps are below.

1. Step * is true by the definition of substituted polynomial, see Lemma 1
2. Step f holds because eval (X > ¢x ; X, P)
3. Step I holds because eval (Y > ¢y ; X, P)
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Part 2. Tt will suffice to prove that eval (Y > ¢y ; ss(I”; P),P).

We first claim that ss(I”;P)x ~ eval (¢px ; ss(I”;P),P); otherwise, we will find a smaller
solution of I, which is a contradiction. Suppose not; i.e., ss(I”;P)x € C4(R) is a strict superset
of Ap = conv(eval(px ; ss(I”;P); P)). Recall that px is a polynomial over CL(2\ {X}). Thus,
replacing ss(I”; P)x by Ap in the smallest solution creates a smaller solution.

As a result of the claim, for any polynomial ¢ over CL(f2), we have eval (¢ ; ss(I";P),P) ~
eval (¢ ; (ss(I”;P),P) [X < ¢x]). In particular,

eval (py ; (ss(I";P),P) [X + ox]) ~eval (py ; ss(I";P),P).
By the definition of the polynomial ¢y [X < ¢x] over CL(2\ {X}) (see Lemma 1), we have
eval (py ;5 (ss(I";P),P) [X + px]) ~ eval (py [X < ¢x] ; ss(I";P),P).
Consequently, we have
eval (¢y ; ss(I”;P),P) ~ eval (py [X < ¢x] ; ss(I";P),P).

At this point, we have the conclusion that evaluations of ¢y and ¢y [X < ¢x] have the same
convex hull.
Recall that ss(I”; P) € C4(R)™ is a solution of I” and (as aresult) eval (Y > ¢y [X + ¢x] ; ss(I";P),P)
holds. Therefore, eval (Y > ¢y ; ss(I”;P),P) also holds, because ¢y and py [X < ¢x] have the
same convex hull. This completes the proof of part 2. O

D.3 Proof of Substitution Correctness: Proof of Lemma 1

It suffices to prove the result when ¢ is a monomial (Equation 17). As a warmup, it is instructive
to prove the result for a degree-1 monomial, i.e., an element of CL(2) (Equation 16).

Warmup. Suppose p = E = (p-X + (1 —p)- E'), where E’ is an element of CL(Q \ {X}). We
use properties of our set operations presented in Lemma C.1 for the following derivation in { and
1 steps.

eval (¢ 5 (X, P) [X « px])
=eval (p- X+ (1—p)-E'; (X,P)[X < ¢x]) (By the definition of ¢)
=p-eval (X ; (X,P)[X + px])+ (1 —p) -eval (E'; (X,P)[X < ¢x])
(By the definition of the evaluation map)
=p-eval (px ; Xyx, P) + (1 —p) -eval (B ; (X, P) [X « px])
(X\x is the unknown assignment restricted to unknowns # X)
(By the definition of X [X < ¢x] and ¢x is polynomial over CL(Q2\ {X}))
= p-eval (ng : X\X,P) + (1 —p)-eval (E’ : X\X,P)
(Because E' € CL(Q\ {X}))

= p-eval D * F:; X ,P>+ 1— . eval E/;X P
P (MEmono(ch) Fesupp(M) \X ( p) ( \X )

(By the definition of the polynomial ¢x)

P ® * eval (F; X\x,P) )+ (1 —=p)-eval (F'; X\ x,P
P <M€mono(ng)F€Supp(M) ( \X )> ( p) ( \X )

(By the definition of the evaluation map)
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T o )
- ) * -eval (F; X ,P>+ 1—p)-eval (E'; X\ y,P
(MEmono(apX) Fesupp(M) P ( \X ) ( p) ( \X )

(Because scalar multiplication distributes over @ and *)

% . . —_ ). ’.
Memono(goX)FEsu;p(M) (p eval (F ’ X\X’P) - (1 p) eval (E ’ X\X’P) )

2+

(Because Minkowski sum distributes over @ and *)

MGmono(ng) FESupp(M) ( [[ ]] \X )

(By the definition of E[X « FJ)

= eval ) *  E[X+ F]:;X\y.P
(Memono(gox) Fesupp(M) [[ ]] X )
(By the definition of the evaluation map)
= eval (go [X < ¢ox] ; X\X,P)
(By the definition of the polynomial ¢ [X < ¢x] over CL(Q2\ {X}))

=eval (¢ [X + ¢x] ; X,P).

This completes the proof of the warmup case.

Primary case: ¢ is a monomial. The full proof is similar to the warmup proof.
eval (¢ 5 (X, P)[X < ¢x])

_eva]< * E; (X,P)[[XF(PX]]>
Eesupp(p)

(By the definition of ¢)
= * eval (£ ; (X, P)[X < ¢x])

Eesupp(p)
(By the definition of the evaluation map)
~ < ® * eval(EﬂX<—F]];X\X,P)>
Eesupp(p) \ Memono(px ) Fesupp(M)

(By the derivation in the warmup case to one step after the I step)

= o * * eval ( E[X « F]; X\y,P)
Nemono(ipx )3uPP(¥) Eesupp(v) \ Fesupp(N(E))

(Because % distributes over @)

= eval ® * *  E[X+F[|;Xx,P
Nemono(goX)s‘lPP(@P) EESUPP(SD) FEsupp(N(E))

(By the definition of the evaluation map)

=eval (¢ [X < ¢ox] ; X,P).
(By the definition of the polynomial ¢ [X <+ ¢x] over CL(Q\ {X}))

This completes the proof of Lemma 1

D.4 Technical Results
Lemma D.4. Consider convex X € C4(R), arbitrary sets A,B CR?, and 0 < p < 1.
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1. X>2(p-X4+0Q—=p)-A) ifand only if X > X x A
2.X>2(p-X+(1—p)-A) x Bifand only if X > X xAxB
Proof. We prove the first item.

Proof of ‘if’. By definition, we have p- X + (1 — p) - A € X %A when p € (0,1). Therefore,
X > X*Aimplies X > (p- X + (1 —p) - A).

Proof of ‘only if’. Suppose that X > (p- X +(1—p)-A). Consider arbitrary € X, and a € A.
It follows from the assumption that p-z+ (1 —p)-a € X. We will show that if p-x+(1—p)-a € X
then A-x 4+ (1 —X)-a € X, for all A € (0,1). The proof will rely on the convexity of X € Cy4(R).

Define (9 := z and recall that () € X. Then, inductively for i € {0,1,2,...}, the point
20D = p. 20 4 (1 — p) - a also belongs to X using the fact that X > p- X + (1 — p) - A. By
convexity of X, the line segment joining the points z and z(? is a subset of X.

Note that () = p’ -z 4+ (1 — p*) - a. Consider arbitrary A € (0,1) and any iy € {0,1,2,...}
satisfying A < p®*. Then, the point A -z + (1 — \) - @ is on the line segment joining z and (),
which is a subset of X.

This demonstrates that A - X + (1 — A)- A C X, for any A € (0,1); in turn, implying that
X >X%A Thus, X > (p- X 4+ (1 —p)- A) implies X > X x A.

Next, we prove the second item.

Proof of ‘if’. By definition, we have (p- X + (1 — p) - A) B C (XiA) %B =X %A% B when
p € (0,1). Therefore, X > X « Ax B implies X > (p- X + (1 — p) - A)x B.

Proof of ‘only if’. Suppose X > (p- X 4+ (1 — p) - A)*B. Consider arbitrary z € X,a € A,
and b € B, and reals u,v € (0,1). Let w = 1 — u,v = 1 —v. We will show that the point
p=u-z+T-(v-a+7-b) € X*A*Bis also in X. This proof will again rely on the convexity
of X € Cd(R).

Inductively define a sequence of points (), for i € {0,1,2,...}. To begin, define 20 = g
and define
v+vUp v+Up

where 7 = 1 — p. Note that, inductively, if () € X, then 20tY) € (p- X 4+ (1 — p) - A)* B, so
20+ € X according to the assumption. In summary, {z(® 21 ...} C X.
We will prove that (Y can be written as the following form:
2D =09 01— Dy a+o(1 = p®) b,
For (base case) i = 0, we know u(®) = 1. By the recursive definition, we have:

@+1) — _YP_@0)

B = vyess ¥

Let p = Ujgp, then we conclude that, for i € {0,1,2,...}, we have:
2D =yt z ol — ) a+v(l— uh) b

Observe that 0 < u < 1. Let i, € {0,1,2,...} be an index such that p» < u. Then, the point

p belongs to the line segment joining the points z and z(®). By convexity of X, we conclude that

pe X. OJ
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Lemma D.5. For any unknown assignments X > Y and constant assignments P > Q, and
any polynomial ¢ over CL(Q), we will have eval (¢ ; X,P) > eval(p; Y,Q). Furthermore,
eval (p; X,P) ~ eval(¢; Y, Q) if X; ~ Y, and P; ~ Q; for every i € {1,2,...,n} and
je{1,2,... t}.

Proof. 1t suffices to prove the result for monomials. Suppose X > Y, and P > Q. Then, Y; C X;
for each ¢ € {1,...,n}, and Q; C P; for each i € {1,...,t}. Let ¢ be a monomial M. For each
E=X\ -Xi+ -+ -Xpn+ g1 PL+ -+ Ayt - P, € supp(M), we have,

eval (B;Y,Q) = A1 - Y1+ + A - Yy + Ag1 - Qr 4+ + Ay - Qg
CA - X+ A X+ A1 Pr4 -+ Ayt - Py

=eval (E;X,P).
Thus, we have,
eval (M ; Y,Q) = * eval(F ; Y, Q)
Ecsupp(M)
C eval(E ; X, P)
Eesupp(M)
=eval (M ; X,P).

This implies that eval (M; X, P) > eval (M;Y, Q).

Now, suppose that X; ~Y; and P; ~ Q; for every i € {1,2,...,n} and j € {1,2,...,t}. Thus,
conv(X;) = conv(Y;), and conv(P;) = conv(Q; ) for every ¢ € {1,2,...,n} and j € {1,2,...,t}.
Foreach E =X - Xy +---+ X\ - Xp + Apg1 - P+ + Ayt - Py € supp(M), we have,

eval (F; Y,Q) C conv(eval(E ; Y,Q))
=conv(Ai - Y1+ A Yo+ A - Qi 4 A - Q)
=A1-conv(Yq)+---+ Ay - conv(Yy,) + Apg1 - conv(Qq) ++ -+ + Ayt - conv(Qy)
= A1 -conv(Xy) +- -+ Ay - conv(Xy,) + Apt1 - conv(Py) +- - + Appy - conv(Py)
=conv(A - X+ o+ A X+ g1 - Pr4o o+ A - Py)
= conv(eval(E ; X,P))

This implies that

eval (M ; Y,Q) = Eesuip(M) eval(F ; Y,Q)

C * conv(eval(E ; X, P))
Eesupp(M)

C conv( * eval(E ; X, P)) (By Lemma D.7)
Eesupp(M)

= conv(eval (M ; X,P)).

Thus, we have,
conv(eval (M ; Y,Q)) C conv(eval (M ; X,P)).

Similarly, we can show that conv(eval (M ; X,P)) C conv(eval (M ; Y,Q)). Thus, we have
conv(eval (M ; X,P)) = conv(eval (M ; Y,Q)),

as desired. ]
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Lemma D.6. Suppose I is a system and X = ¢x is an inequality in it, where px s a polynomial
over CL(Q\ {X}). Then, ss(I;P)x = conv(eval(¢x ; ss(I; P)\x,P)).

Proof. Since ss(I; P) is a solution of I, we have:

ss(I; P)x > eval(px;ss(I; P), P)
= eval(px;ss(l;P)\x, P). (px is a polynomial over CL(Q2\ {X}))

This implies that ss(/; P)x > conv (eval(ng;ss(I;P)\X,P)). Now, it follows from the following
claim that

conv( eval(pyx ; ss(I;P)\x,P)) ifY =X
Zy =
ss(I; P)y, ifY e{Xy,.... X, } \ {X}

is also a solution. This implies that ss(I; P)x = conv(eval(¢x;ss(I;P)\ x, P)).
Claim: Y € sol(/; P) implies Z € sol(I; P), where

conv(evallpx ; Y,P)) ifY =X
Zy =
Yy, Y € {X1,..., X} \ {X}

To prove the above claim, it suffices to show that Zy > eval(¢y;Z,P) for each Y. We have the
following two cases:
Case 1: Y = X. We have:

Zx = conv(eval(px; Y,P))
>eval(px ; Y,P)
=eval(px ; Z,P)  (px is a polynomial over CL(Q \ {X}), and Yy = Zy for W # X)

Case 2: Y # X. First, note that Yx > eval(px;Y,P) because Y € ss(/; P). In particular,
this implies that Yx > conv(eval(px;Y,P)) = Zx. This implies that Y > Z. So, we have:

Zy =Yy
> eval(py ; Y,P) (Since Y € sol(I; P))
> eval(py; Z,P) (Since Y > Z)

O]

Lemma D.7. Let A, B C R, Then, conv(A)*conv(B) C conv (AiB)

Proof. Consider an arbitrary element z € conv(A) % conv(B). It follows from Carathéodory’s theo-
rem that there are subsets A’ C A, B’ C B of size at most (d + 1) such that

2=\ (Z)\a-a> + - (ZAb-b>,

acA’ beB’
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where A\, € [0,1] for each a € A’, Ay € [0,1] for each b € B’, and A € (0,1); and Y, 4 Ao = 1,
> per A =1, and A+ X = 1. Then, since

> A= (Z Aa) (Z Ab> =1,

acA’, beB’ acA’ beB’
we have,
z—A-<ZAa-a>+A.<ZAb-b>— > AaAb-(A-aJrX-b)econv<AiB).
acA’ beB’ acA’, beB’
This completes the proof. O

E Algebraic Complexity of the Smallest Solution of a System of
Inequalities

In this section, we will prove the following result.

Lemma E.1. Let I be a system of inequalities over n unknowns. Suppose every inequality in
a system I has (at most) k monomials, and each monomial has degree (at most) D. After our
Gaussian elimination-inspired algorithm in Figure 4 terminates, every inequality in our system
I™ has (at most) kP+V" monomials and each monomial has a degree (at most) D3".

Preparatory work. We say that the complezity of a polynomial ¢ over CL(Q?) is (k, D) if it has
(at most) k& monomials, each of degree (at most) D.

Proposition 5. Let ¢ and px have complexities (k, D) and (kx, Dx) respectively. The polynomial
©[X + ox] has complexity (k- kR, D- Dx).

Note that it suffices to prove this result for k¥ = 1, i.e., when ¢ = M is a monomial. By
Equation 17, the number of monomials is k)[g . The degree of each monomial in the substituted
polynomial is Dx + Dx +---+ Dx in Equation 17.

D—;irmes
In a system of inequalities {X; > ¢;}; |, we say that the complezity of the unknown X; is the
complexity of the corresponding polynomial ;.

Proposition 6. Let (k, D) be the complexity of X; in the system I. Let I' be the system produced
from I by rearranging X; using the rearrangement lemma (Lemma D.1) and then canceling X; using
the cancellation lemma (Lemma D.2) Then, the complexity of X; in the system I' is (k*, D?).

Any element p - X; + (1 — p) - E' is rearranged into X %FE', where 0 < p < 1. Otherwise,
the element is left unchanged if p = 0 or p = 1. Using the idempotence of *, the degree of any
monomial can either remain unchanged or increase by 1 during rearrangement. By the definition of

the cancellation lemma, the degree of each monomial is at most D?. The total number of monomials
is at most ((k+1)/2)* < k2.
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Proof of Lemma E.1. We say that the complezity of a system is (k, D) if every unknown has
complexity (k, D). Suppose we start with a system I(®) with complexity (k, D). Suppose j = 1. At
the end of step 2.b. in Figure 4, the system I’ has the following properties.

1. Complexity of X is (k2,D2)
2. Complexity of any other variable is (k, D)
After substitution in step 2.c., the system I(!) has the following properties.
1. Complexity of X is (kQ,DQ)
2. Complexity of any other variable is (kP+1, D3)

Thus, IV has complexity (k:D 1 D3). Iterating in this manner, we conclude that the system [ (n)
has complexity (k(DH)n, Dgn).

F Operational Realization: Proof of Lemma 2

We prove that itr(I; P) € C4(R)" is the smallest solution that contains the initialization set X(©),
This result will follow from the following two claims.

1. itr(I; P) € sol(Z; P), and

2. Any solution Y € Cy(R)" satisfying Y > X9 also satisfyies Y > itr(I; P).

Part 1. Let us first show that itr(I; P) € C4(R)" is a solution. We already know that it is an
element of C4(R)™. All that remains is to prove that it satisfies all the constraints. We will prove
that itr(I; P); > eval(yp; ; itr(Z,P),P) for j € {1,2,...,n}. Consider an arbitrary element

X' = (x},...,x,) €ite(I;P) = | J itr(5, 5P) = [ JXD = (U Xﬁ“,...,UX,@) .

120 120 120 120

(45)

Then, for each j € {1,...,n}, there exists i; such that x; € X7’ Let i* = max(iy,...,in). Then,

we have x/; € ij) - ng*) Then, for each j € {1,...,n},

eval(j; X', P) C eval(p;; X0, P) C conv(eval(goj;X(i*),P)) = Xgi*‘*‘l) C U Xg.i) = itr(I; P);.

120

This implies that eval(yj;itr(/;P),P) C itrj([;P). Thus, for each j € {1,...,n}, itr(I; P); >
eval(pj;itr(Z; P),P). So, itr(I; P) is a solution.

Part 2. Consider an arbitrary solution Y € C4(R)" such that Y > X, We will prove that
Y > itr(Z;P). We plan to prove this statement by contradiction. If possible, suppose the statement
is false; then there is j/ € {1,2,...,n} such that Z; NY; C itr(I; P);/, where Z = itr(I;P)NY.
Using Proposition 3, the intersection of solutions is also a solution. Consequently, Z is a (strictly)
smaller solution than these two solutions and Z > X(9: below, we prove its impossibility.
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Consider the sequence of nested sets X(©) — X1 —.... Note that Z > X = itr(0; I,P) but
Z % itr(I; P) = U5 itr(4, 1 P).” Therefore, there is an i € {1,2,...,} such that

Z > itr(i — 1,1;P) = X0~V but Z % itr(i, I; P) = X,
This implies that there is j* € {1,2,...,n} such that
Z;- > X7 but Z 2 X, (36)

)

Recall that ng is the smallest convex set containing eval(¢;« ; X0 P), ie.,
Xgi) = conv( eval (goj* ; X(i_l),P) ) (37)

On the other hand, Z € sol(/; P), in particular, entailing that Z;« > eval(¢;« ; Z,P). We know
that Z > X1 which implies thatZ;« > eval(pj;- ; X(@=1 P). As a result, from Equation 37, we
conclude that ‘

Zj- > X\

which contradicts Equation 36.

G Preliminaries: Arrangements

This section presents some fundamental properties of arrangements. Define d = a + b + ¢ with the
assumptions that ¢ > 0, a > 1, and b > 1. It follows that d = a+b+c > a+b > max{a+1,b+1} > 2.
For brevity, this section will use the following definitions and notation. For a finite set S C R¢,
the set S° denotes the relative interior of the convex hull of S; i.e., S° = conv®(S). The set 05
denotes the boundary of conv(S); i.e., dS = conv(S) \ conv®(S).
According to the first property below, which is an essential property of an arrangement, the

S
realization of an incidence vector I € {0, 1}(<(a+1)) is the intersection of the sets of relative interior
points of those subsets of S that are in the support of I. Below, we state propositions crucial for
our proof and prove them in Appendix G.1.

S
Proposition 7. Any incidence vector I € {0, 1}(<(“+1>) such that realize(l; S) € AS, satisfies

realize(I; S) = ﬂ conv’(R).

Re( (i)
Ip=1

The non-triviality in proving this result is that the incidence vector also encodes the subsets T
such that the realization does not intersect conv(7"). The complement of conv(7") is not convex.
So, these “negative constraints” lead to an intersection with non-convex sets; the result need not
necessarily be convex. However, the proposition above states that any realization is expressible
as the intersection of convex sets, and the negative constraints are redundant. From the above
proposition, we conclude the following proposition, which states that any realization of an incidence

S
vector I € {0, 1}(<(a+1>) is the relative interior of a polytope whose vertices are in V.AS.

Proposition 8. The closure of any non-empty realize(I;S) C conv(S) is a polytope with vertices

i VAS.

"That is, there is j € {1,2,...,n} such that Z; does not contain itr(I; P);.
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The following result says that the arrangement of a finite set is a partition of its convex hull.
Proposition 9. The sets in AS partition conv(S).
The next proposition states that the set of vertices of an arrangement of a set S contains it.

Proposition 10. S C VAS

Notation. The set imm(A;SAS) denotes the immediate neighbors of a point A € R* in the
simplicial decomposition SAS. That is, imm(A;SAS) denotes the (unique) subset of vertices
@ C VAS such that A € conv®(Q) € SAS.

We can uniquely express a point A € R* in S.AS as a convex linear combination of the vertices
imm(A; SAS), and represent the corresponding coefficients as lin(4; SAS) € RMm(ASAS) - That
is, the following identity holds.

A= Y lin(A4;SAS)y -V (38)
Veimm(A;SAS)

Because A € conv?(imm(A;SAS)), we must have lin(A; SAS)y > 0 for every V € imm(A; SAS).

G.1 Proofs of Proposition 7, Proposition 8, Proposition 9, Proposition 10

This section presents the proof of the propositions introduced in Appendix G.
We start with the proof of Proposition 7. We use Lemma G.1 to prove Proposition 7. We
present the proof of Lemma G.1 in Appendix G.2.

Lemma G.1. Let T, S C R* be two finite sets such that T C conv(S). Then, there is a simplicial
decomposition of conv(S) \ conv®(T") such that the vertices of each simplex are in the set S UT.

Proof of Proposition 7. Define
B = ﬂ conv’(R).

R€(<(5+1))
Tp=1

We want to show that realize(I; S) = B. Note that according to the definition of realize(I; S) € AS,
we have the following:

realize(I; S) = ﬂ conv’(R) ﬂ m conv(S) \ conv®(T) (39)

R€(<(as+1)) T€(<<as+1>)
Tp=1 Ip=0

B

We show that B N (conv(S) \ conv®(T")) = B for any T € (g(asﬂ)) that I7 = 0. Thus, it follows
from Equation 39 that realize(I;S) = B.

Take an arbitrary set T € (g(f_ﬂ)) such that It = 0. We show that conv®(7T) N B = (). Since

B = ﬂ conv’(R) C conv(S),

Re( (1))
Ip=1
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it follows from BNconv®(T) = () that B C (conv(S) \ conv®(T)) i.e. BN (conv(S) \ conv’(T")) = B.
Let us prove that conv?(T)NB = ). According to Lemma G.1, the set conv(S)\ conv®(T) can be
written as the union of disjoint simplices conv® (R(l)), ...,conv® (R(t)), for some sets RV, R@ ... R® ¢

(g(fﬂ)), as follows:

conv(S) \ conv’(T) = Ué-:lconvo (R(j))
We emphasize that the sets R(l), ceey R® C S because T' C S, and according to Lemma G.1, the

sets RV, ... RO CSUT=28.
It follows from I = 0 that

realize(I; S) C (conv(S) \ conv’(T)) = U§~:1convo (R(j)).

Since the simplices conv® (R(l)), ...,conv’ (R(t)) are disjoint, there is a unique j' € {1,...,¢} such
that
realize(1;S) C conv’ (R(j/)) .
This implies that I, = 1, and so B = (1  conv®(R) C conv® (R(j/)). It follows from
Re((2in))
Ip=1

conv® (R(j') C (conv(S) \ conv®(T)) that conv® (R(j/)) Nconv®(T) = . Thus, it holds that B N
0. O

conv’(T) =

Proof of Proposition 8. We prove by induction on the dimension of realize(I;S). In the base case,
the the dimension of the set realize(I;.S) is 0, and it has only one element. Then, according to the
definition of VAS, that element is a vertex in VAS. Then, according to Proposition 7, the closure
of any non-empty set realize(/; S) is

realize(1;S) = ﬂ conv(R).

ReE(<(41))
In=1

This set is an intersection of a finite number of convex polytopes. Therefore, it is a polytope. Now,
suppose our claim is true when the dimension of realize(/;S) is k. We want to prove that our
claim holds when the dimension of realize(I;S) is k + 1. Now, note that each facet of the polytope
realize([; S) is itself a polytope that can be described as the closure of realize(I’;S) for some I,
and it has dimension k. According to the induction hypothesis, the vertices of each facet belong to
VAS. Therefore, the vertices of realize(I;.S), which is the union of the vertices of its facet are also
in VAS. O

Proof of Proposition 9. Consider two distinct I, J € {0, 1}(<(ES+1>). Then, according to the defini-
tion, we have B = realize([; S) Nrealize(J;.S) = (). Otherwise, if P € B, then for any R € (g(fﬂ))’
we have Ip = inc(P;S)r = Jg, which is a contradiction. On the other hand, for any P € S, we
have P € realize(inc(P; S);S). So, we have S C |Jpcpa realize(inc(P; S); S) = Upyeas W. This

completes the proof. O

Proof of Proposition 10. It follows from the observation that realize(I; S) = { P}, where I;py =1
and P € S. O
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G.2 Proof of Lemma G.1

To prove the claim, we use the lifting technique. Define the two sets U = {(p, 1)eR¥L: pe S\ T}
and V = {(p, 0)eRtL: pe T}. Let £ be the lower convex hull of W := UUV. Each face of £
is a polytope and has a simplicial decomposition without adding any additional vertices [Edm70].
Note that conv(V') is a face of L. Let SL denote a simplicial decomposition of £ achieved by
considering an arbitrary simplicial decomposition for each face of £. Let SL* be the same as SL
without considering the simplicial decomposition of conv®(V').

Let 7: Rt — R? be a projection that maps (p1,...,Pq,Par1) € R to (p1,...,p.) € R
For an arbitrary subset A C R+, define 7(A) = {n(x): x € A}. Define 7(SL), and 7(SL*) as
follows:

m(SL) = {m(conv’(R)): conv’(R) € SL,R C W}
m(SL) = {m(conv’(R)): conv’(R) € SL*, R C W}

Then, 7(SL) is a simplicial decomposition of conv(S) because 7(L) is equal to conv(.S). Similarly,
m(SL*) is a simplicial decomposition of conv(.S) \ conv®(T") since the set w(L \ conv®(T)) is equal
to the set conv(S) \ conv’(T).

Since the vertices of the simplices in SL* are in the set W = U UV, the vertices of 7(SL*), which
is the achieved simplicial decomposition for conv(S) \ conv®(T'), are in 7(W) = SUT.

H Lamination Hull Restricted to Grid Points is Sufficient: Proof
of Lemma 3

This section will prove our Structure Lemma (Lemma 3). Instead of directly working with S (00,0)
we will define a new (related) sequence of recursively defined sets.

1. Initialization.

70— ON.

2. Recursive definition. For ¢ € {0,1,2,...}, define

k6{1,2,...,d},>\1,)\2,..‘,)\]€>0,

k
: ) AMF+X+ -+ A =1
T = 020 QY digtines QU), Q). Q) & TO
j=1 W) k)AL k)
Qu = =@y or @y = =Q
3. Hull.
gloo) .— UTU)'
120

We have the following relation between the two hulls.
Lemma H.1. S0 = ()

Proof. Tt is clear that SA) C 7O for all i € {0,1,2,...}. We can prove this by induction on
i. The base case of i = 0 has S8 = T by definition. In every recursive step, any two points
joined by a line segment in SCT1A) are also joined in 7+, Therefore, we have S(A) C 77(%)
For the other direction, [BKMN22a, Corollary 1] proved that 7 C SN for i € {0,1,2,...}.
So, T7() C §(>:A) | The intuition is that 7+Y permits convex linearly combining d points of 7).
This can be emulated by iteratively convex linearly combining two points at a time. O
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Due to this equivalence, to prove our structure lemma, it suffices to show that 77(°) |q can be

computed from { T (%) ’g 1 g€eg } We will prove that the algorithm in Figure 11 is correct.

Define S© = SASGY, 8O = SASHY, G = vAsEY 60 = vasHY G =G xgW)
and (u,v) = q.
1. If (u,v) € G, return T(oo)‘q.

2. Ifu € G@ but v ¢ Q(b), return

Z lin(v; S®),, - 7()

v/€imm(v;S®))

(wa)
3. Ifv e GO but u ¢ Q(a), return

Z lin(u; S@),, - 7

o’ €imm (u;S(@))

(')
4. Else (i.e., u & G@ and v ¢ Q(b)), return

Z Z lin(u; ), - lin(v; S®),, - T()

W €imm(u;S(@)) v/ €imm(v;S®)

(W)

Figure 11: Algorithm to compute T(Oo)‘q from { T(m)‘g :g€eg }

Lemma H.2 (Technical Result). The algorithm in Figure 11 is correct.

Observe that the returned answer always combines restrictions of 7(°) to grid points. Ap-
pendix H.4 presents the proof of Lemma H.2. This proof will require characterizing properties of
the 7 sets, which are elaborated in the section below.

H.1 Notation: Witness trees

We introduce some notation to state and prove our results.
For a point Q € R?, we use tg to denote the first time it appears in the sequence {T(Z)}i>0:

to = min{z': QeT(i),ie{o,l,z,...}}. (40)

For a point P € T(®) C R?, we can associate a natural witness tree I with it. This tree has P
at its root, and its children are the points that were convex linearly combined to produce P. The
subtrees rooted at these children are their witnesses, respectively. The leaves of a witness tree are
points in 7. Based on the recursive definition of the sequence {T(i)}po, if P is a child of P
then P, = P[’a | or Py = P[’b]. We highlight that a node in the witness tree may have one child;
this is permitted by the recursive definition of 70 from 7®), where i > 0. So, any point has
multiple witness trees.

Next, we aim to measure the structure of points in 7(°). A point P € 7() C R? is gridded if
Pg € G@ and Py € GO, 1t is grid-aligned if (1) Pg € G@ but Py ¢ G® . or (2) Py € G® but
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Pq ¢ G Tt is unaligned if Pq ¢ G(@ and Py & G . Note that the leaves of any witness tree
are gridded by the definition of 7(®, (@) and g®.
Now, we will identify structured witness trees for points in 7(°).

Definition 2 (Gridded Witness). A witness tree II for a point P € T(®) C R is gridded if the
following (mutually exclusive) conditions are satisfied.

1. If P is gridded: Every node in the witness tree 11 is also gridded.
2. If P is grid-aligned: Ezxcept for the root, every node in the witness tree 11 is gridded.

3. If P is unaligned: FExcept for the root and its children, every node in the witness tree Il is
gridded. The root’s children in the witness tree 11 are grid-aligned.

We will prove the following result.

Lemma H.3. Any point P € T(®) has a gridded witness.

This salient feature may not exist for the witness trees for the recursive construction of S©4),

which only convex linearly combines two points. For example, the barycenter of a triangle cannot
be expressed as the pairwise linear combination of its vertices such that each intermediate linear
combination is also a vertex of the triangle. This is one reason for defining and using the {’T(i) }2.20
sequence for the proofs. Appendix H.3 proves this result. We emphasize that the depth of a gridded
witness for a point may be greater than that of its shortest-depth witness.

We define another form of structure in witness trees.

Definition 3 (Immediate Witness). A witness tree II for a grid-aligned or unaligned point P €
T() C R? js immediate if the following (mutually exclusive) conditions are satisfied.

1. If P is grid-aligned and P € G Any child P’ of the root P in II satisfies P[,b] €
imm(Py; SOy,

2. If P s grid-aligned and Py € GO : Any child P’ of the root P in I satisfies P['a] €
imm(Pg; S(@),

3. If P is unaligned: Any child P’ of the root P in II satisfies P['a] € imm(P[a];S(“)) or P[’b} €
imm(P[b};S(b)). Any grandchild P" of the root P in I satisfies P[’C'L} € imm(P[a];S(a)) and
P[/I:] € imm(P[b];S(b)).

We will prove the following result.

Lemma H.4. Any grid-aligned point P € T(®) has an immediate and gridded witness. Any
unaligned P € T(*) has two immediate and gridded witnesses II(®) and 1) satisfying:

1. Except for the children of the oot P, all nodes are identical in TI'® and TI(%).

2. Any child P’ of the root P in TI satisfies P[’a} = P

3. Any child P’ of the root P in I®) satisfies P[’b] = Py.

Appendix H.2 will prove this result. Note that Lemma H.4 is a stronger version of Lemma H.3
for aligned and unaligned P. Lemma H.3 for gridded P will be used in a later proof.
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Figure 12: This figure illustrates the proof of Lemma H.4, Case I, Subcase (A), presented in
Appendix H.2. In this figure, a = 1,b = 1. The bullet points are grid points. The point Q € R? is
a grid-aligned point, where u € G(®, v & G(). The figure at the top represents a witness for Q. The
child QM is grid-aligned and the child Q® is gridded. We represent the immediate and gridded
witness tree of Q) with dashed arrows. The figure in the middle represents a gridded witness for
Q after replacing Q) with its children. According to Lemma H.5, we can transform the gridded
witness to an immediate and gridded witness, represented in the figure at the bottom.

H.2 Proof of Lemma H.4

We prove Lemma H.4 using an extremal argument. Let B C 7(°°) be the set of points for which
the lemma does not hold. We want to show that B = (). We prove this by contradiction. Suppose
B # 0. Let t* denote min{tg: Q € B}, where t( is defined in Equation 40. Consider a point Q € B
such that tg = t*. Let II be a witness tree for @) of depth t*. Let Q(l), ... ,Q(k) be the set of
children of @ in II. Without loss of generality, let us assume that Q) = QE]) =... = Q[(j]) = u.
For each j = 1,...,k, we have tou) < tg = t*. Thus, for each j = 1,...,k, the lemma holds for

the point QW) e T, There are two cases that we need to consider:
Case I. [ is grid-aligned] There are two subcases:

Subcase (A). The first subcase is u € G@ and v ¢ G®. For each j = 1,...,k, the child
Q) is grid-aligned or gridded because QECJL]) =ue gl (refer to Figure 12). First, for any child
QU) that is grid-aligned, we replace it with its immediate and gridded witness (For example, the
child Q) in Figure 12). The children of QU) are aligned with @ in that witness tree. Thus, in the
next step, we can remove any grid-aligned child Q) by replacing it with the subtrees rooted at its
children. Thus, there is a gridded witness tree for ). Now, according to Lemma H.5 (Part 1), the
point @ € 7(*) has an immediate and gridded witness, which is a contradiction.
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Figure 13: This figure illustrates the proof of Lemma H.4, Case I, Subcase (B), presented in
Appendix H.2. In this figure, a = 1,b = 1. The bullet points represent grid points. In the figure
at the top, the point Q € R is a grid-aligned point, where u & G(®, v € G Its children are Q)
and Q®; QW is unaligned, and Q@ is grid-aligned. We represent the immediate and gridded
witnesses of Q) and Q) with dashed arrows. The figure at the bottom represents an immediate
and gridded witness for Q).
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Subcase (B). The second subcase is that Q) = u ¢ G@ and Qp =v € G® . Then, for
each j = 1,...,k, the child QU) is grid- aligned or unaligned (refer to Figure 13). Consider some
grid- ahgned child Q) where Q( = u and Q v (for example see Q) in Figure 13). Since

uw & G@ and QW is grid- ahgned, it must be the case that v@ € G Remember toem < t*. Thus,
there is an immediate and gridded witness tree for Q. Similarly, there is an immediate and
gridded witness for any unaligned child Q) (for example, the point Q") in Figure 13).

Consider an arbitrary child Q). Let QWY . .. QU") be the children of QUY) in its immediate
and gridded witness. Note that for the case that QU) is unaligned, there are two 1Inn1ed1ate and

(1 _ (4,r)
QY == Q7 = Qff), and
imm(u; S©@) = {Q ,...,Q U, T)} (For example, see the immediate and gridded witness of Q")

in Figure 13). We do the same for the case that QU) is gridded-aligned (For example, see the
immediate and gridded witness of Q) in Figure 13).

Now, replace each child with the corresponding immediate and gridded witness tree. Then,
we have a new witness tree for Q. We apply the swap lemma (refer to Lemma H.6) to construct
another witness for Q. In the resulting witness, the point @ is grid-aligned and any child @’ of
Q is gridded and Q’[b} = Qp) € G® and Q’[a] € imm(u;S(“)). Thus, the resulting witness is an
immediate and gridded one for (). This is a contradiction.

gridded witnesses. We choose the one that r = |imm(u;8 (@)

Case II. [Q is unaligned] In this case, u ¢ G v & G For each j = 1,2,...,k, the child QU
is grid-aligned or unaligned (refer to Figure 14). Consider some child Q) that is grid-aligned (For
example, child Q@ in Figure 14). Q" has an immediate and gridded witness. Let QWY .. Q)
be the children of Q® in that immediate and gridded witness. Note that r = ‘imm(u; ) (“))‘, and

Qfg]l =...= Q[(Z]’r Q[b], and imm(u;S(“)) = {Q la] ,...,Q hr } Consider some child Q) that

is unaligned (For example, child QW in Figure 14). It has an 1mmediate and gridded witness with

children Q1 ..., Q™). Note that r = \imm(u;3<a>)|, and Q el _ ... = = Qjy (6r)

any such grid-aligned child Q¥ and unaligned child Q¥ with their corresponding immediate and
gridded witnesses previously discussed. Now, we have a new witness tree for ). We apply the
swap lemma (refer to Lemma H.6) to construct another witness for Q. In the resulting witness,
the point @ is unaligned and any child Q' of Q is grid-aligned, and Qf = Qp ¢ G®  and
Q’[a} € imm(u; S@) C G@. Since tgr < tg, there is an immediate and gridded witness for each
child @’ of Q.

Thus, Q has an immediate and gridded witness such that any child @’ of the root Q) satisfies
Q’[b] = Qp- According to swap lemma (Lemma H.6), this witness can be transformed into another

Q[(If]) . Replace

witness with an immediate and gridded witness such that any child @’ of the root @ satisfies
o] = Q[q)- This is a contradiction.

H.3 Proof of Lemma H.3

It follows directly from Lemma H.4 that P has a gridded witness if it is grid-aligned or unaligned.
The result remains to be proven when P is gridded. We prove by contradiction and use an extremal
argument similar to the proof of Lemma H.4.

Suppose that there is some gridded point that does not have a gridded witness. Let @ be
one such point with the smallest tg, which is defined in Equation 40 as the smallest 7 such that
Q € TW. Let II be a witness for Q. It suffices to prove the result for the case that any child Q' of
Q@ in II satisfies Q’[a] = Q[q (the proof for the other case is analogous).

o4



Q(I,Q) (2,2)
U :@(1,2.,.1).&.T....Y44’.7.‘.Q.(.1.,2,2 B UTTPPTRPIRIE @ e
ot %
v \{
— L) et (LL2) @ .
u=Q * ‘é(m’)‘ *Q Q(g,n *
v=0 v=2 wv= v==06
u = 6 ........ @ s @ s @ e T YUUPPIN
1(L,2,2)/(2)
U z@(l,Z,l) .i'; ....... C}?/‘ ? / Q(2,2) ..... @ ...
/ Q
u =Q(1.,1.,.1.).«.T..’..—.ff.?.‘r.f ......... Q1) o

Q/(LLRy ()
v=0 wv=2 wv=4 wv=6

—A(L.2,1) e " .l an T T0e)(2,2). e
u=a ° /(1,2,2) Q *
(1) 1(2)
/(1,1,2) @

u :Q(]"'l’l).\\;‘//l \ """""" _ e
i)
v=0 wv=2 wv=4 wv=6

Figure 14: This figure illustrates the proof of Lemma H.4, Case II, presented in Appendix H.2. In
this figure, a = 1,b = 1. The bullet points represent grid points. In the figure at the top, the point
Q € R? is unaligned. Its children, Q) and Q® are unaligned and grid-aligned respectively. We
represent the immediate and gridded witnesses of ) in the middle and bottom figures.
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Figure 15: This figure illustrates the proof of Lemma H.3. The lemma states that any point of
7() has a gridded witness. In this figure, a = 1,b = 1. The bullet points are grid points. The
point @ is gridded. The figure at the top represents a witness for ). Children of ) are the points
QW and Q@. The child QW is grid-aligned. The child Q3 is gridded. We represent a gridded
witness of Q) by dashed arrows. The figure at the bottom represents a gridded tree for @. This
tree is achieved by replacing Q(!) with its children. We can transform it into a valid witness tree
by using the Carathéodory’s theorem.

Observe that any child of @ in Il is either gridded or grid-aligned because @ is gridded (refer
to Figure 15). By Lemma H.4, every grid-aligned child of @ in Il has a gridded witness. For
every such child Q" (of @), let IIy be a gridded witness. Then, any child Q" of Q' in II¢y satisfies

’[; | = Q’[a} = Q[q]; otherwise Q’[b] = Q’[Z] which would imply that @’ is gridded, contradicting that
Q' is grid-aligned. Therefore, we can construct @ by a tree II' achieved by replacing every subtree
rooted at a grid-aligned child @’ in IIg by subtrees in Iy rooted at the children of Q" in Il

The degree of @ in II' could be more than d. We use Carathéodory’s theorem to transform it

into a valid witness tree. Let R = {QMW,...,QM} of size r < a + 1, be a subset of the children

of @ in ITI' such that Ry = {Q&), e ng})} forms a simplex and Q[ € conv® (RM). Thus,
there are AR AE) > (0 guch that Q) = Xim1 NGR) QEQ, and >._; A = 1. Define

Q) = iy A@&R) Q) By Carathéodory’s theorem, for each such R there is A > 0 such
that Q = Y. AP . QU and 3" p A = 1. Therefore, we can have a gridded witness for Q. This
is a contradiction.

H.4 Proof of Lemma H.2

The proof proceeds by an exhaustive case analysis.

Case 1: u € g(a>,v c G®. Then g € G. In this case, T(°°)|q is an element in the set

{ T(OO)|9 1 g€EQG }, so we return the appropriate element from that set.

Case 2: v e G v ¢ G®, Consider any Q € T(w)‘q. Then, @ is grid-aligned. It follows from
Lemma H.4 that () has an immediate and gridded witness II. By Equation 38,

Qp =v= Z lin(v; S®), -/
v/ €imm(v;S®))

This implies that
Q= > lin(w;8®), - Q")

v/ €imm(v;S®))

26



where Q) is the child of Q in II such that QE:]I) = u and Q%,) = /. Observe that Q) ¢
T(OO)’(H o) and hence
Qe Z lin(v; S®)),, - 7(>)

v/ €imm(v;S®))

We have shown that

7 (c0)

- Z lin(v; S®),, - 7(=)

v'€imm(v;S®))

(up)

(u,0)

For the other direction, for any point Q € ) ,
i (since T ‘q c 74 ‘q C ...), such that

y lin(v; SOy - T )‘ there is some

v/ €imm(v;S®)

€ lin U;S(b) o - T c 70+D c ()
Qe > (v:8®) - oy

(uw)’

v/ €imm (v;S®))

Therefore, the two sets are equal.
Case 3: u ¢ g(a>,v c G®), The proof is similar to case 2.

Case 4: u & G v ¢ GO, Proof is similar to case 2. However, this time, it follows from the
immediate and gridded witness for an unaligned @ € 7(>) mentioned in Lemma H.4.

H.5 Technical Results: Statement and Proof of Lemma H.5 and Lemma H.6
Lemma H.5 (Immediate Witnesses). Let Q € T(). The following statements hold.

1. If Q is grid-aligned and has a gridded witness such that Q’[a} = Q[ € G for any child @',
then QQ has a gridded witness such that any children Q" of Q satisfies Q’[g] € imm(Q[b];S(b)).

2. If Q is grid-aligned and has a gridded witness such that Q/[b} = Qpu € G® for any child @',
then Q has a gridded witness such that any children Q" of Q) satisfies Q’[Zl] € imm(Q[a];S(“)).

3. If Q is unaligned and has a gridded witness, then Q) has a gridded witness such that any
children Q" of Q satisfies ( ’[;},Q/[ZO e{(uv,v): v € imm(Q[a],S(a)),v’ € imm(Q[b],S(b))}.

Proof of Lemma H.5. We will prove part 1 and part 3. The proof of part 2 is similar to the proof
of part 1.

Proof of part 1. Suppose () is a grid-aligned point. Let Q,) =u € G (@) Qp=vE€9 ®). Suppose
Q has a gridded witness tree IT with gridded children Q(,Q® ...  Q® such that Q(l) Q¥ —
[a]
= Qf}ﬁ = Qo = u € Ga, and Qfl}f, . ,Q[b] e GO, Thus, Q € conv(QW,...,QW).
Note that S® = S.AS(O’A) is a simplicial decomposition of the arrangement AS[(J])’A). Thus,
Qp € conv (bel]), . .,Q[b]) C conv (S[(If])’A)) It follows from Proposition 7 that imm(v; S®) C

conv(R) for any R C SO

such that Qp € conv®(R).
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Therefore, any gridded point Q' satisfying Q/[b] € imm(v; S®)) can be constructed by a witness

such that any children Q” of Q' is a grid point that satisfies ’[;)] € S[(b(]]’A). Therefore, since
Q) € conv (imm(v S ))) we can construct a gridded witness for @ such that any children Q" of
@ satisfies [] € imm(v; S®).

Proof of part 3. For the third part, we again have ) € conV(Q(l),...,Q(t)). Each Q@ is
grid-aligned according to the assumption. Without loss of generality, we can assume that Q[(Zj =
Qlq) = v and Q = v, For each i, the point Q@ is grid aligned and it is aligned with @, but
Q 1tself is unahgned (Q is not a grid point or even aligned with a grid point). This implies that
Q[b] e GO, Thus, according to part (b) there is a witness for Q) whose children are the set of
grid points {Q(@J)};ﬁ: such that Q[b] = Q&) = 0@ and Q[(é’]j) € imm(u;S(“)) for each j, and
r= ‘imm(u,S(a))‘.

Now, we use swap lemma (Lemma H.6) to construct a new witness for @), such that the children
of Q is the set {PU) e T(m)|p(j)}§:1, where r = |imm(u, S@)|, and pi) = (u),v) (V) €

imm(u, S(®)) and the children of each P {PUI}_ are such that P[(] D = @, Now, we use

part (a) of our lemma for each PU) to construct it using immediate grid points whose projection
on RY is in the set imm(v,S(b)). Thus, @ has a witness whose children are the set of grid points
{(,v"): v € imm(u,S@), v € imm(v, S®))}. O

Lemma H.6 (Swap Lemma). Let Q € T(®). Let imm(Qq), S @) = {uM @, u}. Suppose
there is a witness II for Q with t children QW , Q@ ,....QW® such that

1. Q=31 8- QW where B=(B1,...,B), Sy Bi =1 and B; > 0 for all 1 <i < t,

2 Qi) = Q) =+ = Q) = Qo

3. every child QW has r children QY Q2 .. Q") satisfying Q (19) — ,3) forall1 <j<r.
Then, there is a witness I’ for Q with r children PY, P2 P") such that

7 P[(J]) — o and p[<]> Qp for all1 < j <,

2. Every child PY) has t children QU9),Q@9),..., Q") satisfying PY) = 37i_, B; - QU9).

Proof of Swap Lemma (Lemma H.6). Recall that every point u € S (@) can be uniquely written as
the convex combination of of its immediate neighbors (refer to Equation 38). In particular, there is
a unique (aq, @, ..., a,) such that 2;21 aj=1,a;>0foralll1 <j<r and Q = Z _1 04] uld).

Therefore, in the subtree rooted at Q® of I, it holds that Q%) = 23:1 o QU forall 1 < i < t.

This implies that
t t T
Q:ZBZ..Q(Z') :ZZ@;%.Q( J)
i=1

i=1 j=1

The above equation naturally suggests the following construction of II'.

1. Let the tree be rooted at Q’.
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9. Let P(M, P . P be children of Q' such that P[g) u® and P( — Qpforall 1 <j<r,
and Q' =>"_; ;- PO,

3. Every child PY has ¢ children QU9 Q29 .. Q) satisfying P\ EZ 1B QU9 and

QE;]J) — Q[(i] — .= Q(td (J}) ()

4. The subtree rooted at Q"7 is the same as the subtree rooted at Q%) in II.

It is clear that ' = @ and so II' is a witness tree with all the desired properties. O

I Bridging Lamination Hulls and Solutions of Systems of Inequal-
ities: Proof of Lemma 4

This section proves Lemma 4, bridging the lamination hull computation and the smallest solution of
a system of inequalities. Let ( XE,*) 1 g€eg ) be the smallest solution of the system of inequalities

(

7 built in Figure 8. Our objective is to prove that S(A) |g = ) , for every grid point g € G.

Our proofs will rely on the nested property of the sets S®4) for i€{0,1,2,...}. Note that 0 is

in the specific A we consider. So, by considering P = @ in Equation 1, for every i € {0,1,2,...},
we conclude that

S(i,A) C S(iJrl,A)‘ (41)

Now, we proceed to the proof.

Direction 1: Xg*) C S(°°7A)’g. Our strategy is to prove that ( S(OO’A)}Q 1 9€eg ) is a solution of

the system Z; Lemma 1.1 will prove it below. ( Xg*) 1 g€eg ) is the smallest solution of the system

of inequalities Z built in Figure 8. By definition of the smallest solution, we have Xé*) C Sloh) ‘g
for every grid point g € G. This completes the first direction of the proof.

Direction 2: S(W’A)‘g C Xé*). Instead of directly working with S we will define a new

(related) sequence of recursively defined sets. Appendix H had previously also defined these sets
and proved several properties that we will use in our proof.

1. Initialization.

T70) — S0.0)
2. Recursive definition. For i € {0,1,2,...}, define

i kﬁE{1,2,...,d},>\1,)\2,..‘,)\k>0,

, - )\1+/\2+---+/\k=1
(i+1) . .0 . .
T = ZAJ QW Gistinet QU Q 2 ..M T

a _ S NS
Qul == QL or Q) = = Qj
3. Hull.

) = UT(i).

120

99



Roughly speaking, 7011 contains the convex hull of any < d points in 7® if their first a coordinates
or their next b coordinates match. On the other hand, the recursive construction of SU+14) contains
the convex hull of only < 2 points in S¢A). Intuitively, the {T(i)}po evolves “faster.” However,
a convex linear combination of more points can be emulated by ite/ratively taking convex linear
combinations of only 2 points at a time. So, any point in 7® will also lie in S (@A) for a (possibly)
larger 7/. We will need the following results.

Result 1. SN = 7(°) Lemma H.1 states this result, and we have proved it previously.

Result 2. T(i)’g - Xgiﬂ), where g € G is a grid point and 7 € {0,1,2,...}. Lemma 1.2 will state
and prove this result below.

For an arbitrary grid point g € G, using the results above, the proof follows from the following
sequence of reasoning.

S(W’A)’g = T(Oo)’g (by result 1 above)
— U 7 , (by definition)
120
- U Xé”l) (by result 2 above)
120
c x{ . (by definition)

This completes the final direction of the proof.

At this point, all that remains to complete the proof of Lemma 4 is to prove Lemma 1.1 and
Lemma 1.2, which are stated and proved below.

I.1 Statement and Proof of Lemma 1.1
Lemma I.1. ( g(oo,A)}g 1 g€eg ) s a solution of the system T introduced in Figure 8.

(00,A) }

Proof. First, we will prove that S g is convex, for each grid point g € G. Then, we will prove

that ( S(e:h) ‘g :g€g ) is a solution of the system Z.

Part 1: Convexity. Consider any grid point g € G and arbitrary points P,Q € S (OO’A)|9. There
there are r,k € {0,1,2,...} such that P € S(T’A)‘g and Q € S(k’A)|g. The nested guarantee of
Equation 41, implies that P, Q € S(t’A)‘ , where t == max{r, k}. Moreover, P,Q € StM ‘g implies
that P, = Q[q); therefore, P —@Q € A. So, all convex linear combinations of P and @ are contained
in SEHLA) ‘g. This proves that the set S(A) ‘g is convex.

Part 2: Solution of our system. Now, we will prove that ( S(OO’A)|9 1 g€eg ) is a solution

(00,A) ‘

of the system Z when we assign X, = S g for grid point g € G.

Base case constraints. Consider any point P € SN and define g = (P[a],PM). Let us focus

on the base case constraint X, > {P} in our system /. Note that P € S(O’A)}g. The nested

property of our sets imply S(-4) € SG+1LA) for all i € {0,1,2,...}. Therefore, we conclude that
PeS (OO’A)|9 =Ui=0 S (.0) I thus, satisfying the inequality under consideration.
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Spatial information constraints. Consider a spatial information constraint Equation 28 in Figure 8

k
Xuwy 2 Y0 Xy
=1

such that v = Zle a® . 4@ Consider arbitrary points P(®) e S(OO’A)}(W.)W) fori e {1,2,... k}.
That implies P e S(t“A)}(u@)m
Equation 41, we conclude that P(®) ¢ S(t’A)}(u(i)’v) for t = max{ti,to,...,tx} and i € {1,2,..., k}.

Note that SET1A) will contain the convex hull of any two points Pl pli2) where iq,iy €
{1,2,...,k}, because P[E:jl) = P[gff). The indices 1,42 need not be distinct. Next, SE+2A) will
contain the convex hull of any four (or fewer) points in {PM), P®) .. P®)}  Continuing in this
manner, S¢HAA) will contain conv(PM, PA) . P®)) where A = [log, k]. In particular, the
point P = Zle o). P() belongs to the set SEAY) | Since (u,v) = Zle o). (u(i), v), we have
Pe S(HA’A)‘(U ») cS (OO’A)‘(%U) specifically. Therefore, we conclude that

)

) for some t; € {0,1,...}. By the nested property of our sets in

S(OouA)

)

k
> OZ(Z) . S(OO,A)
(wv) z}

which implies that the spatial constraint above is satisfied. Spatial constraints of the form Equa-
tion 29 are also analogously satisfied.

(u) 0)

This proves that ( S ‘g 1 g€eg ) is a solution of the system Z. O

1.2 Statement and Proof of Lemma 1.2

Lemma 1.2. For a grid point g € G and i € {0,1,2,...}, we have T(i)’g C Xéiﬂ).

Proof. Consider the system of inequalities of Figure 8. To prove this statement, we proceed by
induction on ¢ € {0,1,2,...}.

Base case i = 0. By definition, for any grid point g € G, we have

TO| ={Pes®™ : g=(Py.my) }.

g

When constructing X from X(©) according to the iterative procedure in Figure 5 of Section 3.4,
the base case constraints imply that
Xy > {P},

for every P € T(0 = S(OA) gatisfying g = (P[a}, P[b]). Therefore, we have T(i)|g C XyH) for i = 0.

Inductive hypothesis. For some i € {0,1,2,...}, assume that T(i)‘g - Xgﬂ) for every grid
point g € G.
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Induction. Now, we need to prove that 7¢+1 ‘g - Xgﬁ)

the following result.

for any grid point g € G. We will use

Result. It follows from Lemma H.3 that for any P € T(i+1)|g, there are appropriate grid points
g, 9@ ... g® € G such that P € Ze»zl ald) . T(i)‘g(j) and g = Z§:1 al9) . ). Moreover,

9la] = g[(i]) == g[(f]) or gp) = g[(bl]) = 9[(13) The parameter £ may be larger than (a + 1)

r(b+1).

By the inductive hypothesis, we have X;i(;r)l) > T(i)‘g(j) for 7 € {1,2,...,¢}. Without loss of
(1) Q)

generality, assume that gp) = gy = = Gp =V (the proof for the other case is analogous).
. _ ). ,)
Denote u = gjq = > ;4 ol9) "9l | . |
Consider each simplex C with vertices g9, gU2:C)  ¢xC) where k < a+1 (by Carathéodory’s

theorem [Car(7], such that ¢ is in its relative interior. Corresponding to this simplex, we have a
spatial constraint in Equation 28; say

V
] =

t,C
o X o
=1

The iterative definition of Xg+2) ensures that

k
T
('L+2 z+1 )
>3 alt DXl 23 ol
t=1

i .C .
P gl ©)
The (}) inequality above uses the inductive hypothesis.
The point P lies in the set Z a(J (’)|g<j). This expression can be written as the convex

linear combination of expressions corresponding to simplices that contain g in their relative interior.®

Therefore, by considering all possible simplices containing g in its relative interior, we conclude that

L

X(+2) > 3 a0)
=1

g

is also satisfied. Consequently, any P € T+ ‘g also satisfies P € Xg”z), and, therefore, 70+1 }g -
XéiH). O

J Complexity of Answering Lamination Hull Membership Queries

This section presents the run-time analysis of our algorithm in Figure 3.
The initial set is S(OA) c RoH0+¢ where a,b > 1 and ¢ > 0. Let s > 2 denote the cardinality of
SO.A)  The total number of grid points is card (g(a>) card (g( )), which is

b+1 a+b+1

T a+1
< 23 +s < 23

The () bound follows from estimating the number of arrangements in Equation 25.

8Even if £ > (a + 1), this decomposition is possible due to Carathéodory’s theorem.
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So, the procedure in Figure 8 creates a system of inequalities with n unknowns, where
n = card (G) = card (g(“)) - card (g(b)) <2 (42)

There are s base case constraints. The number of spatial information constraints like Equation 28
is

a+1 a+2 a a
< card(G) - card (g(a)) — card (g(b)) - card (g(a)) < 95 Ha+) L glatbi2) 20t

Likewise, the number of spatial constraints like Equation 29 is

b+2)-sa+b
<2(a++)s )

So, the total number of constraints is
< S+2(a+b+3)‘s“+b < 2(a+b+4)~s“+b'

(at+b+4)s**" —. k monomials, each of degree (at

Therefore, every inequality in the system has < 2
most) max{a+1,b+ 1} < (a+b) = D.
Lemma E.1 states that after running our Gaussian elimination-inspired algorithm of Figure 4

on this system, we get a system such that each polynomial in it has the following properties:

1. The number of monomials is (at most)

b 25a-&-b-‘,—l b 220(a+b+s)
D+1)™ b+1)"- b+4)-s% b+1 . b+4)-s% 2
ki(+) :2(a++) (a+b+4)-s <2(a++) (a+b+4)-s <2

2. The degree of each monomial is (at most)

Sa+b+1 222O(a+b+s)

D3 < (a+0b)? <2

All that remains is to estimate the time taken to determine the membership of ) in Figure 3.
It is dominated by the time taken to determine the membership of a point in the convex hull of
E@P+D" gubsets of Ret0+¢ each of these subsets is the relative interior of a polytope with (at most)
D3" vertices. Lemma J.1 presents this estimate; it is stated and proved below. Using this estimate,
we conclude that the running time of Figure 3 is at most

222220<d+S>
where d = a+ b+ ¢. In our cryptographic application, we have s < ¢ and d = card(X) + card(Y') +
card(Z). Hence, for that specific application, the running time is

22O(card(X)+card(Y)+card(Z))

2%’ . (43)
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Technical result. We will prove the following technical result here.

Lemma J.1. Suppose ¢* be a polynomial over CL(Q2p), where Qp is the set of all constants.
Suppose p* has k' monomials with degree (at most) D'. Let P be a constant assignment such that
each constant is assigned singleton elements in RY. One can answer whether a point Q € R? lies

in conv(eval (¢*; P)) or not in time
(k/)O((D/-i-d)Q) .

Proof. The evaluation of a monomial of degree (at most) D’ is the relative interior of a polytope
with (at most) D’ vertices. We remind the reader that the relative interior of a point is the point
itself. Consider k' sets, one for the evaluation of each monomial. By Carathéodory’s theorem, it
suffices to test the membership of the point @) in the convex hull of all possible < (d + 1) choices
of sets among these k' sets.

At this point, we have the following subproblem. Consider sets S, S®) . S@) = R, such
that 1 < d < (d+1), and each of these sets is the relative interior of a polytope with (at most) D’
vertices. Using quantifier elimination [BPRon, Chapter 14], we can determine the membership of
@ in conv (S(l) us@u...u S(d')) with complexity that can be bounded singly exponentially (in
the parameters D" and d) using the complexity of the quantifier elimination algorithm in [BPRon].

Consider all ( <(§;1)) subsets, we get the final estimate of the running time. O

K Hemihedra

Figure 16 presents a few examples illustrating hemihedral sets.

5 P, Ps P,
O ® O O
e
P
(a) conv®({Py, Pa, P3})|Jconv®({ Py, P5}) (b) conv®({ Py, Py, ..., Ps})Jconv®({P,})

Uconve({F1}) U conv®({Fs}) U conv®({Fs}) U conv®({Fs}) U conv®({Fs})

Figure 16: Examples of Hemihedra. Here conv®(S) represents the relative interior of the convex
hull of a finite set of points S. If S is a singleton set, then conv®(S) is the point in S itself.
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A motivating example. Let X C R be a convex set satisfying:
1. Tt contains the point P € R and
2. It contains the midpoint of any point in X and the point @ € R.

The following system represents these constraints.
1 1
X>{P} @ (2X+2{Q}>

The smallest convex X is the union of P and the relative interior of the line segment PQ, i.e.,
{P} @ {P}*{Q}. The smallest polytope simultaneously satisfying the equation is the line segment
P@Q), which contains the spurious point Q).

Perspective: Hemihedra-like geometric objects in mathematics. Convex polytopes (as
well as polyhedra) in R? are exceptionally well studied [Grii03, Zie95]. By definition, they are
closed subsets of R?. This paper proves that lamination hulls of finite sets of points (for certain
choices of A) are not necessarily closed or even locally closed, but their closure is a convex polytope.
This necessitates a definition of a class of convex subsets, which we call hemihedra. Note that non-
closed convex polyhedra appear naturally when convex hull operators are applied, starting from
closed convex sets. For instance, the convex hull of the closed convex polyhedra in R?, {(0,0)} and
{(z,y): x > 1} is the convex set

{(0,0)} U {(a:,y): x > 0},

which is not closed or even locally closed. (Technically, it is not a hemihedron as per our definition
since it is not bounded). In semi-algebraic geometry, semi-algebraic sets that are not locally closed
arise naturally and create severe mathematical difficulties (for instance, in questions regarding
their topological complexity). Hence, such sets have been the object of special attention (see,
for example, [GV09, GV17]). For example, the problem of proving lower bounds on the depths
of algebraic computation trees for membership testing in semi-algebraic sets is considerably more
difficult when the set is not locally closed. The fundamental result of Yao [Yao97] in this direction
has only recently been extended to the non-locally closed case [GV17]. From the point of view of
topology, hemihedra are much more complicated objects than convex polytopes. For instance, the
generalized Euler-Poincaré characteristic [vdD98] of a convex polytope in R? always equals 1. Yet,
it can be arbitrarily large for a hemihedron. For instance, the union of the interior of a regular 2n-
gon in the plane (with vertices Py, ..., Pyy,) with the set of even-numbered vertices is a hemihedron
(see Figure 16 (b)), and has generalized Euler-Poincaré characteristic equal to (n + 1). Since the
generalized Euler-Poincaré characteristic of semi-algebraic sets is a homeomorphism invariant — this
implies, in particular, that even though the number of topologically distinct non-empty polytopes
(i.e., up to homeomorphisms) in R? is d + 1 (one in each dimension < d), there are infinitely many
topologically distinct hemihedra.
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