Robust Communications for Sensor Networks In
Hostile Environments

Ossama Younis and Sonia Fahmy Paolo Santi
Department of Computer Sciences, Purdue University Instituto di Informatica e Telematica, CNR
250 N. University Street, West Lafayette, IN 47907-2066, USA Via G. Moruzzi 1, 56124 Pisa, Italy
E-mail: {oyounis,fahmy@cs.purdue.edu E-mail: paolo.santi@iit.cnr.it

Abstract— Clustering sensor nodes increases the scalability and nodes (e.g., using a TDMA schedule if the network is source-
energy efficiency of communications among them. In hostile driven) typically via a single hop or a few hops, and (i)
environments, unexpected failures or attacks on cluster heads communicating with other cluster heads or with the observer(s)

through which communication takes place) may partition the . . L .
ﬁeMO?k or degrade application perfgrmarzce. ¥npthis work, ©On behalf of its cluster. This communication can be single-

we propose a new approach, REED (Robust Energy Efficient hop or multi-hop. Clustering prolongs the network lifetime by
Distributed clustering), for clustering sensors deployed in hostile reducing contention on transmission channels and supporting
environme_nts. Our primary objective is to construct a k-fault-  data aggregation at cluster heads, e.g., computing the maxi-
tolerant (i.e., k-connected) network, where k is a constant mm temperature in a field. In addition, cluster heads rotate
determined by the application. Fault tolerance can be achieved . - . - . .
by selectingk independent sets of cluster heads (i.e., cluster head Fhe|r funF:t|onaI|ty to distribute e”efg_y cqnsumpnon. Cluster!ng
overlays) on top of the physical network, so that each node IS thus vital for efficient resource utilization and load balancing
can quickly switch to other cluster heads in case of failures in large scale networks [1], [2], [3], [4], [5].
or attacks on its current cluster head. The independent cluster  Failures of cluster heads, however, may isolate their cluster
head overlays also provide multiple vertex-disjoint routing paths - qqeg partitioning the network until the next clustering pro-
for load balancing and security. Network lifetime is prolonged . o . . - >
by selecting cluster heads with high residual energy and low C€SS 1S triggered. In addition, in enwronmen.ts with maI|C|lous
communication cost, and periodically re-clustering the network attackers, cluster heads can be compromised. The primary
in order to distribute energy consumption among sensor nodes. goal of this work is to achieve fault tolerance by providing
We prove that REED can asymptotically achieve:-fault tolerance  alternate routing paths from sources to observers. Towards this
if certain constraints on node density are satisfied. We also gnq e propose REED (Robust, Energy Efficient, Distributed
investigate via simulations the clustering properties of REED, . . . .
and show that building multiple cluster head overlays does not clustering)— a protocol to build mglt|ple independent cluster
consume significant energy. head overlays on top of the physical network. These cluster
head overlays (i.e., sets of cluster heads and their associated
nodes) provide means for every node to automatically and
Sensor networks are emerging as versatile computing pletdependently switch cluster heads on detecting a cluster
forms for several monitoring and control applications. Sensbead failure. REED has low asymptotic computation and
networks are typically deployed and left unattended undesmmunication overhead, as will be shown in Section IV. We
possibly harsh conditions, e.g., in volcanic areas or battkse HEED clustering [1] as the underlying clustering approach
fields. Operating in hostile environments necessitates devisfiog REED because of its generality and energy efficiency.
efficient network self-organization techniques for providinglowever, any energy efficient sensor clustering approach,
the applications with a robust and fault-tolerant computirguch as LEACH [2], can employ our multiple overlay idea,
and communication environment. Energy efficiency is alsms discussed in Section VII. Multiple overlays can also be
critical. For example, consider a sensor network for seismiombined with any clustering protocol, such as [5], [6], [7],
monitoring, battle field surveillance, or radiation level confor fault-tolerant communication.
trol in a nuclear plant. In such applications, the lifetime of We prove that REED constructs asymptoticallyfault-
each sensor significantly impacts the quality of surveillancwlerant clustered networks if certain constraints on node
Since re-charging batteries is infeasible in this case, enedpnsity are satisfied. A grapfl = (V, E) is k-fault-tolerant
consumption must be minimized to prolong the lifetime ofi.e., k-connected) if it remains connected under failures of
individual sensors, and consequently the sensor network. up to & — 1 nodes, wherek is a constant determined by
Clustering is an effective self-organization technique th#tie application. Fig. 1(a) illustrates a possible organization
can prolong the network lifetime. In a clustered networlgf a 2-fault-tolerant clustered network. In this organization,
a set of cluster heads is selected from sensor nodes. The cluster head overlays are built on top of the physical
remaining nodes, which we refer to egyular nodesregister network. Each node belongs to 2 clusters in 2 separate cluster
themselves with one or more cluster heads. A cluster heach&ad overlays, but only uses one at a time. To the best of
responsible for: (i) communicating with its registered clustexur knowledge, no practical protocols have been proposed

I. INTRODUCTION



in unexpected node failures. The definition of failure rate
depends on the network application. For example, failure may
depend on time, network density, or human intervention, (6)
nodes are not location-aware and are left unattended after
deployment, and (7) each node has a number (at least 2 for
R, and R;) of transmission power levels. An example of
such sensor nodes are Berkeley Motes [10]. It is typically
straightforward to set the transmission power level via the
standardoctl() system call.

Our primary objective is to design a distributed algorithm

(a) Two cluster head overlays. (b) A 2-connected inter-cluster
Larger circles denote cluster network graph. Only cluster

heads. heads are shown. for constructing a fault-tolerant clustered network. Ideally,
each node should be able to directly communicate with at least
Fig. 1. A network with 2 cluster head overlays. one cluster head using the intra-cluster raigje even when

a number of cluster heads fail. The following requirements

i the i fault tol | g should be met:
in the literature to construdt-fault tolerant clustered sensor 1) The clustered network should befault-tolerant if den-

networks. . . L . . )
An additional advantage of forming multiple cluster head Sity constraints are satisfied (as defined in Section V-
D). In a k-fault-tolerant network, the network remains

overlays is the possibility of multi-path communication. Se- .

. . . connected even under the failure of upke- 1 nodes.
curity protocols, such as Multi-path Key Reinforcement [g], If density constraints cannot be met, the protocol should
can exploit multiple paths for securing key re-distribution, in dearade aracefull '
conjunction with protocols that use threshold cryptography [9]. grade g Tuy. L N

- ; S ) 2) Additional basic requirements are that: (i) clustering is
The availability of multiple vertex-disjoint inter-cluster routing - , ) . o :
aths depends on the node density in the network and the fully distributed, (ii) clustering terminates within a fixed
patn P L y T number of iterations (regardless of network diameter),
available transmission power levels. A sensor node typically (iii) clustering is efficient in terms of processing com-

has a number of discrete transmission power levels that cor- : .
L plexity and message exchange, and (iv) cluster heads
respond to a number of transmission ranges. In REED, nodes ) ) .
have relatively high residual energy.

use a transmission randge. as the cluster range (for cluster
formation and intra-cluster communication), and reserve a
higher transmission range; for inter-cluster communication.
Fig. 1(b) illustrates how two inter-cluster vertex-disjoint paths Clustering protocols have been previously investigated as
(among dark-colored nodes versus among light-colored nodgisher independent protocols for organizing ad-hoc networks,
in addition to paths that include both) can be available in@g., [5], [7], [6], [11], or in the context of routing and
clustered network. power management, e.g., [12], [13], [2], [3], [14]. Clustering
The remainder of this paper is organized as follows. Segrotocols that use a generic parameter(s) or weight associated
tion Il defines the system model and states the protoagith each node to make clustering decisions are known as
requirements. Section Il briefly surveys related work. Segreight-based clustering protocols. Examples of weight-based
tion IV presents our proposed protocol, REED, and argues tlfiistering protocols include [7], [1], [2]. In [6], the authors
it satisfies its goals. Section V demonstrates the effectivenggspose using a spanning tree (or BFS tree) to produce clus-
of REED via simulations. Section VI discusses how REERrs. Earlier work also proposed clustering based on degree or
prolongs the network lifetime and allows multi-path routingowest identifier heuristics [13]. CLUSTERPOW [12] proposes
Section VII shows the application of REED on LEACH ashat a node use the minimum possible power level to forward
the underlying clustering protocol. Finally, Section VIII giveglata packets to the next hop, in order to maintain connectivity
concluding remarks and directions for future work. while increasing the network capacity and saving energy.
Most of the previously proposed clustering protocols have
a time complexity dependent on the network diameter. For
Consider a set of sensor nodes dispersed uniformly athg protocols that are independent of network diameter, such
independently at random on a field. The network exhibits tles [2], [3], important requirements, such as good cluster head
following properties: (1) nodes are quasi-stationary, which @stribution across the network, cannot be met. Therefore, in
typical for most sensor network applications, (2) links areur previous work, we have developed HEED (Hybrid Energy
symmetric, i.e., two nodes can communicate using the safiicient Distributed clustering) [1]- a low complexity cluster-
transmission power, (3) all nodes have similar processing aing protocol that aims at prolonging the network lifetime and
communication capabilities and equal significance, (4) tlselecting well-distributed cluster heads. The impact of sudden
network may serve multiple mobile or stationary observerailures due to harsh environmental conditions, however, was
Therefore, energy consumption is not uniform for all nodespt considered in all the above studies, including our own
(5) nodes are deployed in a hostile environment which resufisevious work.

IlIl. RELATED WORK

Il. SYSTEM MODEL AND OBJECTIVES



Our model assumes that sensor nodes are all equally sigde v should be assigned a cluster he@df; from each
nificant, which distinguishes it from protocols that are baseddependent cluster head overla@ys;, wherel < j < nch;,
on redundant node deployment, such as [15], [16], [17], [18}ch; is the number of cluster heads in a certain cluster
[19]. In these protocols, nodes are classified according head overlayC'S;, CH; € CS;, and1 < ¢ < k. Single-
their geographic location into equivalence classes (cells). ®p communication is used for intra-cluster routing (except
fraction of nodes in each class (representatives) participatbere mentioned below), while multi-hop communication is
in the routing process, while other nodes are turned off tikely among cluster heads for inter-cluster routing and to
save energy. For example, in ASCENT [19], a node decidesmmunicate with the observer(s).
whether to wake up or go to sleep based on a function of the
number of currently active nodes and measured link loss rate. cmst;/
In the Probing Environment and Adaptive Sleeping (PEAS) overpL
protocol [15], a sleeping node wakes up after a random period
of time to check if there is a working neighbor. If so, it
goes back to sleep. As the network becomes denser, cell-
based techniques have been shown to significantly prolong the
network lifetime [20].

Several other approaches were proposed to find the mini-
mum_costk-connected undirected S,Ubgraph ofa gréb[?l]_. . Fig. 2. A network withk cluster head overlays. Every node has one cluster
The link cost can be set to the required power for transmissiggad in each overlay.

In [22], an approximation of this problem is formulated as a
linear programming (LP) problem. Solving the LP problem
may be difficult for sensor nodes with limited processing
capabilities. This approach also requires centralized contr:
In [23], a number of heuristics are proposed for efficie
energy consumption using centralized control. Distribut
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When a cluster head fails during network operation, nodes
mmunicating with that cluster head simply switch to their

spective next cluster heads in their respective next cluster

gzad overlays. The primary advantage of our approach is
0

lqorith | ted in for the 2 tivit det at the node quickly finds an alternate head and alternate
algorithms are aiso presented in for the c-connectivity an mmunication paths, without waiting until re-clustering is

connectivity problems. In [24], a distributed h_euristic S°|Uti°r}riggered. Observe, however, that in this case, media access
the Cone-Based Topology Control (CBTC), is proposed. Tr?:%ntrol protocols must take into consideration that the same

tiBTd(': apiproacfht,hhpwe\(e;],bassumes that nodes can deternﬁlgge can be acting both as a cluster head to other nodes and
€ direction ot their neighbors. as a regular node with respect to another cluster head at the

IV. THE REED RROTOCOL same time. .
In this section, we discuss the design and operation ngo construct multiple cluster head overlays, we have two

REED, and prove that it satisfies its requirements. esign aIFernauves in terms of power levels. Thg first al-
ternative is to use the same cluster power lekel in all

A. Design Rationale cluster head overlays. This approach allows the application to

To guarantes-comectty i a clusered nebiork, ever 0% 1 DESL S range % o and use . even e

node must be able to connect fo distinct cluster heads. o L . ge y .
scope of this work: it is typically selected to increase spatial

There are two options for selecting thekecluster heads: L 7 .
reuse, maintain connectivity, and reduce energy consumption.

1 intaini -1 ki | h i I o )
Esél?haelgtlﬁ:gl)n%ﬁ ) rgzg:ntl;?nizgsitr?criepeeiddserl]? S\Gigrchueségrrhe second alternative is to construct different cluster head
: verlays using different power levels. A node that detects

overlays, such that each node can connect to one cluster fr jjlure of its cluster head at a certain power level can quickl
each overlay. A cluster head overlay is a set of clusters (al”il . np . q y
. . : sleéltch to another cluster head using a different level. The
their associated cluster heads) that covers the entire netwark. . . . .
. . R second alternative poses three practical problems. First, it
The first option has one major limitation: it is difficult to -
. assumes that each node has sufficient usable power levels to
guarantee that there exfshodes in a cluster that would cover,Su ort> k different ranaes. Second. it counles the clusterin
using the same cluster power level (i.e., same transmission pport= ges. ! P 9

range), all cluster members. Therefore, we investigate tﬁgd power control deuspns..Thlrd, using d|ffer_ent transmis-
n ranges for communication at the same time may lead

. . . . . o]
second option further in this paper. Fig. 2 illustrates a netwofk collisions with certain MAC protocols due to the hidden
with k cluster head overlays. Observe that each sensor n?ge

can register with one cluster head in each overlay. The protocorl:]q(;gzli pr:oblerﬁ. Therefore, we adopt the first alternative in
must not select the same node as cluster head in muItiBIlé an.

cluster head overlays (a uniqueness requirement). This can

only be satisfied if the node distribution and density in the 1The hidden terminal problem occurs when a neti¢ransmits to another

. i . . node B because it senses a free channel. NBdéowever, may be receiving
network allow it (as SpECIfled in Section IV'D)' We can NOWnother transmission from a third nodg whose range does not include

re-state the first requirement in Section Il as follows: Eactus, nodeC is hiddenfrom nodeA.



B. Protocol Operation cluster head for that overlay. A node does not compete to
The REED clustering process construdtscluster head ze(t:r?g]sn?j (C)I;Js;irhhfe&:gggaTﬁ;en?;gggebféggr hea_?hgsverlay.
overlays. Within a single cluster head overlay, clusters ar eration is re ea;ed uIan’H reacheus 1 Thlzj;(;\?-. _ _'
disjoint, i.e., a node belongs to exactly one cluster. In th?sgn be com utz-d as fo”OWS_p”"b ' Minitial
section, we apply the REED approach to HEED clustef P :

ing [1] (we also show REED application to LEACH [2]

in Section VII). Therefore, REED cluster head selection is
based upon two parameters: (1) a primary parameter, which ,
is the node residual energy, and (2) a configurable secondar Ih?n CHIF]“”) drefaches 1'| the nrc])dedannOleces_ ;:;elf ﬁsha
parameter, communication cost, which is used to break tigda cluster head for any cluster head overlay within whic

among selected cluster heads within the same cluster rand[e.has previously claimed to be eentative cluster head (if

Each node executing REED proceeds through three pha :)' provid_ed that it has not rgceived any announcements of
(i) Initialization, (ii)) Main Processing, and (iii) Finalization.Ot er tentative cluster heads with lower cost. After doing so,

The Initialization phase is similar to the initialization in th%t[he nade continues to listen to cluster head announcements

HEED protocol [1], while the Main processing and Final°" cluster head overlays in which it is not covered. This

ization phases significantly differ from those in HEED. IrPrg(]:\?_Ss For']tzrr]:te';:sor "f‘l_ ;qéaé:?ico;rgge;ﬁ;.E[ear.ﬁtll'?(:dsegnzluedrllnt?]Ose
the “Initialization” phase, each node sets its probability o initial | lons). Thi u ' BV

becoming a cluster head t6:H,,op = Cpyrop X 72—, Where mth high residual energy (1.e(/ o, reaches 1 quickly), are

E, is the estimated residual energy in the no?ﬁmx isa N ely to havedistinct cluster r_]e.ads.for q|ﬁerent cluster head
reference maximum energy (corresponding to a fully charg yerlays. If only theNiyit;a original iterations are performed,
battery) which is typically identical for all nodes, ag,.., . en such h|gh. energy nodes may have to _represgnt Fhe_mselves
is a fixed small probability (e.g., 0.05) used to limit the initial" the remaining cIust(_ar_ head overlays n which it is not
number of nodes competing to become cluster heads (we h \9¥ered. Note that the initial value 61H,,,; is not allowed
found that varying”,,,.., does not have a significant effect orfo fall below a thresholqui,}. Thus, the value oN;ompiete
protocol performance). IS a constant, computed as:

Each node then discovers the neighbors within its cluster N < [lo
rangeR., and computes itsommunication cosit this cluster complete = ngW;n
range. The communication cost for node(which should
be minimized) can be [1]: (1¥egree(v) if the application
requirement is to balance load among cluster heads, or
m, if the requirement is to create dense clusters, or (3
the average minimum reachability power (AMRP), which i
the mean of the minimum power levels required by &l
nodes within a cluster range to reach the cluster hedce.,

Eﬂ’b(l.ﬁ

- 1 1
Cprob X Er—| + ( )

Ninitial = HOQQ

I+1 2

Since Neomplete IS @ constant, the protocol terminates in O(1)
iferations. For example, fop,,;, = 1074, Neomplete = 15.

suming that the value of is small (e.g., below 10), that
min 1S @ppropriately selected, and that the sensor network is
ufficiently dense (as described in Section IV-D), the probabil-
ity of nodes serving as cluster heads in more than one cluster

S MinPur, overlay is very small. We show via simulations in Section V

AMRP = &=1—; -, where M in Pwr; is the minimum that this does not occur for reasonably dense networks.
power level required by nodg to reachv. The AMRP is an  In the “Finalization” phase, REED attempts to ensure that a
indicator of intra-cluster communication power requirementsode is a cluster head in no more than one cluster head overlay.
A node can discover the minimum power level to communicagenodew that is not covered i, < k overlays can send a list
with each of its neighbors by maintaining a neighbor list fo§,,,,....rq Of these overlays to all its neighbors in its cluster
each of its power levels. range. Each neighbaerbr; which is covered in one or more of

In the “Main processing” phase, REED interleaves thile overlays inSy,coverea Waits for a random period of time
construction of cluster head overlays, in order to terminaiversely proportional to its residual energy before responding.
the clustering process in O(1) iterations. Each node iterateachnbr; then replies back with its covered overlays among
Niniia times. Each iteration must last long enough for mes,,,covered t0 u if it does not hear any other replies ta
sage transfer within the cluster range. During each iterationNade v arbitrates among the replies and selects one neighbor
node arbitrates among the cluster head announcements th&drieach uncovered overlay to act asptexy. Thus, for these
receives to select its cluster head for each cluster head ovetagovered overlays, node can reach a cluster head two
according to the lowest cost. The node also probabilisticalhopsvia the proxies. For the covered overlays, nadeaches
elects itself to become a cluster head for the first of thts cluster head in a&ingle hop A node does not act as a
remaining “uncovered” overlays. A node is uncovered in goroxy for more than one neighbor, in order to maintain the
overlay if it has not received cluster head announcements foriqueness of paths provided by each cluster head overlay.
that particular overlay. Therefore, if the uncovered cluster heida node cannot find a cluster head or a proxyctiver an
overlays areCSy,,CSk,,...,CSk, k1 < k2 < ... <k, then overlay, it simply represents itself in that overlay. Fig. 3, 4,
the node competes far'sy, first, thenCSy,, and so on. If and 5 give pseudo-code for the REED protocol executed at
successfully elected, the node announces itself &ntative a nodew. In the pseudo-codes,,;. is set of neighbors ofi



Fig. 3. Pseudo-code of the REED protocol at naddnitialization Fig. 5.  Pseudo-code of the REED protocol at nadd-inalization
1. Sper < {v: distanceg, v) < R.} 1. Suncoverea < {ki: ki is uncovered cluster head overjay
2. Compute cost() and broadcast t&',s, 2. Fori—1Tok
3. CHprob — maz(Chprob X Ef:w , Pmin) 3. If (my_CHIJi] # NULL) and (state(myCH][i])=final_CH)
4. ComputeN;itiqr (EQ. 1) andNeompiete (EQ. 2) 4. join_cluster¢, my_CHJi], NodelD)
5.Fori«+ 1To k 5. Else Suncovered — Suncovered U {Z}
6. my.CHI[i] «— NULL 6. If [Suncovered| >0
7. is.CH «— FALSE 7. proxy-CH « proxy reply messages from neighbors

8. i=0

Fig. 4. Pseudo-code of the REED protocol at nadéMain processing 9. W_h'_le Suncovered # ¢ and_i < |proxy-CH)
Repeat Njpnivia: times 10. joinclusterg;, proxy.CH[i++], NodelD)
1.For:«<— 1To k 11, Suncovered < Suncovered — {kz}
2. Sculi] — {v: v is a cluster head for overlai} 12. While Suncovered 7# ¢)
3. If Souli] # ¢ 13.  Clustetheadmsg(NodelD, finalCH, i,cost)
4. my.CH[i] — leastcostSc s |i]) 14.  Suncovered — Suncovered — {ki}
5. If my_CH]Ji] = NodelD
6. is.CH «— TRUE
7. If (CHprop = 1) path. This, however, is not the typical communication pattern
8. Clusterheadmsg(NodelD,finalCH,i,cost) for sensor network applications, where data is transmitted to
9. Else an observer which is not close to the target source of data,
10. Clusterheadmsg(NodelD,tentativeCH,i,cost) and data may be aggregated by cluster heads.

11. Elself (lis_.CH) and (Random(0,1X CH,op)
12. Clusterheadmsg(NodelD,tentativeCH, ,cost)
13. my.CHJi] « NodelD

14. isCH «— TRUE

Another important consideration is whether synchronization
is required for REED operation. We have shown that node
synchronization is not critical for the operation of HEED
clustering in [1]. We believe that node synchronization is less

15. CHprop < Min(C Hprop X 2, 1)

EndRepeat

Repeat (Neompiete — Ninitiat) imes

16.For i — 1To k

17. If (my-CHJi] = NULL) OR
(state(myCH[i]) # final_CH)

18. Sculi] «— {v: v is a cluster head for overlai}
19. If Sculi] # ¢

20. my.CH[i] < leastcostSc# [7])
EndRepeat

significant for REED. This is because lack of synchronization
may result in less optimal choices of cluster heads (in terms
of residual energy) in the first cluster head overlay. However,
when nodes with slower clocks start receiving cluster head
messages for the first cluster head overlay from nodes with
faster clocks, REED is triggered at these slower nodes which
may become cluster heads in other overlays. Other approaches
can be applied in an unsynchronized network to trigger the
REED protocol. For example, nodes with fast clocks can flood
a message with a limited time-to-live field to trigger REED at

their neighbors. The REED design which interleaves the se-
lection of cluster heads for different overlays has an important
(i.e., at a distance< R.), and C'S; is the i*" cluster head advantage (in addition to low complexity): it eliminates any
overlay,i < k. The variablemy_CH]Ji] is the cluster head need for synchronizing the start of each cluster head overlay
of u for C'S;, Scyli] is the set of cluster heads @©S;, and construction.
proxy_CH is the set of messages from neighbors indicating
the cluster head overlays in which they can serve as proxigs. Analysis

We do not show message reception in the pseudo-code. .
We now show that the REED protocol meets the require-

C. Routing and Synchronization ments outlined in Section II.

During network operation, a regular node communicates Observation 1:The number of iterations in the Main Pro-
only with its cluster head(s) (via one or two hops). In th€essing phase of REED is a function pf.;,. Thus, pmn
cluster head overlays, an ad-hoc routing protocol, such &St be selected such that at lekhsterations are performed.
Directed Diffusion or Dynamic Source Routing (DSR), cafREED terminates if2(k) and inO(1) iterations.
be employed for determining routes among cluster headsObservation 2:In sufficiently dense networks, cluster
for selected subsets of the overlays, or for all cluster heddgads are well-distributed in each cluster head overlay. This
in all overlays. Such routes will be used to communicaf@eans that there is a high probability that no two cluster heads
among clusters, or between clusters and the observer(s). If #ftdhe same cluster head overlay are neighbors, i.e., fall within
regular nodes from different clusters attempt to communicafach other’s cluster range (refer to [1] for a formal proof).
communication through their cluster heads is sub-optimal REED preserves this property for each of the independent
the two regular nodes can directly communicate via a shorf@dester head overlays.



Lemma 1:REED has a worst case processing time anBl(n(n,N) =h+1) — e~
message exchange complexity @fkn) and O(k) per node,  Based upon this, we can prove the following:
respectively, where: is the number of nodes in the network. Theorem 2:For any fixed arbitrarye > 0, assume that
Proof. For each node, the Initialization phase takes a proceggdes are uniformly and independently distributed at random
ing time of at mostn to compute the cost for each clustein an areaR = [0,L]2. Assume R is divided into N
range (i.e.,0(n)). For the Main Processing phase, the timgquare cells, each of sid&./v2. If R2n > aL%n N
taken to arbitrate among cluster heads in all iterations is fat some constantt > 2, R, < L, andn > 1, then
MOSt Neompiete X k x n. Similarly, the Finalization phase jjm,, y_..E[n(n,N)| = k iff k ~ In N (i.e., each cell
takes a processing time of at mdst to arbitrate among the contains at leask nodes a.a.s. iff the number of cells is
nodes which declared themselves as tentative cluster heagfproximatelye*).
Therefore, the total time complexity i9(kn). For message proof. According to Theorem 1, a minimally occupied cell
exchange, a node is not permitted to generate more than Q3§ ejther or 1 + 1 nodes a.a.s. if the condition stated in the
cluster head message at any iteration in the Main ProcessiR@gorem holds. Assume that the relati®in > al?ln N

phase. Therefore, a node can generate at MQsh,picte holds (i.e.,n = aLQIézL Ny and without loss of generality

cluster head messages. A regular node is silent until it Se'%gfé,ume that :_2_ To prove the theorem, we must compute the

a join message to a cluster head. The number of these jelﬁhdition onh which satisfiegim,, y_..oNpx(a) = A. Using

messages per nqde 's at masgi.e., O(k)). . . our cell definition,V = QRL;, and thereforee = n/N = In N.
We have previously demonstrated that using appropriaie . ofore c

bounds on the cluster range and inter-cluster transmission

range, and under the density model defined in [20], a clus- ' N(n N _, o
ter head overlay is connected asymptotically almost surelyfim, N—ooNpp(a) = Zlmn,N—»ooTe "
(a.a.s.) [1]. In this section, we show that with REED, the (in N)
network graph isk-connected a.a.s. under a different density = lz’mn’NﬁwT =
model. !

Assume thatn nodes are uniformly and independentlyfaking the logarithm of both sides, and using the Sterling
dispersed at random in an aréa = [0, L]?. Also assume formula approximation:

. .. . . - R{:
that R is divided intoN square cells of sméj—5 X 75 (thus

N = 2L7). This means that every node in each cell can reach  In(in N)* —in hl ~hin(ln N)=hin h
every other node residing in the same cell using a transmission
range R.. A cluster head overlay is connected if its clustehich will not converge to a constant result unléss: in N
heads can use an inter-cluster transmission raRgewhere (h =k in Theorem 2). 0
R, > 6R. and3 at least one node per cell a.a.s. [1]. Note that Theorem 3:REED can produce &-connected network
6R. is a conservative lower bound to guarantee connectivignong allk cluster head overlays a.a.s. for networks satisfying
of a cluster head overlay. In typical cases, however, a clustbe conditions in Theorem 1 and Theorem 2.
head in a cell will not cover all the nodes in its neighborin@roof. We have shown in [1] that a cluster head in cluster
cells usingR.. Thus, every cell may contain a cluster headcead overlay”'S; is connected (at the cluster head level) to at
and consequently®, > 2R, will suffice. We demonstrate this least four other cluster heads a.a.s., assuming a density model
via simulations in Section ¥. in which each% X R; cell is non-empty, and?;, > 6R...
We now show that a minimum cell occupancy of at leadow assume that our density model satisfies Theorem 1 and
k a.a.s., together with our protocol operation (which attempthieorem 2 (i.e., at leagt nodes per cell a.a.s.). Since REED
to assign unique cluster heads for Rltluster head overlays), builds & cluster head overlays, and does not permit a node to
provide the necessary conditions for REED to satisfy the act as head except in one overlay in this case, a cluster head
connectivity and uniqueness requirements. Let, N) be a can a.a.s. reach a number > k of other cluster heads (from
random variable that denotes the }[ninimum number of nodals overlays) via the inter-cluster communication range. For
in a cell, ben/N, andp, () be 57 x e~. The following non-border cluster heads, a cluster head will typically be able
theorem has been proven in [25]: to reachn. > 4k other cluster heads. O
Theorem L:If %% — 1 asn, N — oo, andh = h(a, N) Note that the protocol degrades gracefully when the density
is chosen such that < «a, and Np,(a) — A, for some constraints cannot be met.
positive constant\, then P(n(n, N) = h) — 1 —e~*, and

20ur definition of a cell is different from that in [20] which assumes that V. PERFORMANCE EVALUATION

a node residing in a cell can communicate with all the nodes in its complete ) )
neighborhood (i.e., its eight surrounding cells). This definition is used to In this section, we evaluate the performance of the REED

analyze the performance of cell-based approaches (e.g., GAF [17]). We Vie‘ﬁﬂ)tocol via simulations. We study the connectivity and fault

cell as an approximation of a cluster, and ttitisis used to define the required -
density, andR; is used to define connectivity. In the analysis in [20], onlytOIerance of REED clusters, as well as energy efficiency and

one transmission range is used to define both density and connectivity. routing properties.



A. Cluster and Connectivity Properties cluster densitya = n/N, which depends on the number of
rmdes, their distribution, and the cluster range. This percentage
becomes zero as the mean cluster density increases from
«a = 2.5 nodes/cell (forn = 500 nodes, andV = 200 cells)

We assume that 1000 nodes are uniformly dispersed
R = [0,100 m]? area (i.e.,L = 100 m), unless otherwise
specified. We sty 10 0.05, and,y,;,, to 0.0005. Therefore, - o A
Neomplete = 12, whereasV; ;4 varies according to the node™© I? _N25t n;)hdets/;:ell _(rfﬁm N 5203 rg)osdefs, anENE)&) Qt())ot
current residual energy. Each node initially has a residuai S).d 016; al"ili\(f)o( Tﬁoreml .)N .h ;)hrn — ’ u‘dl
energy £, = Uniform(0,1) Joule. We use AMRP as theoXceedas 1 ion > - TTis explans why the curves rapidly

secondary clustering parameter (to break ties). Each re%]%pkaingztﬁéogufx;Z;ssa;hd f 1:6610 Hs?r\:v;vg[’nfgrkllzog
shown is the average of 1000 simulation runs. e X e R
wn ! verag imuat ! Lhe condition thath < « in Theorem 1 is not yet satisfied

We have verified that each independent cluster head over %y: k). Also note that for the selecte®?, — 10 m, /A a
= . cC T L

that REED constructs exhibits the following properties (w alue ofa > 2 that satisfies the condition in Theorem 2 for

omit these results for brevity): (1) cluster heads are weIY- .
distributed, i.e., few cluster k{()eac(js) are neighbors within trél < 1000. Our results are also credited to the proxy approach

same cluster rang&,, (2) cluster heads have high residua Siscussed in Section IV-B) which reduces the possibility of a
98, (< 9 node serving as a cluster head in more than one cluster head
energy, (3) the variance in the numper of nodes in a Clu.Stero'\%rIay. Fig. 7(c) shows that the maximum number of cluster
22::: and (4) the percentage of single-node clusters is V%rgad overlays in which the same node can act as a cluster head
' . . is relatively high for small values ak, but becomes zero for
We now compare the cluster properties of the mdepend(?grt ero values
cluster head overlays, since a cluster head can be selec eg '

for C'S; before cluster heads are selected €%;,,. Fig. 6 B. Fault Tolerance Properties
depicts the average number of cluster heads for 5 independer”,] this section, we study the fault tolerance of a simple

cluster head overlays:(= 5) at different cluster ranges (from sensor data aggregation application that utilizes REED cluster-

4 'm to 20 m). The figure shows that the number of cIust% . In this application, regular nodes report their data to their

heads tends to be uniform for_aII cluster head overlays. Tr}fﬁster heads. Cluster heads periodically send their aggregated
is because the cluster randg is ihe same for all overlays rts to a single distant observer (e.g., a base station) via

. ; r
and the basic clustering approach generates cluster headsé%%%gle hop (Section VI studies multi-hop communication).

are not neighbors a&.. Each cluster head is assumed to create a TDMA schedule for
its nodes. All regular nodes send their data to their respective

400

E I cluster heads according to this specified TDMA schedule.

B> T Rrimo We assume Direct Sequence Spread Spectrum (DSSS) codes

g o Rezigm 1 can be used to minimize inter-cluster interference. Therefore,

£ 100 we ignore collisions in our simulation. We assume that the

8 oo data propagated by the sensor nodes is aggregated (e.g., using

2 B i, i s operations such as minimum, average, sum). Each cluster head
0 . 2 3 4 aggregates the data it receives from its nodes into one frame

Cluster structure number (k=5)

and sends it to the observer. Clustering is triggered every
Fig. 6. Average number of cluster heads in a cluster head overlay Nppa;4 TDM frames. Let theclustering process interval
Tcp, be the time taken by the clustering protocol to cluster
We also investigate the number of neighboring cluster heatl® network. Let thenetwork operation intervalTyo, be
for each cluster head in any cluster head overlay, for differethie time between the end of B-p interval and the start of
values ofk and transmission rangeR;. The cluster range the subsequerif;p interval. The network operation interval
R, is set to 20 m andR; is varied from 20 m to 64 m. Tnxo = Ty X Nyrpama, WhereT is the time required to collect
Fig. 7(a) illustrates that each cluster head can find neighborimgssages and send one TDM frame. We send 30 TDM frames
cluster heads, even for small values ®f (close toR.). As everyTo in our simulations.
R; increases, every cluster head has an increasing numbéne use a simple radio model, as in [2]. The following
of neighboring cluster heads, thus increasing connectivity apdrameters are defined in that model: f);... energy ex-
fault tolerance. This agrees with our discussion in Section I¥ended in digital electronics, and (#),,,: energy expended
D that R, > 2R. is typically sufficient for inter-cluster in communication. Two models are considered: (i) free space
connectivity. SinceR. = 20 m satisfies the condition inmodel, in whichE,,,, = ¢f; whend < dy, and (ii) the multi-
Theorem 2 (fora = 10), as R; grows with respect taz., path model, in which&,,,, = €., whend > dy, whered, is
the network isk-connected as illustrated in the figure. a constant distance that depends on the environment. We use
Fig. 7(b) shows the percentage of nodes that act as clustes AMRP cost as the secondary clustering parameter in our
heads in multiple cluster head overlays, as the number samulations. Our simulation parameters are listed in Table I.
nodes in the network increases. Here, is set to 10 m.  We study the performance of REED during the first 10
From the figure, the percentage is small and depends on thestering rounds, where a clustering roundlep + Tno.
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Fig. 7. Inter-cluster connectivity after employing REED

TABLE |

frame interval, two (or four) randomly selected cluster heads
SIMULATION PARAMETERS

fail from any of thek cluster head overlays. In addition, any

Parameter Value d luster head | d fail at ti ith
Network | Network coordinates From (0,0) o (100,100) node (C uster néad or regular no e).may ail at any ume wi
Observer At (200,200) probability p. We plot the increase in number of successful
IC'_‘tJ_StIef fange’(%Ec ) ig D et transmissions foik = 3 and k = 5, usingp = 4% (with
nitial energy Emax attery - _ . - . .
Application| Data packet size 100 bytes r= 2) g_ndp - 8% (V‘_/'th ro=4). Flg. 8(b) illustrates
Broadcast packet size 25 bytes that significant increase is observed with both valueg ¢&
Packet header size 25 bytes slightly higher increase is observed for both fault rates with
— Cluster round ¥rpara) | 30 TDM frames largerk). The increase is not as large as that in Fig 8(a). This
adio Eerec 50 TLJ/b’Lt . . . T . .
model €fs 10 pJ/bit/m? is attributed to the difference in initial node failures. In the first
€mp 0-001/3pt;/bit/m4 scenario, failures directly target the top cluster head overlay,
Etysion 5 nJ/bit/signal S ..
Threshold distanced) 25 m ;2?2 riaslultmg in a lower number of successful transmissions

©
S

This allows for the isolation of the effect of unexpected failureg 2
from that of energy depletion. To study a worst case scenari;,
we consider failure of cluster heads only, not regular nodegs.12
This can occur if, e.g., an eavesdropper receives cluster he:ad) . = T
announcement messages and maliciously destroys a numpéir—== "=
of these cluster heads. We study the gains of applying REI‘:“:DM B
clustering to the network under two different fault scenarios . .
Fault Scenano 1: We assume that at the beg|nn|ng Of 200 500 800 1100 1400 1700 2000 200 500 800 1100 1400 1700 2000
every TDM frame intervaly = 2 or r = 4 cluster heads pmterefnoces omerofnodes
fail. For the case of- = 2, one (two forr = 4) randomly (a) Fault scenario 1 (b) Fault scenario 2
selected cluster head from the currently used cluster head
overlay fails, and another randomly selected cluster head (tWde 8. Effect of using REED on the number of successful transmissions
for » = 4) from any other randomly selected cluster head
overlay fails (and thus does not send its cluster information We have also conducted another experiment to estimate the
to the observer). Without REED, nodes assigned to a clusparcentage of energy dissipated by the clustering process as a
with a failed cluster head have to wait until clustering is refraction of the total dissipated energy. The energy dissipated
triggered to transmit their sensed information. We use tway the clustering process includes energy for: (i) the message
values of k. We measure the percentage of increase in tke&change to announce a cluster head or to join a cluster,
number of successful transmissions from a regular node tamd (ii) the processing and data aggregation performed at the
cluster head with- = 2 andr = 4. The increase in successfulcluster head, in order to send one message on behalf of its
transmissions is compared to the case wherel. Fig. 8(a) cluster members to the external observer. We assume that other
illustrates that the increase is significant. The increase is m@mcessing overhead, such as computing the cost, is negligible.
pronounced for the case of an increased number of failurEse total dissipated energy includes: (i) the message exchange
(r = 4). A value of k = 3 is sufficient for this failure rate, between regular nodes and their cluster heads, (ii) the message
andk = 5 only slightly increases successful transmissions. exchange between cluster heads and the observer, and (iii) the
Fault Scenario 2: Here, at the beginning of each TDMclustering overhead. The REED clustering energy consumption

=)
S

N}
S

]

% increase in # successful trans.
IS
3




is expected to be low, since the process of building multipduster head on the next available cluster head overlay. Inter-
cluster head overlays is embedded within a constant humistrster routing can utilize functional cluster heads in any
of iterations, and the message and computational overheadspecified subset of overlays, or all functional cluster heads
increased over the case of a single overlay by only a smallall overlays. We exploit all functional cluster heads in all
factor of k. Our results (omitted here for brevity) indicateoverlays in this experiment. Fig. 9(b) shows that the successful
only a slight increase in the REED energy consumption as ttiansmission gains (computed here for both intra and inter-
network density increases, which is expected. The results atdoster transmissions) for largkrare significant, especially for
agree with our conjecture that the increase is not significantbw network density. This is because low density implies low
affected by using larger values &f inter-cluster network connectivity. Largéy, values (higher
failure rates) also generally yield a larger improvement.
VI. ENERGY EFFICIENCY AND MULTI-PATH ROUTE
AVAILABILITY

1000 [+

\ =2, mean Ne=20 ——
=3, mean Ne=20 —=—
=2,
=3,

S o8
In this section, we briefly investigate how REED prolong$§ o7 -
the network lifetime and allows multi-path routing. REED oveg N
HEED elects cluster heads which are rich in residual energy, o,
and rotates the cluster head functionality among nodes. \élev-55
compute the average residual energy per cluster head, weigh%egz

mean Ne=60 =
mean Ne=60 =
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by the number of nodes in the cluster using the settings i o4 0 E—
. . 0 1 2 3 4 200 500 800 1100 1400 1700 2000
SeCtIOI’] V'A LetWL be the number Of C|USterS |GSZ, ]. S Cluster head overlay number (k=5) Number of nodes
i < k. Let €j be the reS|duaI energy of cluster heatd for (a) Average weighted residual en- (b) Multi-hop communications in
clusterC; € CS;, 1 < j < m. Letn; be the number of nodes ergy per cluster head an operational scenario
in C;. The average weighted residual energy @;, e, is
computed as follows: Fig. 9. Energy efficiency and multi-hop connectivity in REED
m
o Zj=1 €j X 1y The figure also shows that as the network becomes denser,
Cwi = m . . L .
D M the gain with larger values of diminishes. This can be

. ) . attributed to the fact that although the number of nodes in
Fig. 9(a) shows that the average weighted residual energy, e increases with increased density (which implies a

of the selected cluster heads is high (above 65% in MQShe severe cluster head failure effect), the percentage of
cases). In addition, the cluster rangé.] has a minor impact (5164 nodes decreases, since our choice of number of failed
on the average cluster head residual energy, except for Ve s independent of network density. This leaves more
small clusters (i.e., large number of cluster heads). This {8 ational nodes during each round, resulting in less room
not surprising since cluster head selection is based upon f ?improvement by increasin We expect the improvements

node residual energy, and not on cluster range. The second@nyersist in configurations where the failure percentage is

clustering parameter, however, may be affectediysince  yonendent on network density, as demonstrated in the second
more neighboring nodes are reachable with higher ranges.qcenario in Section V-B.

REED also allows vertex-disjoint multi-path routing by
selecting node-disjoint cluster head overlays when the node VIl. REED overR LEACH
density and range®. and R, allow it. Node-disjoint-paths  LEACH [2] is an application-specific distributed clustering
between a source/destination pair can be established by gemtocol for prolonging the network lifetime. With LEACH,
structing a path through the cluster heads on each overlagdes are assumed to have large transmission ranges that can
This can be demonstrated on the network in Fig. 1(b) whegpan the entire network area. A node elects to become a cluster
node-disjoint paths exist through dark-colored cluster healsad randomly according to its residual energy and a target
and through light-colored cluster heads. number of cluster heads in the network. When clustering is

The use of multiple overlays in multi-hop inter-clustetriggered, certain nodes broadcast their willingness to become
routing is illustrated in the following experiment. We useluster heads, and regular nodes join clusters according to
the same simulation parameters as in Section V-B, but whkister head proximity. Cluster heads fuse the data they
assume that packets are being transmitted from the bottoseeive from their cluster members and send reports to distant
left corner of the network (the closest cluster head to (0,@pservers.
to the top right corner of the network (the closest cluster The REED approach can be employed over LEACH. Build-
head to (100,100)). We usB; = 2 x R.. The application ing one cluster head overlay in LEACH requires a single
operates for 20 clustering rounds, with 30 TDM frames pdéeration, and hence, building overlays in an interleaved
Tno interval. During everyl'no interval, the network loses manner will also require a single iteration. Selecting disjoint
N, cluster heads, wheré&/, = Uniform(10, 30), orN. = sets of cluster heads for each cluster head overlay can be
Uniform(10, 110). Whenever a regular node detects a clustarried out as follows. LeP;(t) denote the probability that a
head failure, it automatically switches forwarding to anoth@odei elects to become a cluster head at timeet n. denote



the expected number of cluster heads in one cluster hegi
overlay. Letr denote the clustering round, ar¢(¢) denote
whether node; has been a cluster head in the most receny,
(r mod ) rounds. Thereforep;(t) = kn .

e n—knq(r mod

if Ci(t) = 1 and zero otherwise. A node that has elected to

S. Bandyopadhyay and E. Coyle, “An Energy-Efficient Hierarchical
Clustering Algorithm for Wireless Sensor Networks,” Rroceedings

of IEEE INFOCOM April 2003.

D. Estrin, R. Govindan, J. Heidemann, and S. Kumar, “Next Century
Challenges: Scalable Coordination in Sensor NetworksProceedings

of the ACM/IEEE International Conference on Mobile Computing and
Networking (MOBICOM) August 1999.

become a cluster head decides which cluster head overlay [ H. Chan and A. Perrig, “ACE: An Emergent Algorithm for Highly

serve in with uniform probabilityl / k.
Using REED over LEACH has a number of attractive Prop1g;

Uniform Cluster Formation,” inProceedings of the First European
Workshop on Sensor Networks (EWSknuary 2004.
S. Banerjee and S. Khuller, “A Clustering Scheme for Hierarchical

erties, such as fast termination and guaranteed cluster head setcontrol in Multi-hop Wireless Networks,” iProceedings of IEEE

uniqueness in each cluster head overlay if kn.. Observe,
however, that the analysis in Section I1V-D does not apply herd!
because LEACH assumes that single-hop communication is
possible between any pair of nodes. Applying this approach il
a multi-hop network, where nodes have limited transmission
ranges, may suffer from serious limitations, because of thp]
uncertainty in the number and distribution of cluster heads in
the network. (10

VIII. CONCLUSIONS

In this paper, we have presented REED, a distributéldu
clustering protocol for robust ad-hoc sensor networks. REED
provides fault tolerance and avoids the detrimental effect g#!
cluster head failures, by constructing multiple independepg;
cluster head overlays on top of the physical network. A node
joins one cluster in each of the independent overlays. TH&
REED clustering process terminates in a constant number
of iterations. The message overheadlék) per node, and [15]
the processing overhead is linear in the number of nodes.
By carefully selecting the cluster power level, transmissiqgig
power level, and satisfying the density model presented in
Section IV-D,k-connectivity is achieved a.a.s. Multiple vertex-

o . i e AT
disjoint routing paths are also available in this case. This c([in
be useful to security protocols, such as those using threshold
cryptography to withstand node compromises. The RE
clustering process does not consume a significant amoun 01]
energy.

Our basic approach can be applied to the design of senglgi
network protocols that require scalability, fault tolerance, pro-
longed network lifetime, security, and load balancing. We plan
to study how to adapt REED to changing node density by vary°!
ing cluster and transmission power levels, and re-computing
k. We will also investigate different node distribution models,
other than the uniform distribution. We are currently settingl]
up a testbed for conducting small-scale experiments.
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