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Abstract—We compare two representative streaming sys- Several popular IPTV systems, such as PPLive [2] and PP-
tems using mesh-based and multiple tree-based overlay rdng  Stream [3], extend ideas from the mesh-based BitTorrerjt [24
through deployments on the PlanetLab wide-area experime’ 4 reg|-time streaming. Meshes are characteristicalijlient

tion platform. To the best of our knowledge, this is the first . T
study to compare streaming overlay architectures in real Inernet to churn and node failures, but exhibit high overhead.

settings, considering not only intuitive aspects such as akability While several design variants have been proposed for tree-
and performance under churn, but also less studied factorsuch based and mesh-based overlays, there is a lack of clear
as bandwidth and latency heterogeneity of overlay particiants. ynderstanding of which design performs better in a realdvor
Overall, our study indicates that mesh-based systems are garior setting. A concrete characterization of the conditionseund

for nodes with high bandwidth capabilities and low round trip . . . .
times, while multi-tree based systems currently cope bettewith which each provides a better servite the application is

stringent real time deadlines under heterogeneous condiis. missing. Previous studies have compared overlay multicast
networks via simulations and limited Internet experiments
l. INTRODUCTION including [25]-[28], but none focused on streaming applica

In recent years, there has been an explosion of interéisns. Two exceptions are the work in [18] which presents a
in peer-to-peer (P2P) streaming of audio and video in realemparison of only the goodput of two systems — a mesh and
time [1]-[16]. Most streaming systems for IP Televisiora multi-tree system — under only one streaming rate, and the
(IPTV) utilize an overlay (application-level) multicastayip work in [29] which conducts a simulation comparison of a
where peers receiving a stream can serve as proxies tmaflti-tree system similar to SplitStream and PRIME [30] — a
forward content to other peers. A number of studies havecently proposed overlay multicast system which combines
suggested and implemented a variety of overlay designs-[1The advantages of mesh and tree designs.

[21] to meet the stringent demands of the commercial market,In this paper, we evaluate two representative systems
replacing network-layer (IP) multicast. through deployments on the PlanetLab wide-area experimen-
Internet P2P streaming has different requirements [22hfrotation platform [31]. We select the mesh-based ChainsaW [18

other P2P applications (e.g., file sharing, video-on-daffjanand the tree-based SplitStream [17] systems because tieir ¢
making the design of overlay networks for such applicatiomi®esigns are based on a basic bidirectional mesh or a basic
a challenging task. Streaming imposes stringent real-tene multi-tree topology. Additionally, they are the latest &yas
guirements on throughput and latency. Specifically, stirgm for which a complete implementation is publicly available.
applications must sustain throughputs that ensure higlitguaWe compare their scalability with increasing application-
of video and audio, while providing simultaneous support frescribed streaming rates and number of users, amount of
a large number of participants with dynamic changes in groupusable data, impact of bandwidth and latency heterotyenei
membership. In addition, data has to meet deadlines to enssystem recovery when confronted with flash crowds, and
smooth playback of the content in real-time. performance under churn. To the best of our knowledge, this

Two architectures for P2P streaming have emerged in fis-the first comprehensive study to directly compare stragmi
cent years: tree-based and mesh-based architectureseA towerlay architectures in real Internet settings. We idgritie
based overlay constructs a tree rooted at the source whiclpiies and cons of mesh-based and multi-tree based overlay
broadcasting the stream. An example of a tree-based ovsrlaynulticast networks with respect to P2P streaming under a
ESM [23]. In a single tree-based routing topology, leaf mod&ariety of conditions. We consider not only intuitive asizec
do not forward data, leading to an imbalance in the load @uch as scalability and performance under churn, but atso le
the peers. Recent research has introduced multi-treeaygeristudied factors such as bandwidth and latency heterogeneit
which distribute bandwidth costs across peers by dissémga of overlay participants. We summarize our findings as foow
the data on multiple dissimilar trees. Examples of mulietr e The mesh-based Chainsaw generally yields a higher good-
overlays are Chunkyspread [19] and SplitStream [17]. put to the streaming application than the multi-tree based

A mesh-based overlay enables data flow in a less structure8plitStream. Although the difference between the two sys-
manner, by requiring peers to exchange data with a subset déms is small when streaming rates are low, or when the
the nodes in the network. Examples of mesh-based multicastumber of nodes in the system is small, Chainsaw scales
overlays are Chainsaw [18] and CoolStreaming/DONet [20].better to higher streaming rates and larger overlays. Sur-



.. . . . TABLE |
prisingly, we were not able to find any saturation point for CLASSIFICATION OF OVERLAY MULTICAST SYSTEMS

streaming rates varying from 400 kbps to 1 Mbps.

. - . System | Peer Discovery | Topology | Push/Pull
.When deplc_>yed in networks with _heterogeneous Iaten.c..w, =3V Underlying mesh
SplitStream is better able to cope with nodes that have highe Overcast Source Single
latencies to the remaining nodes, while Chainsaw has_a NICE Bootstrap node

A . . SplitStream Pastry Tree Push
t
S|gn|f|cant amount of late data and dupllcate data in that CoopNet Source Multiple

case. Nodes with limited access bandwidth also suffer mor€hrunkyspread SwapLinks
with Chainsaw than with SplitStream. Based on these results mTreebone Source

we suggest that mesh-based systems use adaptive timeouts. oot RanSub Treetmesh Both
) i . - “MeshCast Bootstrap node
e Chainsaw is better able to deal with churn and with large—PRIME Bootstrap node | Unidirectional
flash crowds since its overlay management is less complekoolStreaming Peers o Mesh Pull
Chainsaw Bootstrap node | Bidirectional

SplitStream is more sensitive to flash crowds and partityulat
churn, as the cost of constructing the trees is higher.

IIl. COMPARING P2P SREAMING APPROACHES

[I. TAXONOMY OF OVERLAY MULTICAST APPROACHES We next discuss the two systems we have selected for our

. . . tudy, and present the criteria by which we compare them.
The earliest multicast overlays used a single-tree top(')sl- y P y P

ogy, and did not specifically address real time streamiw Chainsaw
requirements [23], [32]-[34]. For example, Overcast [33kw
designed for reliable communication, such as file distisut ~ Chainsaw [18] is a single-source, multiple-receiver, mesh
Later, some of the overlay multicast systems were extermted Pased overlay utilizing a pull-based approach in which sode
the application of Internet streaming; for example, ESM][23@quest packets from a set of peer nodes, referred to as the
was extended and deployed for streaming as discussed in [3%jghbor set. A new node obtains this set at join time by
Multi-tree systems such as CoopNet [36], SplitStream [17g0ntacting a bootstrap node. A node attempts to maintain a
and Chunkyspread [19] were later proposed to distribuf@inimum number of neighbors; if a peer disconnects, the node
bandwidth costs across overlay participants. requests more peers from the bootstrap node. Nodes never
Mesh-based systems, e.g., CoolStreaming/DONet [20], affduse @ connection request from any peer. _
Chainsaw [18], were proposed to address the inherent lack® nNode notifies its neighbors whenever he receives a new
of resilience of tree-based structures. Hybrid systema ssc Packet. Each node maintains information about packets-avai
Bullet [21] and mTreebone [37] have also been proposedethép!e for other peers, referred to wsdow of availahility, i.e.,
utilize a tree to initially send data and then use a mesh @puffer that contains packets that have recently beenvetei
send the data that each node is missing. The first pure meshidd about which peers were notified. Nodes discard packets
usedbidirectional links to send data back and forth betweedfter some time to prevent old data from being propagated in
neighbors. Later, mesh-based systems such as MeshCast {3g]overlay. Each node also maintains a list of the packets it
and PRIME [30] used links unidirectionally, separating nseelS interested in, referred to agindow of interest, by tracking
into either sender or receiver groups. the notifications of available packets advertised by eadlksof
We can also categorize overlays into push- or pu”_basggighbors. Based on the window of inte_;rest, a node randomly
systems. Characteristically, tree-based overlays areh-puS€lects packets to request from all available peers. Eada no
based: every parent will automatically send all the data fequests packets from different neighbors to minimize the
receives to each of its children without them requesting flumber of missed packets.
Meshes are typically pull-based: participants must reques _
packets from their neighbors. This affects the control ragss B. SolitSream
overhead required by each type of overlay. Push-basedwsyste SplitStream [17] is a single-source, multiple-receiveu)tin
typically exhibit lower overhead since they simply need ttree overlay utilizing a push-based approach in which the
maintain the overlay structure. Pull-based systems needstwurce disseminates data over several interior-nodeimtisjo
continuously update peers concerning what parts of tharstretrees. Since the root and all the other interior nodes will,
each node has, thus creating high control overhead. if possible, be different for every tree, the bandwidth cost
Table | classifies several popular overlay multicast apf relaying data is distributed among all participants. The
proaches according to the mechanisms they employ. In tiiees are constructed using Scribe [41], an applicatiosl lev
table, “peer discovery” refers to how each node finds newulticast infrastructure that is itself built on top of thas®y
neighbors after it has joined the overlay. RanSub [39] amdstributed Hash Table (DHT) [42].
SwapLinks [40] are distributed algorithms that find nodes To join, a node contacts a bootstrap node that may not
to peer with. Based on this classification, we have selectedcessarily be the source. Once a node is part of the overlay,
Chainsaw [18] and SplitStream [17] for our experimentd, subscribes to each tree from which it wishes to receive
because their core design reflects a basic bidirectionahmesntent. A node can explicitly declare the maximum number
or multi-tree topology. of children that it wishes to support. Each node maintains



information about each tree that it is part of. A node immediow the overlays we compare perform in a setting with nodes
ately forwards packets on to each of its children, assuntinghiaving a mix of latency values.

is an interior node for the tree which these packets were sé@} System recovery when confronted with flash crowds:
on. The source splits the stream into packets and then seRitst experienced in web-based applications, flash croveds w
the data down each tree. SplitStream does not adapt its trekswn to occur frequently in Internet streaming [46]. Hence

unless a node fails or quits the overlay. an overlay must be able to quickly integrate hewcomers into
the overlay and ensure a small startup delay.
C. Comparison Criteria (7) System performance under high churn:Peers leaving

. stem during a given period can adversely affect the
P2P systems are expected to scale well with the numbertrc]) sy gag b y

- erformance of the system, as some nodes may find themselves
participants and take advantage of the resources corﬁdbug Y y

by each participant. Internestreamin lications have isconnected or experience a temporary service inteoupti
y P pant. - Int 9 appl . We investigate the performance of mesh and multi-tree based
also specific characteristics that place additional resuénts

on P2P streaming overlays. They must be able to sustgi\rlwerlays under high churn.

bandwidths in the range of 300 kbps to 1 Mbps [43], with
1 Mbps delivering “TV quality” audio and video [44], and
be able to provide uninterrupted service in the presence Af Experimental Methodology

churn and flash crowds. They must also deliver data within aTq, study the two systems under real-world conditions,

given time, usually on the order of a few seconds, to ensyfg conducted our experiments on PlanetLab [31]. PlanetLab
smooth playback of video. As a result, data that arrives |%‘?ovides a research platform for large scale distributgzeex

is not useful for the application and unnecessarily consuMgentation of peer-to-peer systems over the Internet [#7].
bandwidth. To meet these requirements, streaming overlgyger to mitigate the possible limitations of using a tedibe
often duplicate data in the network, resulting in traffic @i ¢,ch as those addressed in [47], we ran experiments atadiffer

IV. EXPERIMENTAL RESULTS

may not be useful from the application perspective. times of the day and different days of the week and found
Our comparison examines the following aspects that afere is little variability in the systems with respect tceth
crucial from anapplication perspective: time or day the experiments were performed. Further, we

(1) Scalability with application-prescribed streaming rates:  randomly selected nodes for different experiments (suhfec
Obviously, the higher the bandwidth, the higher the qualityertain constraints as discussed later in this sectionlidate

of the streaming video provided to the application. We studyie statistical significance of results. Nodes were choseen t
the degree to which mesh and multi-tree based overlays egian multiple operational and administrative domains.hEac
sustain bandwidths needed or expected to be needed in gRgeriment was repeated ten times and we show confidence
future, seeking to identify any possible saturation points intervals and statically validate the significance of owsutts.

(2) Scalability with the number of overlay participants: For both systems, the source sends streaming bit rates of
We investigate how well mesh and multi-tree based overlaye0 kbps to 1 Mbps, which are representative of the streaming
scale with increasing number of participants. rates currently used in many video streaming applicatid8k [

(3) Unusable data:Since streaming video over the InterneThe source was located on a host at Purdue University. We
requires stringent deadlines to be met, only data receiged konfigured the source to wait for 30 seconds before starting
fore each deadline is useful. Unusable data thereforedeslu to send data to allow for the application to stabilize.

both duplicates and data that arrived too late to be relevantBoth systems use the TCP transport protocol. We consider
Usable data constitutes the application goodput. that a packet must arrive within 5 seconds to be considered
(4) Impact of bandwidth heterogeneity of overlay partici- useful, according to the buffer times used in [48]-[50]. Our
pants on system performance:Streaming overlays must beexperiments with 10 and 15 second thresholds revealed that
able to operate under the diversified bandwidth capatsilitfe both systems perform only marginally better, so we omitehes
users over the Internet. We examine which overlay strateggsults from the paper. We used a maximum of 280 nodes
better exploits this diversity and does not penalize nodés win our experiments because that is the largest number of
low-bandwidth connections. We note that although sevemlanetLab nodes that were responsive and satisfied our band-
optimizations were recently proposed to better use aJailalividth and latency requirements discussed below. Although
bandwidth and not penalize nodes with low bandwidth [19fhis may not seem like a very large number, it still reveals
[30], [45], we focus on studying which overlay strategy isnteresting real-life scenarios, while allowing us to gohthe
inherently better able to handle bandwidth heterogen@y. characteristics of the nodes [47].

defer studying which optimization technique works bestdior  In Chainsaw, each node uses a minimum of 15 neighbors
overlay architecture (mesh-based or multi-tree) to futuoek. and assumes the request for a packet is lost after 1 secoad. Th
(5) Impact of latency heterogeneity of overlay participans source connects to twice as many neighbors as a regular node
on system performance:Similar to the diversified bandwidth and pushes two copies of every packet. We used a default
capabilities, nodes also exhibit a diversified range ofnleites data “chunk” size of 2500 bytes for Chainsaw. We use the
to other peers and to the broadcast source. We investiggiens “chunk” and “packet” interchangeably throughout the



paper. These parameters are identical to those used iropgsevbetween the error bars. We further investigate if the meéns o
Chainsaw deployments [18], [51]. the results for the two systems are different. We formulage t
For SplitStream, the source sends one chunk of the damall hypothesisHy : pichainsaw = HSplitStream, WhiCh States
stream down each tree every second, with each node forwagdainsaw throughput (or goodput) and SplitStream throughp
ing that chunk onto each of its children as soon as possibler goodput) have the same mean and distribution. Using a
Each SplitStream node is configured to accept between 16 awd-sample t-test with pooled variance [52], we disproygd
48 children, depending on the available bandwidth of theenodinding with high probability that the error results comerfro
SplitStream uses 16 trees by default, and we show results wdistributions with different means.
16 trees in this paper. We have also experimented with 8 tree§he explanation behind the lower goodput of SplitStream
and 32 trees, validating that 16 trees and 32 trees outperfas depicted in Fig. 1(c). SplitStream receives a non-négkg
8 trees. The variability in the results significantly deses amount of late data (data received after the 5 sec. deadline)
as the number of trees increases at the expense of increashith is higher than the late data received by Chainsaw. As
management overhead. Our results confirm that SplitStredoth systems use TCP, we attribute the difference to the fact
with 16 trees presents a good tradeoff. All parameters mirrihat Chainsaw is a pull-based system, where each peer decide
those used in previous SplitStream deployments [17]. what pieces of information it needs, while SplitStream uses
We compare the systems based on the following metricsa push-based approach in which nodes push data to their
e Goodputis the average rate of data that was received befarkildren on different trees at different times. This, congal
the deadline (5 sec.), and that had not been received befavgh SplitStream’s lack of anynechanism for dropping late
e Late Data is the average rate of data that was received aftdata, results in unnecessary bandwidth consumption. The
the deadline. unnecessary overhead is also amplified by the fact that-Split
e Duplicate Datais the average rate of data that was receivetiream does not change its trees unless nodes leave thayoverl
before the deadline, but that had been received before.  We also note an increasing variability in the late data
e Throughput is the average rate at which all applicatioffor SplitStream. Further investigation reveals that therage
data is received. In other wordBhroughput = Goodput+  depth of SplitStream trees is not highly variable with a mean
LateData + DuplicateData. depth of 3.5 and a standard deviation of 1. Therefore, this
e Continuity Index, defined by Zhangt al. [20], is used variability stems from network conditions delaying datatth
to measure the effect of churn. It is equal to the goodpaontinues to be late as it propagates down the tree. In aintra
divided by the total amount of data that could have possib§hainsaw is able to request missing data from neighbors, and
been received while a peer participated in the overlay. Thibtain the missing data in time. As in the case for throughput
is equivalent tos%. Ideally, a system should haveand goodput, we validate that the means corresponding to the
a continuity index of 1. experiments for the two systems are statistically diffetan
. ) ) using a two-sample t-test with pooled variance.

B. Scalability with Sreaming Rates Figure 1(d) shows the duplicate data for both overlays.
We first compare how well each overlay scales with inSplitStream, being tree-based, receives a negligible amou
creasing streaming rates. To decouple the scalability witlh duplicate data, whereas Chainsaw suffers from a growing
the streaming rate from the impact of heterogeneity, we uamount of duplicate data as streaming rates increase- Split
nodes that have high access bandwidth (greater than 1 Mbgskeam received negligible amounts of duplicate data in all

and low latency (with average Round Trip Times (RTTs) ahe experiments presented in this paper.

100 ms to the source). This amounted to a deployment of 280n summary, our results demonstrate that Chainsaw outper-

nodes on PlanetLab that were responsive and met the stédtaths SplitStream at higher streaming rates. Surprisjnigly

bandwidth and latency requirements. We vary the streamitige range of 400 kbps to 1 Mbps, we found no saturation point,

rate from 400 kbps to 1 Mbps. Figure 1 shows the mean systemeaning neither system has an inherent streaming rate below

performance with 90% confidence intervals. 1 Mbps where it cannot send any more data. In addition, we
Figure 1(a) depicts the average throughput of all nodes. fimund that SplitStream is more sensitive to network condii

an ideal case, the application data received would be icintigenerating a higher amount of late data.

to the streaming rate. It can be seen that the throughput of o ) ]

Chainsaw is close to the ideal. In contrast, the SplitStredm Scalability with Overlay Size

throughput is considerably less than the ideal, espe@alihe  Figure 2 shows the impact of the size of the multicast group

streaming rate increases. As seen in Fig. 1(b), the goodputivhen using a streaming rate of 1 Mbps for 20 minutes, varying

both overlays is less than the streaming rate, with SpétBir the overlay size from 80 to 280 nodes. We also repeated the set

suffering more for higher streaming rates. The confidenoéexperiments for a streaming rate of 500 kbps and the esult

intervals depicted on the figures are considerably wider farere similar (with SplitStream and Chainsaw being closer in

SplitStream than for Chainsaw. The SplitStream perforrmangerformance). We omit these results due to space limitation

is more variable across multiple experiments, demonsgiati As the overlay size increases, Fig. 2(b) shows that the

SplitStream is more sensitive to network conditions. We algoodput of Chainsaw slightly increases, without a corragpo

note that at lower streaming rates, there is a small overlayy increase in throughput (Fig. 2(a)). This demonstrates
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Fig. 3. Performance for different percentages of nodes bathdwidth of 1 Mbps or higher, using a configuration of 112ewdith heterogeneous bandwidth
capabilities. In the figure, “C” denotes Chainsaw and “S"ates SplitStream

that Chainsaw scales with the number of nodes and is abteeamed data at rates between 400 kbps and 1 Mbps for 10
to effectively use the available resources without indreps minutes. We omit confidence intervals from these graphs as
the late or duplicate data. This is not the case with Splithey become difficult to read otherwise.
Stream. Although SplitStream performance is still acdelpta  As seen in Fig. 3(a), the throughput varies little for each
(Fig. 2(a) and 2(b)), the throughput and goodput of the systesystem, regardless of the percentage of bandwidth-camstra
degrade as the number of nodes increases. Since all of fagles. However, Fig. 3(b) shows that the usefulness of the
nodes in these experiments have good bandwidth and latedgya decreases as streaming rates and percentage of bmdwid
properties and we have shown that SplitStream performs wednstrained nodes increases. As seen in Fig. 3(c), as the per
at a streaming rate of 1 Mbps (Fig. 1(b)), we attribute théentage of bandwidth-constrained nodes increases, tharamo
goodput degradation to the increase in overlay size. of late data increases considerably. This can be explaiged b
We can see from Fig. 2(c) and 2(d) that both systems’ abilitje fact that in both systems, bandwidth-constrained peers
to maintain consistently low amounts of late data is invriabecome overwhelmed and fall behind on their duties to relay
of the overlay size. However, in general, Chainsaw is able #ata to their peers. The amount of late data is significantly
outperform SplitStream under large group sizes, maimiginilarger in Chainsaw than SplitStream because if a packet is
a higher streaming rate and larger amount of useful data. not received 1 second after the request, that same packet is
requested from another peer, which may yield yet another lat
packet. Thus, it would be worthwhile for each mesh node
In order to study the effect of bandwidth heterogeneity oi9 keep track of an expected round-trip time between every
the performance of the multicast systems we first group nodeger and itself and intelligently schedule packets basetiamn
in two classes, nodes with low bandwidth (under 1 Mbpgjglue. This would also decrease the amount of duplicate data
and high bandwidth (over 1 Mbps). In Fig. 3, we present tHeceived. We have validated this hypothesis by experimgnti
results for deployments with different ratios of low-baridiln ~ with timeouts of 2 seconds and 3 seconds, and found that the
and high-bandwidth nodes. For example, the line denoted t@e and duplicate data indeed decrease.
70%" (or “S 70%") represents a Chainsaw (or SplitStream) Figure 5 characterizes how individual nodes perform in each
experiment where 70% of nodes were high-bandwidth nodggstem when 30% of the nodes are bandwidth-constrained
and 30% of the nodes were low-bandwidth nodes. Nodes fdor the 1 Mbps streaming rate scenario). In SplitStreary ve
each group were selected at random from nodes matching e nodes receive none of the stream and no nodes receive
bandwidth criteria, with approximately 112 nodes parttipg the entire stream. This is due to the fact that in a tree, all
in each experiment. To expedite the experiments, the sourtales are penalized if they have an ancestor that is barttwidt

D. Impact of Bandwidth Heterogeneity
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Fig. 4. Performance for a configuration of 20 nodes with lvgieneous latencies: 15 nodes are in close proximity to theceand each other, while the
remaining 5 have longer latencies to these 15 nodes and thieeso

constrained. In Chainsaw, approximately 70% of the nodekwever, even though the goodput is very similar, the indi-
receive most of the stream (almost vertical line between Ovitlual node performance experienced when streaming 1 Mbps,
and 1 at 1 Mbps), while the rest receive very little of theatne presented in Fig. 6, is quite dissimilar. Chainsaw exhitits
(steep curve between 0 and 200 kbps). This demonstratess of nodes achieving two performance extremes, very low
that Chainsaw mitigates the impact of bandwidth-const@inor very high throughput, while SplitStream nodes exhibit a
nodes on high bandwidth nodes, but penalizes low bandwidtiuch broader range of performance, with the majority of the
nodes since they receive little data. nodes receiving between 600 kbps and 1 Mbps.

In contrast to the goodput, Fig. 4(a) shows that Chainsaw

! Chainsaw ‘ throughput is appreciably higher than that of SplitStreduog
og| ~SPrSTem to a significant amount of late data (Fig. 4(c)) and duplicate
06 ‘ data (Fig. 4(d)). This indicates that SplitStream is better

able to push data to the nodes with longer RTTs within the
deadlines, whereas the pull mechanism of Chainsaw causes
packet deadlines for the high latency nodes to be missed.
This can be attributed to the fact that Chainsaw neighbor
sets are small and do not have highly disjoint data in these
cases, which also explains the high variability in Chainkste
and duplicate data. Further experiments where Chainsaw was
configured with a higher timeout value (3 sec.) to re-request
E. Impact of Latency Heterogeneity a packet showed increased variability in system performanc
In order to study the impact of latency heterogeneity, w&hile throughput and goodput decreased. This confirms the
group nodes in two C|asses' C|Ose_proximiw nodes (RTmh SensitiVity of Chainsaw to the timeout to requeSt pEB:ke
less than 50 ms) and low-proximity nodes (RTTs great@@rticularly in latency heterogeneous networks.
than 150 ms), with respect to the source located at PurduéVe repeated our experiments with overlays of 70 and 220
University. We then consider overlay deployments in whieh whodes, with 60% of the nodes being in North America and
vary the fraction of close-proximity and low-proximity nesl the rest in other continents. We found that as the overlay siz
Figure 4 demonstrates the impact of latency heterogenaity ifcreases, the average performance of Chainsaw increades a
the performance of Chainsaw and SplitStream when thrdBe average performance of SplitStream decreases, which is
quarters (15 of 20) of the nodes are C|ose-pr0ximity nodégnSiStent with the results in Section IV-C. These resuits a
and one-quarter have high latency in relation to the closeWnitted for space reasons, as they are similar to Fig. 1.
connected majority and the source. The source streamesl rate
between 400 kbps and 1 Mbps for 10 minutes. ?:I Flash Crowds

Fraction of Nodes

0.4 7j
02 /

0 0 1002003004005006007008009001000
Goodput (kbps)
Fig. 5. Goodput CDF where the source streams 1 Mbps, usingfgocation
of 112 nodes with heterogeneous bandwidth capabilitie¥ 80 the nodes
have bandwidth capabilities of 1 Mbps or higher.

To determine the effect of flash crowds on the stability
Y e and performance of the systems, we used overlays of 280
g ol S nodes and designated a percentage of the nodes to join
Z o midway through the experiment lifetime. The duration of the
£ oa , experiment was 6 minutes during which the source streamed
N S data at 500 kbps. The system was allowed to stabilize for
3 minutes before the flash crowd nodes joined to isolate the

0 0 1002003004005006007008009001000
Goodput (kbps)
Fig. 6. Goodput CDF for a 1 Mbps streaming rate for a configomabf 20
nodes with heterogeneous latencies: 15 nodes are in clos@mity to the
source and each other, while the remaining 5 have longendat® to these
15 nodes and the source

effect of the crowd.

Figure 7 depicts the effect that two exemplar percentages
(flash crowds of 20% and 80% of the nodes) had on the
two systems. From Fig. 7(a) and 7(b), we can see that both
multicast systems quickly stabilize and return to perfaroea

Interestingly, as seen in Fig. 4(b), we find the SplitStreatavels similar to before the flash crowd, even when the migjori
and Chainsaw goodput results are quite similar to each.oth&frthe nodes join after the experiment has begun. However, as
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Fig. 7. Performance for different percentages of flash csouging a configuration of 280 nodes with bandwidth greaten th Mbps

seen from Fig. 7(b), the performance of SplitStream beginsihdex of Chainsaw suffer almost no change. We conclude that
degrade with larger flash crowd sizes. This can be attributedurn has a drastic effect on SplitStream. Since we havershow
to SplitStream attempting to find parents for nodes in thénflaghat SplitStream deals well with flash crowds, we attribais t
crowd, which can create a lengthy startup time for nodes. to the time children need to detect the failure of the theiepa
We also examine the effects on the individual flash nodesd then reinsert each child and its subtree somewhere else.
after joining the network in order to determine what a usén contrast, Chainsaw nodes have many neighbors from whom
might experience. In Fig. 7(c), we can see both systerttsrequest packets and can also simultaneously request more
are able to effectively integrate a majority of nodes intoeighbors from the bootstrap node.
the dissemination structure In both cases, over 90% of the
Chainsaw nodes and 75% of the SplitStream nodes achieve
good performance within 90% of the streaming rate. This Several studies [25]-[28] have compared overlay multicast
difference in individual performance also helps explainywhnetworks via simulations and on the Internet. These studies
the average performance of SplitStream degrades withrlarfecused on network-level metrics, such as the underlying
flash crowd sizes, since SplitStream has a larger percenfageverlay structure, relative delay penalty over unicast #nhd
nodes not receiving the desired bandwidth. multicast, and link stress. They did not consider applicati
level metrics for streaming applications, unlike our work.
G. Churn Other studies compared overlay networks for file-sharing
We began with an overlay of 80 nodes and model nodgplications [56], [57]. These studies focus on comparing
join behavior using a Poisson process and node stay tim@structured networks similar in spirit to Gnutella, witihug-
using a Pareto distribution. These choices were motivatiitted overlay networks such as ones using distributed hash
by observations from real overlay multicast deploymen§ [3tables. Unlike these studies, we use a variety of applinatio
and Mbone sessions [53] and have been previously useddpgcific metrics, since our focus is on streaming applioatio
Bharambeet al. [54]. For the Pareto distribution, we assume a With the emergence of many, sometimes proprietary, com-
minimum stay time of 90 seconds and arof 1.42, resulting mercial streaming systems, another focus of recent rdsearc
in a mean stay time of 300 seconds. These parameters faeg been understanding user behavior. There have beeesstudi
consistent with distributions found in other live streaginthat measured [43] the performance of the PPLive [2] system,
applications on the Internet [35], [55]. We vary the meamiint with the goal of quantifying user behavior and gaining ihssg
arrival time (\) between 5 and 15 seconds; for example, if thigto the protocol underlying PPLive; analyzed [58] traces f
mean inter-arrival time is set to 10, then on average, evddfJSee to characterize the mesh topology and understand
10 seconds a node joins. This leads to group sizes that vAghavior with flash crowds; or quantified [59] the impact of
between 150 and 280 nodes. We use ungraceful departuggshing techniques to reduce duplicate packets in bandwidt
i.e., nodes leave without informing their children, neighdy constrained wireless LANs. Deployments of open source sys-
or the source about their intention to leave. Each experimdams have also been studied [35].
ran for 1000 seconds and the source streamed data at 500 kbpSlosest to our work is the work in [29], which presents
TABLE |I a simulation comparison of a multi-tree scheme similar to
CONTINUITY INDEX FOR BOTH SYSTEMS UNDER CHURN SplitStream and the PRIME [30] overlay multicast. Our goal,

V. RELATED WORK

System [ A=5] X=10 | A=15 however, is to understand performance of existing and plybli
Chainsaw | .94 93 .94 available streaming systems under a variety of real Interne
SplitStream .66 .67 .70 " ; ; : :
conditions, including latency and bandwidth heterogeneit

As can be seen in Table I, under the highest join rate, VI. CONCLUSIONS
Chainsaw receives much more unique data than SplitStreamyWe have compared the performance of two representative
achieving continuity indexes of .94 and .66 respectively P2P streaming systems, SplitStream and Chainsaw, viagtter
Second and more importantly, a higher join rate has a lowexperiments using PlanetLab. We summarize our findings:
effect on Chainsaw than SplitStream. We find the continuity The mesh-based Chainsaw generally yielded a higher good-
index without churn for Chainsaw and SplitStream to be .95put to the application than the multi-tree based Split3irea
and .88, respectively. The presence of churn decreases thehe difference between the two systems is small when
continuity index of SplitStream by .22 while the continuity streaming rates are low, or when the number of nodes in



the system is small. However, Chainsaw scales better [t
higher streaming rates and larger overlays. Performancel3
SplitStream may be improved by making ttiees adapt to 33]
network conditions to decrease the amount of late data.

e SplitStream coped better with nodes that had higher la-
tencies, while Chainsaw had a significant amount of Ia{?é4]
and duplicate data. In cases with bandwidth-limited nod€ss]
Chainsaw performed better than SplitStream on the aver-
age, but bandwidth-limited nodes suffered. We suggest t
mesh-based systenuse adaptive timeouts and intelligently
schedule packets based on expected round-trip times.

e As expected, Chainsaw dealt better with churn and Wi{%ﬂ
large flash crowds as it requires less complex managemgsat
of the overlay and can easily accommodate these events.
SplitStream was more sensitive to flash crowds and partiqglg]
larly churn, since the cost of changing the trees was higher.
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