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Abstract—Fair bandwidth allocation is critical in wireless allocate bandwidth fairly. In addition, considering the ubiquity
communication networks, since the wireless channel is often of [IEEE 802.11 WLANSs and users, this scheduling algorithm

shared by a number of stations in the same neighborhood. With ; _ ; ; ;
fair scheduling, bandwidth can be shared by competing flows in gneupsltc;;';ebrlgperatemth legacy stations in order to be gradually

proportion to their assigned weights. In this paper, we propose a 7 . . . .
credit-based distributed protocol for fair allocation of bandwidth In this paper, we consider a typical single-hop wireless
in IEEE 802.11 wireless LANs. Our protocol is derived from the LAN environment, in which all the stations are in the same
Distributed Coordination Function in the IEEE 802.11 medium neighborhood, and share the same channel. We propose a
access control (MAC) protocol. Analytical and simulation results fully distributed scheduling algorithm, which we refer to as
demonstrate that the protocol achieves the desired bandwidth .~ . _ . ! . .
allocations. An important feature of our protocol is its backward D'St”bu.ted Deficit Cred't, (DDC), to a“qcate.bandw'dth !n
compatibility, which allows legacy IEEE 802.11 stations to coexist Proportion to the flow weights. The algorithm is an extension

with stations adopting the new MAC protocol. of the Distributed Coordination Function (DCF) of the IEEE
Index Terms—802.11, Fairness, Medium access control (MAC), 802.11 medium access control (MAC) protocol. An important
Wireless local area networks (WLANS) feature of our algorithm is its backward compatibility with the

current 802.11 MAC protocol.
The remainder of this paper is organized as follows. Sec-
. INTRODUCTION tion Il describes the basic features of the Distributed Coor-
IEEE 802.11 Wireless Local Area Networks (WLANs)ination Function in IEEE 802.11. Section IIl reviews prior
have become increasingly prevalent in recent years. In IER®@rk on fair queuing, especially in IEEE 802.11 networks.
802.11 WLANS, a channel is shared by all stations in th@ection IV describes our proposed algorithm. Simulation re-
neighborhood of an access point (AP). Dividing the limitegults are given in Section V. Section VI gives a brief summary
channel bandwidth fairly among stations is an important a®d our work, and our plans for future work.
challenging problem. For example, consider a WLAN user
sharing files with other peers outside the WLAN using systemis |EEE 802.11 DSTRIBUTED COORDINATION FUNCTION
such as the BitTorrent peer-to-peer system. The more data ) )
the user sends to its peers, the more data it can receive frofEEE 802.11 medium access control (MAC) includes a
peers. Therefore, the user may want to send data as quiclpg@nglatory conteqtloq-based channel access functlon.called
as possible, in order to receive more data. When WLAN usépésStributed Coordination Function (DCF), and an optional
are sharing files with peers outside the WLAN, dividing thgen_trall_y controllgd channel access funct|on _called Point Co-
limited wireless channel bandwidth among the users fairf§fdination Function (PCF). The DCF is designed for asyn-
becomes crucial, especially if users will be charged (eithgpronous.de.lta transmission and. is 'fuIIy distributed. [n contra;t,
directly or indirectly) for the service. the PCF is intended for tran§m|SS|on_of both reql time tra_fflc
Ideally, bandwidth should be shared by all competing usei@d asynchronous data traffic. PCF is a centralized, polling-
proportional to a “weight” assigned to each user. Users wifgS€d access mechanism controlled by the AP.
pay a higher price must be assigned larger weights, so thaf? this work, we focus ondistributed mechanisms for
they can obtain higher bandwidth. The key challenge mopo_rtlongl band_\Nldth allocation. Henge, we summarize the
WLAN channels is that there is no centralized schedulir@CF in this section. For a more detailed discussion, please
server, as in the case of a router output port in a wirelif€fer o the IEEE 802.11 standard [1]. _
environment. Instead, the scheduling operation is distributed’h® DCF is based on the Carrier Sense Multiple Ac-
among wireless stations with data to send. It is therefofgss/Collision Avoidance (CSMA/CA) protocol. A station with

necessary to design a fully distributed scheduling algorithm §1€W packet to transmit first senses the channel. If the channel
is sensed to be idle for a time interval equal to the DCF
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time. At the first packet transmission attempt, CW is set toEa Fairness in IEEE 802.11 WLANs
value CWmin, which denotes the minimum contention window o nhumber of studies have investigated service differen-

size. After each unsuccessful transmission, CW is doublggiion and fairness mechanisms in IEEE 802.11 WLANS.
until a predefined maximum size (CWmax) is reached.  peng and Chang [11] proposed a scheme that differentiates
The backoff counter is decremented once evesipttime, among priority classes by adjusting the backoff window:
as long as the channel is sensed idle. The counter is frozggner priority classes use a smaller backoff window than
when a transmission is detected, and reactivated when [Bger priority classes. Aad and Castelluccia [12] proposed
channel is sensed idle again for more than a DIFS period fseryice differentiation mechanism that uses different inter-
time. The station transmits when the backoff counter reachgsme spaces. Veres et al. [13] used the initial backoff window
zero. If two or more stations transmit at the same {imgjze and the maximum window size to differentiate among
collision occurs. users. Xiao [14] proposed an analytical model to evaluate
Since CSMAJ/CA does not rely on a station to detect ggckoff-based priority schemes.
collision by hearing its own transmission, an ACK is trans- Recently, fairness between the uplink and the downlink in
mitted by the destination station to signal successful packgfEE 802.11 WLANS has received attention. Pilosof et al. [15]
reception. If the ACK is not received, the station assume@pserved unfairness between the uplink and the downlink TCP
that the transmitted frame is not received and reschedules flays. Uplink flows receive significantly higher throughput
packet transmission according to the backoff process. than downlink flows. They find that the buffer size at the AP
The 2-way handshake mechanism described above is C&Hﬂﬁys a key role in the observed unfairness, and propose a
the basic access mechanism. The DCF MAC protocol defingfiution based on TCP receiver window manipulation. Kim
an additional RTS/CTS mechanism: When the backoff countgfid Fang [16] identified the fairness problem between uplink
reaches zero, the station does not transmit the data fragml downlink traffic flows in IEEE 802.11 DCF. Since in
right away, but sends a request-to-send (RTS) frame. WheGF, the AP and the stations have equal access to the
the destination station receives the RTS frame, it responglfannel, when the downlink has a higher traffic load than
with a clear-to-send (CTS) frame. The source station transmig uplink, the downlink becomes a bottleneck. To solve
the data frame after receiving the CTS frame. The RTS/CTis problem, they propose a controllable resource-allocation
mechanism is effective in terms of system performance whesheme between uplink and downlink flows, which adapts the
the packet length is large, since it reduces the collision timgarameters according to the dynamic traffic load. The scheme
also improves the system utilization by reducing the collision
1. RELATED WORK probability. Dunn et al. [17] proposed a scheme that exploits
) ) o . IP path Maximum Transmission Unit (MTU) discovery to
Proportional ba_ndW|dth qllocgnon in wireline environmentgjrly allocate bandwidth. Bandwidth allocation is achieved by
has been extensively studied in the last decade. Generalizgdigning different MTU values to stations. Experiments show
Processor Sharing (GPS) [2] assumes multiple flows are seryggh this method works well when IP is the only network layer
simultaneously, and the traffic is infinitely divisible. Underthi%rotocm and all stations use IP MTU discovery.
assumption, it is shown that GPS can achieve proportionalscheduling in PCF has also been well studied. Coutras et
allocation of bandwidth within an infinitely small time interval 5| [18] modeled real time traffic as a Markov modulated fluid
CIear_Iy, GP_S is an idealized fairness model that cannot B?ocess, and proposed a scheme to manage the time of polling
practically implemented. A number of packetized approXjsr each station. Sharon and Altman [19] proposed a scheme
mations of GPS have been proposed in the past, includifgerred to as simultaneous transmit response polling (STRP),
Weighted Fair Queuing [3], Self-Clocked Fair Queuing [4}yhich reduces the polling overhead caused by stations having

Virtual Clock [5], Start-Time Fair Queuing [6] and Deficitng gata to transmit. Other priority-based polling schemes have
Round Robin [7]. An exact service sequence is providggben studied in [20], [21].

in [3]-[6] by serving packets in the order of a computed
“virtual time tag” associated with each packet. In contras
Deficit Round Robin (DRR) [7] uses a credit-based approa
to provide proportional bandwidth allocation at time scales Several studies have investigated algorithms to provide pro-
larger than a round. portional sharing of bandwidth in IEEE 802.11 WLANS using
distributedcontrol. Distributed Fair Scheduling (DFS) [22] is
proposed to emulate Self-Clocked Fair Queuing (SCFQ) [4]
A. Scheduling in Cellular Networks in IEEE 802.11 DCF. The essential idea in DFS is to select
In the context of wireless cellular networks, several studi@backoff interval that is proportional to the finish tag of the
have been conducted on fair queuing. Lu et al. [8] proposedPacket to be transmitted. DFS modifies the computation of the
mechanism referred to as wireless packet scheduling (WPB3ckoff counter to:
which extends the scheduling policies of wireline networks
to wireless networks. Opportunistic scheduling was proposedb
in [9], [10]. In these studies, the wireless channel is used
opportunistically to achieve an optimal use of resources, yetln this formula, thescalingfactor denotes a fixed constant
provide fairness among users. (same value at all stations), and allows the choice of suitable

Proportional Sharing in DCF

ackof f_counter = scaling_factor x pkt_size/w X p.



scales. Thepkt sizeis the size of the outgoing packet; the channel is error-free with no capture effects. Considering
is the assigned weight of the station; apdis a random the short range of a typical single-hop wireless LAN, this
variable uniformly chosen in the range [0.9, 1.1]. The purposssumption is a reasonable approximation. In Section IV-C, we
of p is to randomize thebackoffcounter and reduce the will discuss how to handle channel errors and capture effects.
probability of collision. The intuition behind DFS is that

packets from different stations are served approximately {0 preliminaries

increasing order of their finish tags, which emulates SCFQ.

When collisions occur, however, the exact service sequence. i » adapted from the Deficit Round Robin (DRR) [7]

may not be maintained. . . .. .
" . scheduling mechanism, and (ii) exploiting the 802.11 DCF,
Ba’.‘ChS and Perez [23] proposed Distributed We'ghted.':which inherently exhibits long-term fairness in channel access.
Queuing (DWFQ) for 802.11 WLANSs. In DWFQ, each station

N : - . : We briefly describe these two ideas in this section.
mamtgmsalabeL, defmeq asL_r/.w,\'Nherer}s bandmdth 1) Deficit Round Robin (DRR)in DRR, the scheduler
experienced by the station and is its assigned weight.

associates with each flowdeficit counterinitialized to zero,

The label is included in the header of each outgoing packg id a valugquantum The scheduler servesqaiantumof bits

Stations_ listen to every packet. For each observed paCketfrJ)m each flow. For each head-of-line packet, if its size is
the station's own label is smaller than the observed Iab.%'maller than thealeficit counter + quantumit is served and

DDC is based upon two key ideas: (i) using the notion of

it increases its CW. The basic idea behind this dynamic atg]

justment is that the smaller the CW, the higher the throughplétdedggiléetthzrgf?ésscg]u:,lgrgfug:’éehgvr\lld the valuguaintumis

Compared to the current 802.11 MAC protocol, this algorithm The throughput of each DRR flow has been proven to be
is more complex as it requires that the station listens to al icall onalto i 7 . .
packets in the network. In addition, as an adaptive algorith%ymptonca y proportional to itguantum(7]. One interesting

o . . ature of DRR is that it only requires local information, which
the stability and efficiency of the system highly depends oly sily lends itself to a distributed implementation.

:hekapproprlate choice of parameters, which is a non-trivia 2) IEEE 802.11 DCF Long-term Faimess in Channel Ac-
asx. cess: As described in Section Il, all stations within the same

d’gr: |m|c|)c])c_rte|1(;1t pro?jkimbln _bOtht %F_St a?: ?]W';Q 'Sf ma} EE 802.11 neighborhood compete to access the channel. At
addrtional Tields need to be inserted into the header o given time instance, a station can gain access to (i.e., win)

1 ;
frames. Unlike the Intelrnet Protoqol (IP.)’ the 802.11 MACthe channel, depending on its own as well as other stations’
frame header does not include optional fields to accommod 1 Koff phase. For example, if a station has experienced
additional information. Thus, legacy 802.11 devices will nogumerous collisions and incréased its CW to CWmax. then
understand the MAC frame format of new devices when th? ’

 the short time period that immediately follows, it ma
communicate with each other, which results irbackward P y ’ y

o ) ave a lower opportunity than others to access the channel.
compatibility problem. Due to the widespread deployment qr}n other words, the 802.11 DCF is unfair over short time

802.11 WL'tAsttk:tI IS cruc(:;al'that new devices Se"’lmlessg(cales. The system, however, exhibits symmetry under ideal
communicate with fegacy Cevices. channel conditions. In the long run, all stations within the

We now propose a new algorithm, Distributed Deficit Credit . . -
; . i S ame neighborhood have an equal opportunity of winning the
(DDC), to achieve proportional sharing of bandwidth in IEE hannel. gased upon this obse(ivatiorﬁ)pwe ma)I/<e the follog\]/ving
802.11 wireless LANs. Based upon a verified assumptio ssumption on channel access fairnes,s

we will prove that under ideal channel conditions, long-term Channel Access Fairness AssumptiarLet N;(¢) be the

throughput fairness is achieved. DDC s robust to modergig o of times that stationwins the channel in time interval
levels of transmission errors. In addition, DDC does n E)t] i—1.-.. n We assume that
! - ? ? :

require any changes to the MAC frame format, which allows’
legacy 802.11 stations to seamlessly coexist with the DDC-  j, Ni(®) _ ,  No(®) . Na(t)
enhanced stations (i.e., devices implementing the DDC algo-  t— t—oo t—oo  t
rithm). Our simulation results validate this long-term fairness prop-
erty, as illustrated in Figure 1. In this scenario, the WLAN
IV. DISTRIBUTED DEFICIT CREDIT includes 10 stations. All stations are backlogged during the

The objective of DDC is to achievieng-termproportional simulation. The channel bandwidth is 11 Mbps, and the packet
ize is 1000 bytes. Figure 1 depicts the average number of

sharing of bandwidth in a distributed environment. We cor i .
annel accesses per second for all stations over 3 different

sider a single-hop 802.11 WLAN, where all the stations a@' . : he fi hen the time i is sh
within the same neighborhood and can hear each other, jime intervals:. In the figure, when the time intervals short,

hidden terminal problems are rare. To simplify our discussiofl€ Curve oscillates, which implies short-term unfairness. As

we first consider ideal channel conditions, i.e., the case whigif ime interval length increases, the curve becomes more
flat. This result supports our assumption of long-term fairness

1in DFS, 3 mapping schemes are defined: Linear, EXP and SQRT. iln channel access.

the Linear scheme, packets do not carry additional information. The Linearc|ear|y an equa| Opportunity to access the channel does
scheme, however, may result in poor throughput. For this reason, the EXP '

and SQRT schemes are defined, both of which require each packet to carﬂpg impIy throthp_Ut fairness. Given that eac_h station haS
virtual time tag in the frame header. an equal opportunity to access the channel, if two stations



Initialization: d_credit; = 0;

g When station ¢ occupies the channel:

% d_credit; = d_credit; + w; X Q;

g do

% p = head(i);

5 if ( size(p) < d_credit; ) then
send (p);

if ACK received then
dequeue p and free the buffer;

Source Node

Fig. 1. Long-term fairness in channel access d_credit; = d_credit; — size(p);
else break;
else break;
have different packet sizes, then in the long run, the one with while (d_credit; > 0) and (i has packets);
larger packet sizes will have higher throughput. This means if no packets backlogged then
that to provide throughput fairness, DDC must be able to d_credit; = 0;
accommodate different packet sizes. release the channel:
B. Distributed Deficit Credit (DDC) Fig. 2. Pseudo-code for Distributed Deficit Credit (DDC)

We now describe the DDC algorithm. For simplicity of

exposition, we assume that all packets at a station belong to h _ iori is backl 4 duri h
a single flow. In Section IV-C, we will see that the algorithm Theorem 1:Suppose station is backlogged during the

can be easily extended to support multiple flows at a Singqaéecution of DDC. Under ideal channel conditions, after the

th fime 7 i
station. N*'"time: uses the channel, the difference betw&erw; x Q

Consider a WLAN withn stations. A weightu; is assigned and the total bytes that it has transmitted is bounded)by
to each statiori to indicate the share given fpi—1... pn Proof: Let d_creditt be the value ofi_credit; after thek!”
. . . . L T H ; y 10 -k
The minimum possible weight is 1. Each station maintairféne ¢ uses the channeti(credit; = 0). Let bytesi" be the
a variable,d_credit;,i = 1,--- ,n, which is initialized to 0. amount of traffic sent by during thek!” time it occupies the
We also select a quantur, such thatQ is larger than the channel. From the description of the DDC algorithm, we have

maximum possible packet size. We will later see that with
minimum weight equal to 1, each time a station wins the
channel, it can transmit at least one packet.

The channel access scheme is unchanged from the stanJart]r%rEfore’
802.11 DCF. This includes channel sensing, computation of n

d_creditiC + bytest = d_creditf_1 +w; X Q.

the backoff counter, and freezing and resuming the backoff ~bytes® = N x w; x Q + d_credit) — d_credit
process. The primary difference between DDC and standard,—;
802.11 DCF is when a station wins the channel. In 802.11 = Nxw xQ— d_credz‘tfv.

DCF, when a station wins the channel, only one data packet is

transmitted. In contrast, when a DDC station wins the channgkom the algorithm, we know that in order foto finish using

it can transmit multiple packets without releasing the channehe channeld_credit) must be less than the current packet
More specifically, lethytes® be the number of bytes sent ouisize, which must be less thap. Therefore, we have

by stationi on the k" time it wins the channel. The first

time a station wins the channel, it attempts to transmit packets N x

continuously, subject to the restriction thattes! < w; x Q. | D bytest = N xwi x Q| < Q.

If there are still packets left, then the remaining amownk k=1

Q — bytes} is stored ind_credit;. Otherwised_credit; is set n
to zero. The next time the station wins the channel, the amountrheorem 2:Suppose stations, - - - , » are backlogged dur-
of traffic it is allowed to send igl_credit; +w; x Q. Similarly, jng the execution of DDC. Let;(¢),i = 1,---,n be the

the remaining amound_credit; +w; x Q — bytes? is stored throughput of station during time periodt. Then, ast —

in d_credit; if there are paCketS left. Otherwisé,credit; is oo, the average throughput (bytes/second) of statiors
reset to 0. This process continues as long as the station Basportional tow;, i.e.,

packets to transmit. Figure 2 gives the pseudo-code of DDC

for stations. i GO e el
We now analyze the basic properties of DDC. e g Ty TRt
Proof: Let Ny(t), Nao(t),- -, N,(t) be the number of times
2An alternative solution is that when the packet size is larger #an stations1,2,---,n win the channel, respectively. As —

we fragment it into multiple segments and transmit them one by one. Thi N (t) — 00. and from Theorem 1. we have
however, incurs high implementation complexity, since it requires implement-"""""* ! !

ing segmentation/assembly functions in DDC. Therefore, we choose not to
fragment packets in DDC. lci(t) — Ni(t) x w; x Q| < Q.



Thus, worse than that of others, then more of its packets may be

_ _ : lost due to transmission errors. Due to this, the deficit credit
. ocl(t) . ci(t)  Ni(t) i -
tlggo ; = tlggo{N(t) X p } counter cannot be increased as frequently as other stations,
v’t No(t which means this station receives lower credit than other
— lim ci(t) % lim i(t) stations. To address this problem, we can use the RTS/CTS
t=oe Ni(t) — t=oe access mechanism. Since the RTS/CTS frame is very short,
o - Ni(t) the possibility that the RTS/CTS frame is corrupted is quite
= w; X Q x lim . ) -
t—oo 1 low, which helps alleviate the problem.
From the channel access fairness assumption, Second, when a station has successfully occupied the chan-

nel, frames (whether RTS/CTS/DATA/ACK frames) may be

Ni(t No(t Ny (t i - " .
tlim % = tlim % == tlim # lost and the station cannot finish transmitting all its packets.
T o o This means the station cannot use its credit. To address
Itis easy to see that this problem, the value ofl_credit is not reduced until the
! ci(t) eot) ety ACK is_ re_ceived. There_fo_re, if a pa_cket gets corrupted during
GO T Ty Tt Wne transmission, the credit is maintained for later use. In our

a Simulations, we have studied the performance of DDC in the

Therefore, we have shown that DDC can provide long-terRf€sence of transmission errors. Our results show that DDC is
bandwidth allocations in proportion to the station weights. rotl)gs'%;[o moderate levels of transmission errors (bit error rate

) ) The problem of transmission errors is mitigated by using
C. Deployment Considerations error correction codes. In the draft specifications of IEEE

DDC is a fully distributed algorithm. The only additionalg02.11e [25], a (224, 208) shortened Reed Solomon Code is
cost associated with DDC is updating the deficit credit countgioposed, which splits the MSDU (MAC Service Data Unit)
From the algorithm, updating the deficit credit counter igto multiple blocks no larger than 208 bytes each, and then
clearly O(1). In this section, we discuss a number of pragncodes each block. Each block can correct up to 8 bytes of
tical issues with DDC implementation and DDC behavior iarror. Therefore, most of the channel errors can be corrected
realistic scenarios. by this code.

1) Occupying the Wireless ChannelChoi et al. have  Capture Effects: Capture effects have been observed in
proposed Contention Free Burst (CFB) in a draft proposaireless environments [26]. Among competing connections,
to the IEEE 802.11e committee [24]. In CFB, a station ithe one with the strongest SNR is able to capture the chan-
allowed to transmit multiple MAC frames as long as the entirge|. Studies of 802.11 [26] show that the capture effect is
transmission time does not exceed a predefined limit. prevalent in a hidden terminal scenario. In contrast, capture

DDC fits well into this mechanism. In our implementationeffects are relatively minor in single-hop scenarios. Since our
we leave a gap of length SIFS between consecutive framggimary focus is on a single-hop WLAN, where the stations
Since SIFS is the smallest inter-frame space, this will preveste in the same neighborhood and share the same channel,
other stations from accessing the channel and its continuabé capture effect is minimal. To completely compensate for
occupation. From the pseudo-code, it is clear that one canggpture effects, additional power control mechanisms may be
transmit more thaifw +1) x Q bytes during one transmission,necessary.
which prevents one station from occupying the channel for too
long.

2) Multiple Flows per StationThus far, we have assumed
that all packets at a station belong to a single flow. In practice,In this section, we investigate the performance of the DDC
the same station may have multiple active flows, each of whialgorithm. We simulate DDC using a modified version of the
with a different weight assigned to it. To accommodate thizs-2 simulator [27]. The DDC algorithm is incorporated into
case, we modify DDC as follows. the current implementation of 802.11 MAC DCF. We simulate

Consider a station having active flows with weights a WLAN with n 4 1 stations from statiof (the access point)
Wi,---,W,. We set the weight of the station to B¥ = to stationn, wheren < 100. We haven flows where each
>, W;. ADRR scheduler is used at the station with weightiiow ¢ is from station: to station0,i =1,2,--- ,n.

Wi,---,W,. In this manner, the total bandwidth a station We use the following parameters unless otherwise specified:
receives is proportional to the sum of the flow weights, ar{d) channel bandwidth is 11 Mbps, (2) packet size is 1000
the bandwidth is further divided among multiple flows irbytes, which is the length of the MSDU and does not include
proportion to their weights. the MAC layer header and physical layer header, (3) quantum

3) Impact of Non-ideal Channel Conditiontn our previ- @ is 1200 bytes, (4) all flows are backlogged at the MAC layer
ous discussion, we have assumed ideal channel conditions, (tais simplifies the interpretation of the results), (5) simulation
an error free channel and no capture effects. We now consitlere is 100 seconds (to study the long-term behavior of the
the effects of transmission errors and capture effects. algorithm), (6) the RTS/CTS mechanism is used, since it

Transmission Errors: The effect of transmission errors isincreases bandwidth efficiency in case of collisions, r{(#}
twofold. First, if the channel for one station is significanthyd0, which corresponds to a typical WLAN. We use Direct-

V. PERFORMANCEEVALUATION



Sequence Spread Spectrum (DSSS) for multiple access. Table | o 40000

. . . . (=2 H

summarizes the parameters used in the simulations. g ool
E. 2000

TABLE | S 20000 [

SIMULATION PARAMETERS E 15000

()
CWmin | CWmax | ACK | CIS | RTS | slot | SIFS | DIFS @ lo0)
32 1024 38B | 38B | 44B | 20us | 10us | 50us z 5000

0
1 2 3 4 5 6 7 8 9 10

Source Node

. . Fig. 4. Performance with variable flow weights
A. Convergence of Bandwidth Allocations

We first consider the simple case when alflows have

identical weights, i.e.q; = wy = --- = w, = 1. Figure 3 shows that the curve oscillates and fairness is degraded. This
shows the average throughput (in bytes/second) for all i0because wheW) is large, a station can hold the channel
stations at different time scalésldeally, the curve should for a long time before it releases the channel. Therefore, a
be completely flat. As we can see from the figure, wherlatively shorter time is wasted by idle slots and collisions,
the time scale is small, e.gt, = 1, the curve significantly which results in a more efficient use of the channel. In contrast,
oscillates, which denotes short-term unfairness. As the tirgven a fixed time interval, a larg€) means that each station
scale increases, the curve becomes more flat, which sh@gsesses the channel fewer times on the average, which makes

that the DDC algorithm behaves as expected. the effect of any difference among stations more pronounced.
Thus, the choice of) exhibits a tradeoff among efficiency and
70000 fairness.

60000
50000
40000
30000
20000
10000

TABLE Il
AGGREGATE THROUGHPUT FOR DIFFERENT VALUES 0§

Q 1200 3000 10000
Aggregate throughput 465320 | 493920 | 508920

Average Throughput

Source Node

D. Impact of the Number of Stations

We now study the performance of DDC for different number
of stations. Figure 6 illustrates the average throughput (in
bytes/second) for all the stations, when the number of stations
n = 5,10, or 100. All stations have identical weights of 1.

We now study the performance of DDC with different flowit can be seen that the curve oscillates more for lamer
weights. The weights of statioris2, and 3 are sett8,4, and The reason for this is that when there are more stations, each
2, respectively, while the weights of all other stations are setitadividual station will receive lower throughput. Thus, if there
1. Figure 4 depicts thaverage throughput/weighatio for all is a difference between the throughput of two stations, the
the stations. It can be seen that theerage throughput/weight relative deviation between the two stations is non-trivial. A
ratio of all stations is quite similar. We have also simulated tharger number of stations may exhibit short-term unfairness
situation where the flows have different packet sizes, and haued require a longer time scale to converge. However, as seen
observed similar results. Thus, DDC achieves proportionfabm the figure, even when = 100, the throughput of all
allocation of bandwidth, and the performance is independestéitions still centers around the average value, which shows
of packet sizes. that the asymptotic behavior of DDC is fair.

Fig. 3. Convergence of bandwidth allocation

B. Proportional Allocation of Bandwidth

C. Effect of the Quantur@ E. Independence of Packet Size

An important parameter in DDC is the quantugh We We now investigate the effect of different packet size on
set () to 3 values: 1200, 3000, or 10000, to study its effedairness. We still use a WLAN of 10 stations and all the
on aggregate throughput and fairness. All 10 stations hastations have identical weights of 1. The packet sizes of the
identical weights of 1. Table Il lists the aggregate throughpfitst 2 stations are set to 100 bytes, while for all the other
(in bytes/second), and figure 5 depicts theeragethroughput stations, the packet size is 1000 bytes. As seen from Figure 7,
for different values ofy). Observe that for larger values ¢f, the average throughput (in bytes/second) received by the first
the aggregate throughput becomes larger. The figure, howeveistations is quite close to that of the other stations. We

have also simulated the situation when the packet sizes of a

®In our experiments, we have also simulated the original 802.11 MAfo\y exhibit a bi-modal distribution, and have observed similar
for comparison. Results (not included here for brevity) have shown that

DDC achieves higher throughput than the original 802.11 MAC. Thus, fesults (reSUIt_S hOt shown here for bre\/_ity)- Therefore, DDC
the discussion, we focus on the fairness performance. performance is independent of packet sizes.
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< o ] mechanism will decrease the TCP congestion window sizes,
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VI. CONCLUDING REMARKS

In this paper, we have proposed a new algorithm, Distributed
Deficit Credit (DDC), for proportional bandwidth allocation in
IEEE 802.11 WLANSs. The algorithm is easily implemented
as a simple modification of the IEEE 802.11 DCF. Unlike

In all the cases discussed so far, we have assumed thatpghevious work on fair scheduling in 802.11 WLANS (e.g., DFS
user flows are backlogged at the MAC layer throughout tleenxd DWFQ), DDC uses a credit-based approach to provide
simulation period. In practice, the user flows may be burstgng-term throughput fairness. Another appealing feature of
at the application (e.g., HTTP) and/or transport (e.g., TCP)DC is that it does not require any changes to the MAC frame
levels. Therefore, we study the performance of DDC undtarmat, which allows legacy 802.11 stations to seamlessly
bursty traffic sources. coexist with the DDC-enhanced stations. This makes DDC

We first study TCP flows. Stationk 2, --- ,n are sending easily deployable.
data to statior) using TCP. The weights of stations 1 and Our analysis and simulation results have shown that DDC
2 are set to 4 and 2 respectively, while the weights of ahideed allocates bandwidth in proportion to the weights of the
other stations are set to 1. Figure 8(a) shows dlverage flows sharing the channel. The performance is independent of
throughput/weightatio for all the stations. Though the curvepacket sizes. An interesting tradeoff exists between fairness
exhibits slight oscillations, thaverage throughput/weighatio and efficiency, which can be balanced by appropriately tuning
for all stations is approximately equal, which shows that DDhe quantung).
still achieves proportional bandwidth allocation for TCP flows. A number of open issues remain, including:

We then study the case where TCP and UDP flows coexiste Supporting real time services: We have considered the
In Figure 8(b), stationsl,2,---,5 use TCP and stations problem of throughput fairness for services without real-
6,7,---,10 use greedy UDP. The weights of stations 1 and time constraints. For real time services, e.g., Voice over

Fig. 7. Independence of packet size

F. Performance of DDC under Bursty Traffic
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Performance with bursty traffic

IP (VoIP), delay and jitter must be considered. The DD2]
algorithm needs to be extended to take delay and jittﬁg]
into consideration.

Multi-rate WLANS: Heusse et al. [28] have observed thd#4]
in multi-rate WLANS, when certain mobile hosts use a
lower bit rate than others, the performance of all hosts [iss)
considerably degraded. To address this problem, fairness
in channel occupation time is required. We are currently
investigating this problem. [26]
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