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Abstract—As a rapidly growing cyber-physical platform, unmanned aerial vehicles are facing more security threats as their capabilities and applications continue to expand. Adversaries with detailed knowledge about the vehicle could orchestrate sophisticated attacks that are not easily detected or handled by the vehicle’s control system. In this work, we propose a generic security framework, termed BlueBox, capable of detecting and handling a variety of cyber-physical attacks. To demonstrate an application of BlueBox in practice, we retrofitted an off-the-shelf quadcopter. A series of attacks were then launched by embedding malicious code in the control software and by altering the vehicle’s hardware with the specific targeting of sensors, controller, motors, vehicle dynamics, and operating system. Experimental results verified that BlueBox was capable of both detecting a variety of cyber-physical attacks, while also providing the means in which to recover from such attacks.

I. INTRODUCTION

In recent years, we have witnessed an increased popularity of unmanned aerial vehicles (UAVs) used in a variety of applications including aerial photography, search and rescue, precision agriculture, surveying and inspection [1]. With the ever expanding usage of UAVs, the level of sophistication of their electronic control units (ECUs) have been required to keep pace; with command and control algorithms running on real-time operating systems instead of directly on micro-controllers. This trend raises concern about the security of such systems. As an entity that senses and interacts with the real world, a cyber-physical system (CPS) could be exploited by an adversary and result in harmful impacts to the physical world. One such example is the cyber attack against a physical system [16]. Currently, there exists no universal security solution for either professional or hobby UAVs.

To address potential security problems with UAVs, a variety of control algorithms have been proposed, such as state-estimation, robust control, fault detection and diagnosis (FDD) and fault tolerant control (FTC) [3]–[6]. These methods work well with a faulty sensor or actuator, assuming no active real-time manipulation of the vehicle, in a dynamic and insidious way. Other methods have used parameter and controller estimation to detect changes in the vehicles dynamics or control algorithm [7]. Such detection is reliable only if the input and state measurement are not compromised. Complementary to these works, cyber attacks have also been extensively studied as a computer security problem.

Examples include works that have aimed at deriving an attack detection model and improvements to controller robustness [8], [9]. In the CPS domain, system abnormal response is not only from physical fault or uncontrollable disturbance, but rather from malicious cyber attack. Cyber domain analysis of the threat models and vulnerabilities of UAVs are proposed in great detail [10]–[12]. For example, successful cyber-domain attacks were demonstrated [13]–[15], in which the vehicle take-over is achieved using sensor spoofing and estimator tricking strategies.

Recently, more sophisticated approaches have been proposed for robotic vehicle attack detection and counteraction with stronger threat model. Attacker are assumed to have full access to sensing and actuation of the system [16]. However, if the attacker has sufficient knowledge about the vehicle and its defense strategy, the control software is still subject to tampering. Attack detection requires comparison of true and faulty signals, thus necessitating redundancies. Many model and model-free based approaches can be used to detect system fault as summarized in [17]. Failure in the system can be relatively easy to detect provided that not all system components are compromised. With a redundant controller and an intelligent decision unit, even if the main controller is faulty the system has been shown to survive [18]. To achieve a high security level, redundant software and hardware are needed. If the vehicle is assumed to be vulnerable to attacks, then the attack scope can encompass the entire software and hardware components. However, if an extra ECU hardware is retrofitted to the vehicle with no access channel from the outside, it is shielded from the attacker. In this manner,
the vehicle still operate as intended with its original control software, while the control signal can also be used to enable comparison against the retrofitted ECU for attack detection and response.

In this work, we propose a generic security framework called BlueBox, which can be retrofitted to a range of multi-rotor UAVs. Instead of changing the original control system, an external piece of hardware was used to monitor the vehicle with minimum modification to the original system. From vehicle source code or through binary reverse engineering [19], [20], the vehicle’s control logic can be extracted. Independently implementing the control and sensing logic on the external hardware enables high-accuracy error detection. A smooth variable structure filter (SVSF) was used to estimate system states and identify system parameters, which is proven to be robust to model uncertainty and noise. Combining the software and hardware redundancy, the framework was able to detect a variety of attacks on the sensor, controller, vehicle dynamics, actuator, and controller operating system. The vehicle was able to fully recover to normal operation once the attacks were detected. We implemented this framework on a 3DR IRIS+ quadcopter running ArduPilot 3.3 on NuttX operating system. Five different types of attacks were tested on the system and the attacks were identified and nullified.

II. BLUEBOX DESIGN

A. Definition of Security

Before describing our approach in detail, it is important to establish the criteria of security for a UAV system. The system is said to be secure when it satisfies three properties, confidentiality, integrity and availability [10].

1) Confidentiality (or Secrecy): refers to the restricted information availability to only authorized personnel/agent. For UAVs, this type of security is usually ensured by the ground station software, regardless of the means of communication (satellite, cellular, radio, etc.). Breach of confidentiality will result in the information being exposed to a third party, and expose the system to other types of threats. Possible attacks including compromising the communication link and the human operator.

2) Integrity: refers to the information trustworthiness in the system. For UAVs, various methods like trojan code or exploit subroutines of the software, jamming/capturing/editing signals can compromise the data integrity, with or without compromising the confidentiality first. With various detection mechanisms already available, this type of attack is hard to launch without sufficient knowledge of the target system, but will cause the most significant damage to the vehicle if successful. Loss of integrity can lead to the vehicle being affected or even controlled by the attacker while the operator receives false or deceptive information.

3) Availability: refers to the availability of the information or the control of the system. If the integrity is compromised, the availability will be affected as the attacker could influence the system partially or in the most extreme case, take over the system.

B. Threat Model and Attacks

As an aerial unmanned vehicle, a quadcopter utilizes multiple sensors to help to maintain its posture and ability to maneuver. Through the onboard sensor fusion algorithm, the raw data from inertial measurement unit (IMU) is converted into the quadcopters roll, pitch, and yaw angles. With data from barometer and GPS, the longitude, latitude, and altitude values of the quadcopter can also be measured. With this information, the flight control system can then control four different rotors to produce necessary thrust forces to let quadcopter either maneuver or maintain position according to users command.

Based on the above description, a quadcopter can be attacked from various aspects. We focus on exploiting the different aspects of the control system’s physical dynamics rather than just the cyber perspective. These attacks can be implemented by trojanning the control software. Four attack models are proposed here:

1) Sensor Attack: The raw sensor reading in the control software or the result from sensor fusion algorithm is being hijacked by the attacker. This results in the quadcopter lose the ability to acquire authentic information about its posture, altitude, and location. This attack will mislead the control algorithm to accept wrong control input. In this attack model, it is assumed that the sensor hardware is not compromised.

2) Controller Attack: In this attack model, the flight control software is compromised. The controller output could be either modified or replaced by the attacker. For even stealthier attacks, for example, the attacker could modify the conditional parameters to force the control software branching into a different execution path that leads to undesirable behavior. These attacks could lead to loss of stability or control.

3) Actuation Attack: Proper actuation is crucial to the vehicle since it provides the necessary control authority for maneuvering. Flight control software is usually designed based on detailed knowledge about the actuation dynamics. The attacker could sabotage the physical component of the vehicle through human channels, for example installing propeller blades with an incorrect angle of attack. The actuation could also be compromised by integrity attacks such as modifying driver software for more stealthy attacks or directly hijacking the controller’s output to take over the vehicle.

4) Vehicle Dynamics Attack: Similar to actuation system, the vehicle dynamics properties such as mass and moment of inertia are considered in the vehicle’s design process. Illegal payloads or unbalanced mass distribution could result in shortened flight time or undesirable maneuverability.

5) Operating System Attack: This type of attack can be categorized as denial-of-service (DoS) attack. By exploiting the vulnerabilities in the control software, the attacker could effectively alter the behavior of the operating system of the vehicle.
flight controller such as slow down the control loop, kill a process or crash the system.

C. BlueBox Approach

1) overview: To defend against the above mentioned security threats, we propose the cross-layer security framework BlueBox. It contains an external computing unit, with both hardware and software, that is retrofitted onto the original system and can access information within the original system but not the other way around. Once any abnormal status has been detected, it will immediately isolate the most suspicious component and make a decision such as takeover the control, return to start-point or land directly. The BlueBox does not have the full attack detection capability on its own. However, by running the redundant sensor fusion and control algorithm on the redundant hardware, BlueBox can detect changes in the original system by comparing instantaneous outputs in real-time, while itself is shielded from attackers. The entire diagnosis process is designed with both cyber and physical domain approaches in mind, hence the name cross-layer.

2) Retrofitting: The retrofitting of a vehicle with BlueBox requires very minimum software and hardware modifications. For software retrofitting, we enable the original system to send necessary data to BlueBox. For hardware retrofitting, we rewire the actuation system through BlueBox hardware and add wirings to allow BlueBox to directly access the sensor. The software component of the BlueBox consists of sensor fusion algorithm, controller, parameter identification, states estimation and a decision-making module. The architecture diagram is shown in Fig.1.

3) Detection Mechanism: BlueBox’s detection mechanism is described as follows. At vehicle takeoff, the estimator will update the vehicle’s physical parameters. After a short period of time (<30 seconds in our testing), the vehicle can proceed its mission and the BlueBox starts fault/attack detection. As the foundation of a feedback control system, safeguard of feedback is critical. Based on binary code reverse engineering and Platform Independent Executable Trace technology [20], we can infer the control and sensing algorithms from the original system and independently implement them for BlueBox. Through a direct wiring from the sensor, BlueBox extracts sensors raw data for reference states calculation. It is used to be compared with the feedback from original system to determine if the sensor fusion result or code in the original system has been modified. The decision engine will integrate the error between the two measurements within a fixed time window and identifies sensor attacks using thresholding. BlueBox sensor fusion results are also fed to its internal controller and SVSF based estimator for further security diagnosis and attacks detection. To increase the level of security, extra redundant sensors can be added and sensor hardware failure can be detected [6].

In the case of a quadcopter, 4 PWMs (Pulse Width Modulation) as the control commands from original system are captured by BlueBox peripheral interrupt. After the sensor check, if an evident discrepancy of motor commands between BlueBox and captured value has been detected by the decision engine, the threat diagnosis would consider the original controller’s integrity compromised and moreover, takeover the vehicle control. In cyber aspect, some higher level attacks, such as software-layer attacks, timer modification or interrupt vector re-mapping, can also be detected since all of them cause control commands discrepancy.

Based on the above two checks, the cyber level safety can be ensured and system integrity can be preserved. Other potential attacks could be delivered on the physical system. In particular, for actuation system safety, BlueBox observes motors thrust based on the vehicle dynamics. If the motor/rotor is broken or the driver circuit is compromised by integrity attacks, fault tolerant control can be employed to ensure the system’s availability. In contrast to actuation system attack, physical properties attack is more stealthy since it usually won’t directly affect flight mission. Instead, it changes the system sensitivity or increases the power consumption. With fine-tuned system parameter at takeoff, the estimator could detect changes in system parameters. Therefore any illegal payload attachment during flight time could be identified immediately. Depending on batteries capacity, either return to home position or landing could guarantee the safety of the vehicle.

III. SYSTEM MODELING

![Quadcopter coordinate system definition. In our implementation, a 3DR IRIS+ is used. a, b, c and d denotes the distances from the motor to the center of mass.](image)

The Smooth Variable Structure Filter (SVSF) is a method for parameter and state estimation that was first proposed in 2007 [21] and proven to be robust to model uncertainties. The advantage of SVSF is that it could obtain state estimation as well as parameter identification simultaneously [22]. SVSF has the ability to identify the source of model uncertainty and improve estimation performance based on this knowledge. Thus, it has been considered as a better alternative to RLS. [23]. Similar to many existing detection methods, we use estimation error (residual) to detected changes in the system.
A. Vehicle Dynamics

The coordinates definition is shown in Fig. 2. With the rigid body assumption, the vehicle’s dynamics model can be described using standard Newton-Euler equation. The dynamics can be described as

\[ \dot{p} = v, \]
\[ m\ddot{p} = R\dot{f} + mg e_3, \]
\[ \dot{R} = R\hat{\omega}^b, \]
\[ I_\omega^b + \omega^b \times I_\omega^b = \tau^b. \]

where \( p = [x, y, z]^T \) and \( v \) are the vectors describing the vehicle’s position and velocity in the earth frame, \( m \) is the mass of the vehicle, \( g \) is the gravity acceleration, \( R \in \mathbb{R}^{3 \times 3} \) is the rotation matrix, \( f^b = [0, 0, F_z]^T \) is the total force vector in the body frame, \( e_3 \) is the unit vector \([0, 0, 1]^T\), \( \omega^b = [p, q, r] \) is the angular velocity in the body frame, \( I \) denotes the skew-symmetric matrix mapping from \( \hat{xy} \) to \( x \times y \), \( I \in \mathbb{R}^{3 \times 3} \) is the full inertia matrix of the vehicle and \( \tau^b = [T_x, T_y, T_z]^T \) is the total torque vector in the body frame.

The motor dynamics can be approximated by a first order system

\[ \ddot{w} = -\alpha w + K_m u \]

where \( W \) is the squared angular velocity, \( \alpha \) is the pole location, \( K_m \) is the lumped gain, and \( u \) is the input voltage. We can model the thrust and drag force of each rotor as

\[ T_i = K_T_i W_i, \]
\[ Q_i = K_Q_i W_i, \]

where \( i \) is the motor index, \( K_T_i \) and \( K_Q_i \) are the lift and drag coefficient of each individual rotor.

The entire system model can be written into the following discrete form

\[ x_k+1 = F(x_k, u_k, w_k), \]
\[ y_{k+1} = Hx_k + v_k. \]

where \( x = [x, y, z, \dot{x}, \dot{y}, \dot{z}, \phi, \theta, \psi, p, q, r, W_1, W_2, W_3, W_4]^T \) is the state variables vector, \( u = [u_1, u_2, u_3, u_4]^T \) is the vector of input voltage to the motors, \( w \) is the disturbance, \( y \) is the output, \( v \) is the measurement noise, \( k \) represents the time step, \( kdt \) and \( dt \) is the sampling time. Since the velocity of the motor are not measured, the output matrix \( H \) takes the form \( H = [H_u 0] \), where \( I_{12} \) is a \( 12 \times 1 \) identity matrix and \( 0 \) is a \( 12 \times 4 \) zero matrix.

B. SVSF State Estimator

The SVSF state estimator uses a discontinuous corrective action to drive down the error, which is similar to sliding mode observer. The estimation consists of two steps. A prediction model \( \hat{F} \) is used first to generate the a priori estimation \( \hat{x}_{k|k-1} \), then a corrective term \( K_k \) was added to generate the a posteriori estimation \( \hat{x}_{k|k} \) and subsequently the output \( \hat{y}_{k|k} \). With a zero width smoothing layer in the corrective term \( K_k \), the error signal is referred as chattering. The a posteriori chattering will decay over time, however, the a priori chattering is caused by the magnitude of the model uncertainties and can be used to point out the source and magnitude of modeling error [24].

Since the system has fewer measurements than its states, a reduced order estimator can be constructed [24]. We can partition the system states as:

\[ x = [x_u \, x_l] \]

where \( x_u = [x, y, z, \dot{x}, \dot{y}, \dot{z}, \phi, \theta, \psi, p, q, r]^T \) are the measurable states of the system and \( x_l = [W_1, W_2, W_3, W_4]^T \) are the unmeasurable rotor velocity.

Since \( H_u \) is identity matrix, the system can be partitioned and written with measurements and unmeasurable states as:

\[ \begin{bmatrix} y_k \\ \hat{x}_{k|k-1} \end{bmatrix} = \begin{bmatrix} F_{u_k} & \sigma_k^{-1} \\ H_{u_k} & 0 \end{bmatrix} \begin{bmatrix} y_{k-1} \\ \sigma_k^{\hat{x}_{k|k-1}} \end{bmatrix} \]

The unmeasurable states can be recovered by inverting the \( F_{u_k} \) and \( F_{l_k} \). A temporary estimation can be constructed as:

\[ \sigma_k^{-1} = \begin{bmatrix} \sigma_{u_{k-1}}^{-1} \\ \sigma_{l_{k-1}}^{-1} \end{bmatrix} = \begin{bmatrix} F_{u_k}^{-1} & 0 \\ \sigma_{l_k}^{-1} & 0 \end{bmatrix} \]

The a priori state estimation can be calculated as:

\[ \hat{x}_{k|k-1} = \begin{bmatrix} \hat{x}_{u_{k|k-1}} \\ \hat{x}_{l_{k|k-1}} \end{bmatrix} = \begin{bmatrix} F_{u_k} & \sigma_k^{-1} \\ H_{u_k} & 0 \end{bmatrix} \begin{bmatrix} y_{k-1} \\ \sigma_{l_k}^{-1} \end{bmatrix} \]

The a posteriori estimation is given as:

\[ \hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k \]

with corrective action

\[ K_k = \left( |e_{x_{k|k-1}}| + \gamma |e_{x_{k|k-1}}| \right) \circ \text{sgn}(e_{x_{k|k-1}}) \]

where the a priori and a posteriori estimation error are

\[ e_{x_{k|k-1}} = \sigma_k - \hat{x}_{k|k-1}, \]
\[ e_{x_{k|k}} = \sigma_k - \hat{x}_{k|k}. \]

Notice the unmeasurable states error contains model uncertainty from \( F_{u_k}^{-1} \) due to the absence of explicit measurements, however this uncertainty will decay as model parameters update.

For a quadcopter, \( F_{u_k}^{-1} \) is given as:

\[ F_{u_k}^{-1} = P^{-1} \hat{C}(x_k, x_{k-1}) \]

where \( P \) is the force mapping matrix for the motor with frame dimensions \( a, b, c, d \) described in figure 2.

\[ P = \begin{bmatrix} 1 & 1 & 1 & 1 \\ -a & d & a & -d \\ -b & c & -b & c \\ -1 & -1 & 1 & 1 \end{bmatrix} \]
are the moment of inertias and mass of the vehicle, \( I_1, I_2, I_3 \) are the moment of inertias and mass of the vehicle, \( I_1 = \frac{m}{2} \), \( I_2 = \frac{m}{2} \), \( I_3 = \frac{m}{2} \) and \( dt \) is the sampling time. The estimated control forces are

\[
\hat{F} = P\hat{\sigma}_{k-1}
\]

The a priori chattering is given as

\[
\begin{bmatrix}
\Delta (\frac{K_T}{m}) (C\psi_{k-1}S\theta_{k-1}C\phi_{k-1} + S\psi_{k-1}S\phi_{k-1}) \hat{F}_1 \\
\Delta (\frac{K_T}{m}) (S\psi_{k-1}S\theta_{k-1}C\phi_{k-1} - C\psi_{k-1}S\phi_{k-1}) \hat{F}_1 \\
\Delta (\frac{K_T}{m}) (C\psi_{k-1}C\phi_{k-1}) \hat{F}_1 \\
\Delta (\alpha_1)q_{k-1}r_{k-1} + \Delta (\frac{K_T}{m}) \hat{F}_2 \\
\Delta (\alpha_2)p_{k-1}r_{k-1} + \Delta (\frac{K_T}{m}) \hat{F}_3 \\
\Delta (\alpha_3)p_{k-1}q_{k-1} + \Delta (\frac{K_Q}{m}) \hat{F}_4 \\
\Delta (\alpha_4)q_{k-1}q_{k-1} + \Delta (K_{m1}) u_1 \\
\Delta (\alpha_5)p_{k-1} \hat{W}_{1k-1} + \Delta (K_{m2}) u_2 \\
\Delta (\alpha_6)q_{k-1} \hat{W}_{2k-1} + \Delta (K_{m3}) u_3 \\
\Delta (\alpha_7)p_{k-1} \hat{W}_{3k-1} + \Delta (K_{m4}) u_4
\end{bmatrix}
\]

Using the chattering of \( \dot{z} \) and the law of large numbers, \( \Delta (\frac{K_T}{m}) \) can be calculated as

\[
\Delta (\frac{K_T}{m}) = \sum_{n=1}^{l+1} \left( \frac{CH_{kh|k-1}}{dtC\psi_{k-1}C\phi_{k-1}F_1} \right)
\]

where \( l \) is some large number of samples.

For \( \Delta (\alpha_1) \) and \( \Delta (\frac{K_T}{m}) \) in \( CH_{k|k-1} \), since there are two variables, two segments of sample are needed. Let

\[
CH_1 = \left[ \frac{\sum_{n=1}^{l+1} CH_{k|k-1}}{\sum_{n=1}^{l+2} CH_{k|k-1}} \right]
\]

and

\[
PR_1 = \left[ \frac{\sum_{n=1}^{l+1} q_{k-1}r_{k-1}}{\sum_{n=1}^{l+2} q_{k-1}r_{k-1}} \frac{\sum_{n=1}^{l+2} \hat{F}_2}{\sum_{n=1}^{l+1} \hat{F}_2} \right]
\]

The model uncertainty can be calculated as

\[
\left[ \Delta (\alpha_1) \right] = PR_1^{-1} CH_1
\]

The remaining model uncertainties for \( I_2, \frac{K_T}{m}, I_3, \frac{K_Q}{m}, \alpha_i \) and \( K_m \) can be calculated using similar approach. The parameters can be updated using the calculated uncertainties as \( \Delta (\cdot) := \Delta (\cdot) + \Delta (\cdot) \). After a period of parameter fine tuning, the model parameter will converge to their respective true value. Individual physical parameters \( I_2, I_y, I_z, m, K_T, K_Q \), can be solved from the combined parameters if necessary.

C. FDD and FTC

As stated earlier, the chattering error generated by SVSF can be used to evaluate model uncertainty and detection system fault. After the initial parameter fine-tuning, parameters will stop updating and stay as constants. By estimating the model uncertainty, we can select a bound \( \beta \) to smooth out the estimation chattering. If any failure or attacks occur, the magnitude of the a priori chattering will increase and the fault can be detected [24]. If an illegal payload was attached to the vehicle during flight, \( \dot{z} \) chattering would have a significant increase and the attack can be detected. Similar strategies can be used for detecting changes in \( I_x, I_y \) and \( I_z \).

For detecting motor failure, if a motor was damaged or overtook by an adversary, the thrust estimation will deviate from its expected value. The expected motor thrust can be calculated from its voltage command from the controller, then compare with the thrust estimation from SVSF. Therefore the residual of the motor thrust can be used for detection.

The detection algorithm for vehicle dynamics and motor thrust will integrate the error/residual between the estimation and the command/measurement. If the error integral exceeds a threshold, the detection flag will be raised.

To compensate for a failed motor, FTC technique was used to stabilize the vehicle. If motor \( i \) is detected to be faulty, similar to [4], the output to that motor will remain faulty, similar to [4], the output to that motor will remain faulty, similar to [4], the output to that motor will remain faulty, similar to [4], the output to that motor will remain faulty, similar to [4], the output to that motor will remain faulty, similar to [4], the output to that motor will remain faulty, similar to [4], the output to that motor will remain faulty, similar to [4], the output to that motor will remain faulty, similar to [4], the output to that motor will remain faulty. With the corresponding thrust estimation \( \hat{T}_i \) and its estimated input \( \hat{v}_i \), we can redistribute the control torque to stabilize the roll and pitch angle. The control effort for \( z \), roll, pitch yaw are given as:

\[
\begin{bmatrix}
\begin{bmatrix} u_z & u_{roll} & u_{pitch} & u_{yaw} \end{bmatrix} = P u
\end{bmatrix}
\]

If motor 1 fails, with it thrust input estimation \( \hat{v}_1 \), the control output can be remapped as:

\[
\begin{bmatrix}
\begin{bmatrix} \hat{v}_1 & 0 & 0 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}
\end{bmatrix}
\]

Other motor failure can be compensated similarly.

The BlueBox software was implemented on an STM32F3-DISCOVERY board (http://www.st.com) and was retrofitted to a 3DR Iris+ quadcopter (https://3dr.com). The original firmware was modified to let the Pixhawk flight controller send all the measurements via a serial port. The controller output was captured from the PWM output. Only 8 physical
wires modification was done. Specifically, an I2C bus tie-line connection and 4 PWM channels rewiring must be done for BlueBox sensor feedback receiving and control command checking respectively.

IV. RESULTS AND EVALUATION

Before deploying the full functionality of the BlueBox, the accuracy of the parameter estimation was verified. The vehicle mass estimation is presented here. An initial guess of 1282 grams based on the manufacturer’s specification was chosen. The actual weight of the vehicle was measured at 1317.2 grams. The on-line parameter estimation during a take-off is shown in Fig. 3. Before take off, error was introduced but quickly reduced after lift-off. The estimation error before 10-second mark was due to the errors from other parameter estimations such as motor thrust coefficient. The estimation converged within 20 seconds and showed good accuracy.

![MAV Mass Online Estimation](image)

Fig. 3. The vehicle mass estimation during a take off. The estimation show good accuracy and fast convergence despite of initial error introduced before take off.

Five attacks were designed to test different aspects of BlueBox’s detection and recovery capability. For each experiment, one of the five planned attack methods is applied to the quadcopter. The test ground is chosen to be an outdoor empty space for safety concerns. Relevant experimental results are presented in this section for discussion and evaluation.

A. Sensor Attack

For the experiment purpose, the quadcopter used has been flashed with a retrofitted version of the flight control software. The sensor fusion algorithm of this system has been trojaned so that the calculated attitude of the vehicle can be manipulated by the attacker. The sensor data hacking is triggered by a remote command through a common communication protocol MAVLink. During the flight test, the quadcopter will initially stay on its hovering position. Once the attack is triggered, BlueBox will detect the sensor measurement discrepancy and subsequently takes over the control of the vehicle.

During the course of experimentation, a variety of sensor manipulations were tested. For the purpose of demonstration, 3 degrees direct addition to the angle measurement is presented. Other attacks such as position, velocity, and acceleration on different degrees of freedoms or a combination of them were also tested and easily detected.

In the experiment, a comparison test of BlueBox on/off was demonstrated in Fig. 4.

![Sensor Attack](image)

Fig. 4. Figure a) describes the performance of the quadcopter under sensor attack with BlueBox deactivated. When sensor attack is triggered, a 3-degree offset is added to the roll angle from the sensor fusion result. Without BlueBox protection, the vehicle drifted in the negative x direction. Figure b) shows when BlueBox is active, once the sensor attack was launched, the protection was triggered within 0.5 seconds. The yellow region indicates the detection flag of sensor attack. The vehicle maintained its position as shown in the x – y plot.

B. Control Attack

The controller attack launched in the experiment is similar to the sensor attack. The onboard flight control system is a trojaned version so that the control gains can be changed responding to an external remote command. The attack was triggered during a loitering flight.

Aside from manipulation of control gains, many other attacks that fall into the control attack category were also tested. Such attacks including changing controller software branching conditions and changing the integration limits for integral windup prevention in the PID controller. Attacks like branching parameter modification will not be detected before the branching condition is met, such as landing speed change will not occur during normal flight. The results of gain manipulation are presented in this section for its stronger illustration of BlueBox’s capability.

C. Motor Attack

The actuation system, specifically the ESC, is trojaned so that one of the four motors will run at an abnormal RPM once an external trigger signal is given. The compromised motor provides thrust that is unknown to the control software, therefore, the control effort cannot be realized by either the original controller or the BlueBox. However, with trusted state measurement, the unknown thrust can be estimated and the control effort can be re-mapped to the vehicle accordingly.
Fig. 5. Figure a) describes the performance of the quadcopter under control attack with BlueBox deactivated. Figure b) describes the performance of the quadcopter under control attack with BlueBox activated. In both cases, the control gain was only multiplied by 2 for the safety of the test vehicle. When the attack is detected, the BlueBox redundant controller will take over the vehicle. In Figure a) (BlueBox is inactive), the attack lasted for about 10 seconds. The vehicle will oscillate correspondingly and the control output difference is shown. In the protected case (BlueBox is active), the detection output when the vehicle is close to stable. In this experiment, the instantaneous motor speed and corresponding estimation result, attack launching and detection flag status, and yaw angles were recorded and plotted.

**D. Vehicle Dynamics Attack**

For the experiment of vehicle dynamics attack, the inertia along the z-axis of the quadcopter was altered. This is achieved by attaching an extra weight to the quadcopter through a string. The experiment can be considered to have two stages. When the quadcopter is flying at a lower altitude with the string relaxed, the vehicle dynamics are not changed since the extra payload is not applied on the quadcopter yet. When the quadcopter flies to a higher altitude, the extra payload is attached, the estimation of velocity along z-axis will be altered. This is because the extra payload will cause a noticeable change to the vehicle dynamics.

Fig. 6. These two figures describe the quadcopter’s performance under motor attack with BlueBox activated. Once the motor attack is triggered, the PWM signal of one motor is controlled by the trojaned ESC. The attack is detected by BlueBox within about 0.75 seconds after the attack is launched. The FTC is activated subsequently. With a compromised motor, the quadcopter lost its yaw control as described in Figure b), while roll and pitch angle are maintained.

Fig. 7. This figure describes the detection of vehicle dynamics attack. Once the extra payload is attached, the estimation of velocity along z-axis will be different from the actual velocity. The attack detection flag is then raised and the control is taken-over by BlueBox. In realistic settings, BlueBox could either drive the quadcopter back to start-point or initiate landing directly. In this test case, no specific action was taken.

**E. Software Attack**

We experimented three different software attack techniques: the control process shutdown, the system interrupt table remap, and the system timer slowdown. These attacks will alter the program execution differently.

In our experiments, we exploit real software vulnerability in the control program [26] to trigger our attacks. The first two attacks lead to crashing control processes by sending a processes termination command or changing hardware I/O addresses into invalid addresses. On the other hand, the last attack makes the control process scheduled infrequently. Therefore, the control program cannot run or read sensor values in time. If BlueBox receives no command or sensing information in time, it will consider the system compromised.

In this experiment, the PWM signal and the attack detection flag are recorded and plotted for each attack.
In this work, a generic retrofitting framework called BlueBox for enhancing UAV cyber-physical security is presented. Instead of altering the software on the target vehicle, BlueBox runs on a separate piece of hardware. Leveraging software redundancy and diversity, it is able to detect the discrepancy in sensing and control outputs on the target vehicle. The external hardware implementation provides the target vehicle with extra security features without increasing its attack surface. Combining the estimator and vehicle dynamics, stealthy attacks exploiting the physical properties can also be detected and responded to. The framework was deployed and tested on a 3DR IRIS+ quadcopter, five different types of attacks targeting the vehicle’s sensing, control, dynamics and operating system software were implemented. BlueBox’s ability to successfully detect and defend against these attacks was demonstrated on real flight tests. BlueBox can be conveniently applied to a variety of UAVs and be ported to other autonomous vehicles (e.g., an unmanned ground vehicle), as shown in our ongoing work.
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