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1 the 2-norm

Also called the Euclidean norm
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2 least squares problems

fitting data

Galileo wanted to �nd a mathematical relationship
between ball height and horizontal distance in the following
experiment.

height

distance

height distance
0.282 0.752
0.564 1.102
0.752 1.248
0.940 1.410

ranking teams

Suppose we have four college football teams
1. Purdue
2. IU
3. Notre Dame
4. Michigan

Purdue beats Notre Dame by 4 points: 21 to 17
Michigan beats Purdue by 9 points: 27 to 18
Purdue beats IU by 6 points: 16 to 10
Michigan betas IU by 3 points: 10 to 7
Notre Dame beats IU by 7 points: 17 to 10

Suppose we give Purdue 100 ranking points, how many points
should the other teams get to predict the score di�erentials?
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3 the least squares problem

Find a vector x that minimizes ∥Ax − b∥22

“like” Ax = b but with too many equations.

fitting data

A =

b =

ranking teams

A =

b =

4 a geometric example

A = [
1
2] b = [

3
4]

“x = 3”

“2x = 4”

5 the normal equations

see the book ATAx = ATb

6 the qr factorization

orthogonal matrix⇔ orthonormal column vectors

orthogonal Q⇔ QTQ = I

2


	The 2-norm
	Least squares problems
	The least squares problem
	A geometric example
	The normal equations
	The QR factorization

