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There are two common ways for a numerical computation to go wrong.

CONDITIONING

The problem is sensitive to small changes.

Definition

Let y = f(x). The relative condition num-
ber of f tells us how much y changes if
we change x by a tiny bit. Let y = f(%),
where x ~ x. Then the relative condition
number is
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Why is this right? We want
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and if X and x are close:

Example f(x) = 2x

Example f(x) = sin(2%0x).

STABILITY

The algorithm introduces large errors.

Definition
forward error analysis

How much error do I have in solving prob-

lem f(x) using algorithm alg?

alg(x) - f(x)
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backward error analysis

Does my algorithm solve a nearby prob-
lem exactly?

alg(x) = f(x + 6x)



BACKWARDS STABLE ALGORITHMS

1. inner products
2. solving Ax =b
3. computing QR

MATRIX NORMS
|| = max |ax| where |x| = 1

how much it scales a unit quantity

|A|, = how much it scales a unit vector

= max | Ax|, where |x| = 1.

= \/ largest eigenvalues of A A .

CONDITIONING OF LINEAR SYSTEMS

Ak =b
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in Julia: cond (A)



