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Caching is an important optimization in search engine architectures. Existing caching techniques for search
engine optimization are mostly biased towards the reduction of random accesses to disks, because random
accesses are known to be much more expensive than sequential accesses in traditional magnetic hard disk
drive (HDD). Recently, solid-state drive (SSD) has emerged as a new kind of secondary storage medium, and
some search engines like Baidu have already used SSD to completely replace HDD in their infrastructure.
One notable property of SSD is that its random access latency is comparable to its sequential access latency.
Therefore, the use of SSDs to replace HDDs in a search engine infrastructure may void the cache management
of existing search engines. In this article, we carry out a series of empirical experiments to study the impact
of SSD on search engine cache management. Based on the results, we give insights to practitioners and
researchers on how to adapt the infrastructure and caching policies for SSD-based search engines.
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1. INTRODUCTION

Caching is an important optimization in search engine architectures. Over the years,
many caching techniques have been developed and used in search engines [Markatos
2001; Baeza-Yates and Saint-Jean 2003; Baeza-Yates et al. 2007b, 2008; Turpin et al.
2007; Gan and Suel 2009; Altingovde et al. 2009; Ozcan et al. 2008, 2011a, 2011b;
Saraiva et al. 2001; Ceccarelli et al. 2011]. The primary goal of caching is to reduce
query latency. To that end, search engines commonly dedicate portions of servers’
memory to cache certain query results [Markatos 2001; Ozcan et al. 2008; Gan and
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Suel 2009], posting lists [Baeza-Yates and Saint-Jean 2003, Baeza-Yates et al. 2007b,
2008], documents [Turpin et al. 2007], and snippets [Ceccarelli et al. 2011] in order to
avoid the excessive disk access and computation.

Recently, solid-state drive (SSD) has emerged as a new kind of secondary storage
medium. SSD offers a number of benefits over magnetic hard disk drive (HDD). For
example, random reads in SSD are one to two orders of magnitude faster than in HDD
[Graefe 2009; Lee et al. 2008; Chen et al. 2009; Narayanan et al. 2009]. In addition, SSD
is much more energy efficient than HDD (around 2.5% of HDD energy consumption
[Seo et al. 2008; Chen et al. 2011]). Now, SSD is getting cheaper and cheaper (e.g., it
dropped from $40/GB in 2007 to $1/GB in 2012 [Flexstar Technology 2012]). Therefore,
SSD has been employed in many industrial settings including MySpace1, Facebook2,
and Microsoft Azure.3 Baidu, the largest search engine in China, has used SSD to
completely replace HDD as its main storage as of 2011 [Ma 2010].

The growing trend of using SSD to replace HDD has raised an interesting research
question specific to the information retrieval community: what is the impact of SSD on
the cache management of a search engine? Figure 1 shows the average cost (latency) of
a random read and a sequential read on two brands of SSDs and two brands of HDDs.
It shows that the cost of a random read is 100 to 130 times of a sequential read in
HDD. Due to the wide speed gap between random read and sequential read in, HDD,
the benefit of a cache hit, traditionally, has been largely attributed to the saving of the
expensive random read operations. In other words, although a cache hit of a data item
could save the random read of seeking the item and the subsequent sequential reads
of the data when the item spans more than one block [Trotman 2003], the saving of
those sequential reads has been traditionally regarded as less noticeable, because the
random seek operation usually dominates the data retrieval time.

Since a random read is much more expensive than a sequential read in HDD, most
traditional caching techniques have been designed to minimize random reads. The
technology landscape, however, changes if SSD is used to replace HDD. Specifically,
Figure 1 shows that the cost of a random read is only about twice that of a sequential
read in SSD. As such, in an SSD-based search engine infrastructure, the benefit of
a cache hit should now attribute to the saving of both random read and subsequent
sequential reads for data items that are larger than one block. Furthermore, since
both random reads and sequential reads are fast on SSD while query processing in
modern search engines involves several CPU-intensive steps (e.g., query result ranking
[Turtle and Flood 1995; Broder et al. 2003] and snippet generations [Turpin et al. 2007;
Tombros and Sanderson 1998]), we expect that SSD would yield the following impacts
on the cache management of search engines.

(1) Caching techniques should now target to minimize both random reads and sequen-
tial reads.

(2) The size of the data item and the CPU cost of the other computational components
(e.g., snippet generation) play a more important role in the effectiveness of various
types of caching policies.

Therefore, the first part of this article (Section 4) is devoted to carrying out a large-
scale experimental study that evaluates the impact of SSD on the effectiveness of
various caching policies on prominent cache types found in a typical search engine
architecture. We note that the traditional metric cache hit ratio for evaluating caching
effectiveness is inadequate in this study—in the past, the effectiveness of a caching

1http://www.fusionio.com/press/MySpace-Uses-Fusion.
2http://www.facebook.com/note.php?note id=388112370932.
3http://www.storagelook.com/microsoft-azure-ocz-ssds.
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Fig. 1. Read latency on two HDDs and two SSDs. Each read fetches 4KB. The OS buffer is bypassed. Both
HDDs are 7200rpm, with seek time ranging from 8ms to 10ms, maximum data transfer around 200MB/s.
Both SSDs have maximum data transfer rates of 550MB/s (sequential read) and 160MB/s (random read).

policy could be measured by the cache hit ratio because it is a reliable reflection of the
actual query latency: a cache hit can save the retrieval of a data item from disk, and
the latency improvement is roughly the same for a large data item and a small data
item because both require one random read, which dominates the time of retrieving the
whole data item from disk. With SSD replacing HDD, the cache hit ratio is no longer a
reliable reflection of the actual query latency because a larger data item being found in
the cache yields a higher query latency improvement over a smaller data item (a cache
hit for a larger item can save a number of time-significant sequential reads). In fact,
the cache hit ratio is not an adequate measure whenever the cache-miss costs are not
uniform [Altingovde et al. 2009; Gan and Suel 2009; Ozcan et al. 2011a; Marin et al.
2010]. In our study, therefore, one caching policy may be more effective than another
even though they achieve the same cache hit ratio if one generally caches some larger
data items. To complement the inadequacy of cache hit ratio as the metric, our study
is based on the real replays of a million queries on an SSD-enabled search engine
architecture, and our reported findings are mainly based on the actual query latency.

As we will present later, the empirical results in the first part of this article do
suggest that practitioners who have used or are planning to use SSD to replace HDD
in their search engine infrastructures should revise their caching policies. Therefore,
the second part of this article (Section 5) aims to provide insights for practitioners
and researchers on how to adapt the infrastructure and caching policies for SSD-based
search engines.

To the best of our knowledge, this is the first article to evaluate the impact of SSD
on search engine cache management and provide insights to the redesign of caching
policies for SSD-based search engine infrastructures. A preliminary version of this
article appeared in Wang et al. [2013]. In this version, we have the following new
contributions:

(1) We refresh all empirical results using a new setting. Specifically, in the early version
of this article [Wang et al. 2013], when evaluating a particular type of cache in, say,
web server, caches in other servers (e.g., index server) were disabled. In practice,
however, all cache types in all types of servers should be enabled together. Therefore,
in this version, we repeat all experiments using the all-cache-enabled setting and
present the new results.

ACM Transactions on Information Systems, Vol. 32, No. 4, Article 21, Publication date: October 2014.
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(2) We strengthen the results by adding a new dataset to our experiments. Specifically,
in the early version of this article [Wang et al. 2013], our results were based on
replaying Sogou’s (a Chinese commercial search engine) query logs on Sogou’s web
data. In this version, we strengthen our results by replaying the AOL query logs
(Table II) on ClueWeb dataset (Table III).

(3) We add a new empirical study to identify the performance bottleneck when a search
engine infrastructure switches to use SSD as the core storage (Section 5.1). Based
on that result, we then study which type of (new) cache can be incorporated into
an SSD-based search engine infrastructure (Section 5.2) and how to allocate the
memory among the new and existing cache types (Section 5.3) in order to mitigate
the new bottleneck. Empirically results show that our idea can bring 66.7% to
69.9% of query latency speedup.

(4) We expand the discussion of the related work in this version, which gives a more
thorough overview of system research related to SSD (Section 6).

The remainder of this article is organized as follows. Section 2 provides an overview
of contemporary search engine architectures and the prominent types of caches in-
volved. Section 3 details the experimental setting. Section 4 presents our large-scale
experimental study that evaluates the impact of SSD on the effectiveness of various
caching policies. Section 5 presents our new empirical study that identifies the main
latency bottleneck in SSD-based search engine infrastructures and suggests an effec-
tive cache type for such infrastructures. Section 6 discusses the related studies, and
Section 7 summarizes the main findings of this study.

2. BACKGROUND AND PRELIMINARY

In this section, we first give an overview of the architecture of the state-of-the-art
Web search engines and the major cache types involved (Section 2.1). Then we give
a review of the prominent types of caching policies used in Web search engine cache
management (Section 2.2).

2.1. Search Engine Architecture

The architecture of a typical large-scale search engine [Barroso et al. 2003; Dean 2009;
Baeza-Yates et al. 2007a] is shown in Figure 2. A search engine is typically composed of
three sets of servers: Web servers (WS), index servers (IS), and document servers (DS).

Web Servers. Web servers are the front-ends for interacting with end users and for
coordinating the whole process of query evaluation. Upon receiving a user’s query q
with n terms t1, t2, . . . , tn [STEP 1©], the Web server that is in charge of q checks whether
q is in its in-memory query result cache (QRC) [Markatos 2001; Saraiva et al. 2001;
Fagni et al. 2006; Baeza-Yates et al. 2007b; Ozcan et al. 2008, 2011a, 2011b; Gan and
Suel 2009]. The QRC maintains query results of some past queries. If the results of q
are found in the QRC (i.e., a cache hit), the server returns the cached results of q to
the user directly. Generally, query results are roughly of the same size, and a query
result consists of (i) the title, (ii) the URL, and (iii) the snippet [Turpin et al. 2007;
Tombros and Sanderson 1998] (i.e., an extract of the document with terms in q being
highlighted) of the top-k ranked results related to q (where k is a system parameter,
e.g., 10 [Fagni et al. 2006; Altingovde et al. 2011; Ceccarelli et al. 2011; Ozcan et al.
2011a]). If the results of q are not found in the QRC (i.e., a cache miss), the query is
forwarded to an index server [STEP 2©].

Index Servers. Index servers are responsible for the computation of the top-k ranked
results related to a query q. An index server works as follows: [STEP IS1] retrieving the
corresponding posting list PLi = [d1, d2, . . .] of each term ti in q, [STEP IS2] intersecting
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Fig. 2. Web search engine architecture.

all the retrieved posting lists PL1, PL2, . . . , PLn to obtain a list of document identifiers
(IDS) that contain all terms in q, and [STEP IS3] ranking the documents for q according
to a ranking model. After that, the index server sends the ordered list of document IDS
d1, d2, . . . , dk of the top-k most relevant documents of query q back to the Web server
[STEP 3©]. In an index server, an in-memory posting list cache (PLC) [Saraiva et al. 2001;
Baeza-Yates et al. 2007b; Zhang et al. 2008] is employed to cache the posting lists of
some terms. Upon receiving a query q(t1, t2, . . . , tn) from a Web server, an index server
skips STEP IS1 if a posting list is found in the PLC.

Document Servers. Upon receiving the ordered list of document IDs d1, d2, . . . , dk from
the index server, the Web server forwards the list and query q to a document server
for further processing [STEP 4©]. The document server is responsible for generating the
final result. The final result is a webpage that includes the title, URL, and a snippet
for each of the top-k documents. The snippet si of a document di is query-specific, that
is, it is a portion of a document which can best match the terms in q. The generation
process is as follows: [STEP DS1] First, the original documents that the list of document
IDs referred to are retrieved. [STEP DS2] Then, the snippet of each document for query q
is generated. There are two levels of caches in the document servers: snippet cache (SC)
[Ceccarelli et al. 2011] and document cache (DC) [Turpin et al. 2007]. The in-memory
snippet cache (SC) stores some snippets that have been previously generated for some
query-document pairs. If a particular query-document pair is found in the SC, STEP

DS1 and STEP DS2 for that pair can be skipped. The in-memory document cache (DC)
stores some documents that have been previously retrieved. If a particular requested
document is in the DC, STEP DS1 can be skipped. As the output, the document server
returns the final result (in the form of a webpage with a ranked list of snippets of
the k most-relevant documents of query q) to the Web server [STEP 5©], and the Web
server may cache the result in the QRC and then pass the result back to the end user
[STEP 6©].

ACM Transactions on Information Systems, Vol. 32, No. 4, Article 21, Publication date: October 2014.
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Table I. Caching Policy

Dynamic Static

Query Result
Cache (QRC)

D-QRC-LRU [Markatos 2001]
D-QRC-LFU [Markatos 2001]
D-QRC-CA [Ozcan et al. 2011a]
D-QRC-FB [Gan and Suel 2009]

S-QRC-Freq [Markatos 2001]
S-QRC-FreqStab [Ozcan et al. 2008]
S-QRC-CA [Altingovde et al. 2009]

Posting List
Cache (PLC)

D-PLC-LRU [Saraiva et al. 2001]
D-PLC-LFU [Baeza-Yates et al. 2007b]
D-PLC-FreqSize [Baeza-Yates et al. 2007b]

S-PLC-Freq [Baeza-Yates and Saint-Jean 2003]
S-PLC-FreqSize [Baeza-Yates et al. 2007b]

Document
Cache (DC)

DC-LRU [Turpin et al. 2007] –

Snippet
Cache (SC)

SC-LRU [Ceccarelli et al. 2011] –

2.2. Caching Policy

Caching is a widely-used optimization technique for improving system performance
[Markatos 2001; Herrero et al. 2008; Fitzpatrick 2009; Elhardt and Bayer 1984]. Web
search engines use caches in different types of servers to reduce the query response
time [Saraiva et al. 2001]. There are two types of caching policies being used in search
engines: (1) dynamic caching and (2) static caching. Dynamic caching is the classic. If
the cache memory is full, dynamic caching follows a replacement policy (a.k.a. eviction
policy) to evict some items in order to admit the new items [Belady 1966; Jiang and
Zhang 2002; Podlipnig and Böszörmenyi 2003]. Static caching is less common but does
exist in search engines [Markatos 2001; Baeza-Yates et al. 2007b, 2008; Altingovde
et al. 2009; Ozcan et al. 2008, 2011a, 2011b]. Initially when the cache is empty, a static
cache follows an admission policy to select data items to fill the cache. Once the cache
has been filled, it does not admit any new item at run-time. The same cache content
continuously serves the requests, and its entire content is refreshed in a periodic
manner [Markatos 2001]. Static caching can avoid the situation of having long-lasting
popular items being evicted by the admission of many momentarily popular items as
in dynamic caching. In the following, we briefly review the prominent cache policies
found in industrial-strength search engine architectures. They may not be exhaustive,
but we believe they are representative. Table I shows the nomenclature for this article.

2.2.1. Cache in Web Servers. Query result cache (QRC) is the cache used in Web servers.
It caches the query results such that the whole stack of query processing can be entirely
skipped if the result of query q is found in the QRC. Both dynamic and static query
result caches exist in the literature.

Dynamic Query Result Cache (D-QRC). Markatos was the first to discuss the use of
dynamic query result cache (D-QRC) in search engines [2001]. By analyzing the query
logs of the Excite search engine, Markatos observed a significant temporal locality in
the queries. Therefore, he proposed the use of query result cache. Two classic replace-
ment policies were used there: least-recently-used (LRU) and least-frequently-used
(LFU). In this article, we refer to them as D-QRC-LRU and D-QRC-LFU, respectively.

Gan and Suel have developed a feature-based replacement policy for dynamic query
result caching [2009]. In this article, we refer to that policy as D-QRC-FB. In addition to
query frequency, the policy considers nine more features (e.g., query recency) to predict
the reoccurrence of a query. More specifically, each of the ten features (dimensions) is
divided into eight intervals, and thus the whole space is divided into 810 buckets. Each
bucket is associated with a weight, which is the cache hit ratio for queries belonging to
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that bucket. Then, queries falling in the buckets with the lowest weights are chosen to
be evicted first.

Recently, Ozcan et al. presented a cost-aware policy for dynamic query result caching
[2011a]. We refer to it as D-QRC-CA. The policy takes a query’s execution cost into
account during eviction. Specifically, each query q is associated with a weight wq =
( fq × cq)/sq + A, where fq is the query frequency, cq is the execution cost of q (including
only the basic execution costs such as list access, list intersection, and ranking cost), sq
is the query result size of q, and A is an aging factor (initially set as 0) that would be
increased along with the time. When eviction takes place, the query with the smallest
weight wmin is chosen and the value of A is updated as wmin. Whenever a cache item is
accessed, its corresponding weight is recalculated using the updated value of A. This
adopted D-QRC-CA policy is referred as the GDSF policy [Ozcan et al. 2011a].

Static Query Result Cache. Markatos discussed the potential use of static caching
in search engines [2001]. In that work, a static query result cache with an admission
policy that analyzes the query logs and fills the cache with the most frequently posed
queries was proposed. In this article, we refer to this policy as S-QRC-Freq.

Ozcan et al. reported that some query results cached by the S-QRC-Freq policy are
not useful because there is a significant number of frequent queries that quickly lose
their popularity but still reside in the static cache before the next periodic cache refresh
[2008]. Consequently, they proposed another admission policy that selects queries with
high frequency stability. More specifically, the query log is first partitioned by time into
n parts. Let f be the total frequency of a query q in the log and and fi be the frequency
of q in the ith part of the log. Then, the frequency stability of q is

∑n
i=1

| fi− f ′|
f ′ , where f ′

is the average frequency of q for a part, that is, f ′ = f/n. Queries with high frequency
stability are those frequent queries, and the logs show that they remain frequent over
a time period. In this article, we refer to this policy as S-QRC-FreqStab.

Later on, Altingovde et al. developed a cost-aware replacement policy for static query
result cache [Altingovde et al. 2009; Ozcan et al. 2011a, 2011b]. In this article, we refer
to that as S-QRC-CA. It is essentially the static version of D-QRC-CA (with the aging
factor A being 0). That is, each query is associated with a weight, which is the product
of its frequency and basic execution costs. That policy admits queries with the highest
weights until the cache is full.

Remark. According to Gan and Suel [2009] and Ozcan et al. [2011a], D-QRC-FB and
D-QRC-CA typically have the highest effectiveness among all other dynamic query
result caching policies. Nonetheless, there is no direct comparison between D-QRC-FB
and D-QRC-CA. The effectiveness of D-QRC-FB, however, is sensitive to the various
parameters (e.g., the number of intervals of each dimension).

According to Altingovde et al. [2009] and Ozcan et al. [2011a, 2011b] S-QRC-CA is
the most stable and effective policy in static query result caching. Dynamic and static
result caching can coexist and share the main memory of a Web server. Fagni et al.
[2006] empirically suggested ratios for D-QRC to S-QRC as 6:4, 2:8, and 7:3 for Tiscali,
AltaVista, and Excite data, respectively.

2.2.2. Cache in Index Servers. Posting list cache (PLC) is the cache used in the index
servers. It caches some posting lists in the memory so that the disk read of a posting
list PL of a term t in query q can possibly be skipped. Both dynamic and static posting
list caches exist in the literature.

Dynamic Posting List Cache. Saraiva et al. were the first to discuss the effectiveness
of dynamic posting list caching in index servers [2001]. In that work, the simple LRU
policy was used. In this article, we refer to this as D-PLC-LRU. Baeza-Yates et al.
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[2007b, 2008] also evaluated another commonly used policy, LFU, in dynamic PLC,
which we refer to as D-PLC-LFU. To balance the trade off between term popularity
and the effective use of the cache (to cache more items), the authors developed a
replacement policy that favors terms with a high frequency to posting list length ratio.
In this article, we refer to this policy as D-PLC-FreqSize.

Static Posting List Cache. Static posting list caching was first studied in
Baeza-Yates and Saint-Jean [2003], and the admission policy was based on selecting
posting lists with high access frequency. In this article, we refer to this as S-PLC-Freq.
In Baeza-Yates et al. [2007b, 2008], the static cache version of D-PLC-FreqSize was
also discussed. We refer to that as S-PLC-FreqSize here.

Remark. According to Baeza-Yates et al. [2007b, 2008], S-PLC-FreqSize is the winner
over all static and dynamic posting list caching policies.

2.2.3. Cache in Document Servers. Two types of caches could be used in the document
servers: document cache (DC) and snippet cache (SC). These caches store some doc-
uments and snippets in the memory of the document servers. So far, only dynamic
document cache and dynamic snippet cache have been discussed, and there are no
corresponding static caching techniques yet.

Document Cache. Turpin et al. [2007] observed that the time of reading a document
from disk dominates the snippet generation process, so they proposed caching some
documents in the document server’s memory so as to reduce the snippet generation
time. In that work, the simple LRU replacement policy was used, which we refer to as
DC-LRU. According to Turpin et al. [2007], document caching is able to significantly
reduce the time for generating snippets.

Snippet Cache. Ceccarelli et al. [2011] pointed out that the snippet generation process
is very expensive in terms of both CPU computation and disk access in the document
servers. Therefore, the authors proposed caching some generated snippets in the docu-
ment server’s main memory. In this article, we refer to this as SC-LRU, because it uses
the LRU, policy as replacement policy.

3. EXPERIMENTAL SETTING

In this article, we use a typical search engine architecture (Figure 2) that consists
of index servers, document servers, and Web servers. We focus on a pure SSD-based
architecture like Baidu [Ma 2010]. Many studies predict that SSD will soon completely
replace HDD in all layers [Kerekes 2009; Gray 2006; Hauksson and Smundsson 2007].
The study of using SSD as a layer between main memory and HDD in a search engine
architecture before SSD completely replaces HDD has been studied elsewhere in Li
et al. [2012a].

We deploy the Lucene4 search engine on a sandbox infrastructure consisting of one
index server, one document server, and one Web server. All servers are Intel commodity
machines (2.5GHz CPU, 8GB RAM) with Windows 7 installed. We have carried out our
experiments on two SSDs and two HDDs (evaluated in Figure 1). The experimental
results are largely similar and thus we only present the results of using SSD1 and
HDD1. In the experiments, the OS buffer is disabled. The experiments were carried
out using two datasets.

4http://lucene.apache.org.
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(1) Sogou.
—Sogou Query.5 This is a collection of real queries (in Chinese) found in the Sogou

search engine, a famous commercial search engine in China, in June 2008. The log
contains 51.5 million queries. To ensure that replay can be done in a manageable
time, we draw a random sample of 1 million queries for our experiments (as
a reference, 0.7 million queries were used in Ozcan et al. [2011a]). The query
frequency and term frequency of our sampled query set follow the power-law
distribution with skew-factor α = 0.85 and 1.48, respectively (see Figures 3(a) and
3(b)). As a reference, the query frequencies in some related work (e.g., [Saraiva
et al. 2001; Gan and Suel 2009; Baeza-Yates et al. 2008]) follow the power-law
distribution with α values of 0.59, 0.82, and 0.83, respectively; and the term
frequencies in some recent work (e.g., [Baeza-Yates et al. 2008]) follow the power-
law distribution with α = 1.06.

—Sogou Web Data.6 This is a real collection of webpages (in Chinese) crawled in
the middle of 2008, by Sogou. The entire dataset takes over 5TB. To accommo-
date our experimental setup, we draw a random sample of 100GB data (about
12 million documents). It is a reasonable setting because large-scale Web search
engines shared their indexes and data across clusters of machines [Ma 2010]. As
a reference, the sampled datasets in some recent works are 15GB [Baeza-Yates
et al. 2008], 37GB [Ozcan et al. 2011a], and 2.78 million webpages [Baeza-Yates
et al. 2007b].

(2) AOL Query on ClueWeb Web Data.
—AOL Query [Pass et al. 2006]. This is a collection of 36,389,567 real queries (in

English) submitted to the AOL search engine (search.aol.com) between March 1
and May 31, 2006. We draw a sample of 1 million queries. The query frequency
and term frequency of the sampled AOL query logs follow the power-law dis-
tribution with skew-factor α = 0.55 and 1.48, respectively (see Figures 3(c) and
3(d)).

—ClueWeb Web Data.7 This is a real collection of webpages crawled in January
and February 2009 consisting of 10 languages. To be compatible with the size of
Sogou Web data, we draw a sample of about 12 million English webpages. The
sampled Web data is around 88GB.

Table II shows the characteristics of our query set8, and Table III shows the charac-
teristics of our dataset. In the following, we refer to “Sogou” as replaying Sogou queries
on Sogou Web data, and we refer to “ClueWeb” as replaying AOL queries on ClueWeb
data.

We divide the real query log into two parts: 50% of the queries are used for warming
the cache and the other 50% are for the replay, following the usual settings [Markatos
2001; Altingovde et al. 2009, 2011; Ozcan et al. 2011a, 2011b].

In the experiments, we follow some standard settings found in recent work. Specifi-
cally, we follow these works [Fagni et al. 2006; Altingovde et al. 2011; Ceccarelli et al.
2011; Ozcan et al. 2011a] to retrieve the top-10 mos-relevant documents. We follow
Saraiva et al. [2001] to configure the snippet generator to generate snippets with at
most 250 characters. Posting list compression is enabled. To improve the experimental
repeatability, we use the standard variable-byte compression method [Scholer et al.
2002] in the experiments. The page (block) size in the system is 4KB [Gal and Toledo

5http://www.sogou.com/labs/dl/q-e.html. (2008 version)
6http://www.sogou.com/labs/dl/t-e.html. (2008 version)
7http://lemurproject.org/clueweb09.
8Query logs used are de-identified for privacy reasons.
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Fig. 3. Frequency distribution of our query set.

Table II. Statistics of Query Set

Sogou AOL

Number of queries 1,000,000 1,000,000

Number of distinct queries 200,444 495,073

Number of terms 1,940,671 2,007,985

Number of distinct terms 82,503 343,065

Average number of terms per query 3.89 2.05

Total size of the posting lists of the
distinct terms

3.89GB 3.48GB

Power-law skew-factor α for query frequency 0.85 0.55

Power-law skew-factor α for term frequency 1.48 1.48

Table III. Statistics of Web Data

Sogou ClueWeb

Number of documents 11,970,265 12,408,626

Average document size 8KB 7KB

Total data size 100GB 88GB

Inverted index size 10GB 7.5GB
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Table IV. Cache Used to Attain Typical Hit Ratios

Sogou ClueWeb
Cache type Cache size Hit ratio Cache size Hit ratio
Query result cache (QRC) 64MB 50% 8MB 31.3%
Posting list cache (PLC) 512MB 48% 512MB 36.0%
Snippet cache (SC) 1GB 59% 256MB 30.3%
Document cache (DC) 4GB 38% 1024MB 15.6%

2005; Debnath et al. 2010; Tsirogiannis et al. 2009]. As the query latencies differ a lot
between HDD-based and SSD-based architectures, we follow Baeza-Yates et al. [2007b]
and Agrawal et al. [2008] to report the normalized average end-to-end query latency
instead of the absolute query latency. Manning et al. [2008] and Webber and Moffat
[2005] suggested that a posting list would not be fragmented to distant disk blocks but
stored in continuous disk blocks. In this article, we follow that to configure Lucene.

4. THE IMPACT OF SOLID-STATE DRIVE ON SEARCH ENGINE CACHE MANAGEMENT

In this section, we evaluate the impact of SSD on the cache management of the in-
dex servers (Section 4.1), the document servers (Section 4.2), and the Web servers
(Section 4.3).

To show the effectiveness of each individual caching policy in a realistic manner,
when evaluating a particular type of cache, we fill up the other caches to attain a
typical cache hit ratio about 30% to 60%, as reported in several works [Dean 2009;
Baeza-Yates et al. 2007b; Markatos 2001]. Table IV shows the default cache sizes that
are required to fall into the typical hit ratio range in our platform. When replaying
AOL queries over ClueWeb data, the hit ratio of document cache cannot increase beyond
15.6% even when we allocate more than 1024MB memory to the document cache. That
is because many items had already been hit in the query result cache and the snippet
cache. For the setting where all other caches are disabled when evaluating a particular
type of cache, we refer readers to Wang et al. [2013], the preliminary version of this
article.

4.1. The Impact of SSD on Index Servers

We first evaluate the impact of SSD on the posting list cache management in an index
server. As mentioned, on SSD, a long posting list being found in the cache should have
a larger query latency improvement than a short posting list being found because
(i) a cache hit can save more sequential read accesses if the list is a long one and (ii) the
cost of a sequential read is now comparable to the cost of a random read (see Figure 1).

To verify our claim, Figure 4 shows the access latency of fetching from disk the
posting lists of terms found in the Sogou query log. We see that the latency of reading a
list from HDD increases mildly with the list length because the random seek operation
dominates the access time. In contrast, we see the latency of reading a list from SSD
increases with the list length at a faster rate.

Based on that observation, we believe that the effectiveness of some existing posting
list caching policies would change when they are applied to an SSD-based search
engine infrastructure. For example, according to Baeza-Yates et al. [2007b, 2008], S-
PLC-FreqSize has the best caching effectiveness on HDD-based search engines because
it favors popular terms with short posting lists (i.e., a high frequency-to-length ratio)
for the purpose of caching more popular terms. However, on SSD, a short list being
in the cache has a smaller query latency improvement than a long list. As such, we
believe that design principle is void in an SSD-based search engine infrastructure.
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Fig. 4. Read access latency of posting lists of varying lengths on Sogou data. We ran experiments five times
to get the average.

To verify our claim, we carried out experiments to reevaluate the static and dynamic
posting list caching policies in our SSD search engine sandbox. In the evaluation, we
focus on the effectiveness of individual caching policy type. The empirical evaluation of
the optimal ratio between static cache and dynamic cache on SSD-based search engine
architectures is beyond the scope of this article.

4.1.1. Reevaluation of Static Posting List Caching Policies on SSD-Based Search Engine Architec-
tures. We begin with presenting the evaluation results of the two existing static posting
list caching policies, (1) S-PLC-Freq and (2) S-PLC-FreqSize, mentioned in Section
2.2.2. Figure 5 shows the cache hit ratio and the average query latency of S-PLC-Freq
and S-PLC-FreqSize under different cache memory sizes.

Echoing the results in Baeza-Yates et al. [2007b, 2008], Figures 5(a) and 5(b) show
that S-PLC-FreqSize, which tends to cache popular terms with short posting lists, has
a higher cache hit ratio than S-PLC-Freq. The two policies have the same cache hit
ratio when the cache size is 4GB, because the cache is large enough to accommodate
all the posting lists of the query terms (see Table II) in the cache warming phase. The
reported cache misses are all attributed to the difference between the terms found in
the training queries and the terms found in the replay queries.

Although it has a higher cache hit ratio, Figures 5(c) and 5(d) show that the average
query latency of S-PLC-FreqSize is actually longer than that of S-PLC-Freq in an
SSD-based search engine architecture. As the caching policy S-PLC-FreqSize tends to
cache terms with short posting lists, the benefit brought by the higher cache hit ratio
is watered down by the fewer sequential read savings caused by short posting lists.
This explains why S-PLC-FreqSize becomes poor in terms of query latency. Apart from
this, the experimental results are real examples that illustrate the cache hit ratio is
not an adequate measure whenever the cache-miss costs are not uniform [Altingovde
et al. 2009; Gan and Suel 2009; Ozcan et al. 2011a; Marin et al. 2010].

Figures 5(e) and 5(f) show the average query latency on HDD. We also observe that
S-PLC-FreqSize’s average query latency is slightly worse than S-PLC-Freq at 512MB
cache memory, even though the former has a much higher cache hit ratio than the
latter. To explain, Figure 6 shows the average sizes of the posting lists participating in
all cache hits (i.e., whenever there is a hit in the PLC, we record its size and report the
average). We see that when the cache memory is small (e.g., 512MB), S-PLC-FreqSize
consistently keeps short lists in the cache. In contrast, S-PLC-Freq keeps relatively
longer posting lists. Take the Sogou case as an example. At 512MB cache memory, a
cache hit under S-PLC-Freq policy can save 693 − 307 = 386 more sequential reads
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Fig. 5. [Index server] effectiveness of static posting list caching policies.

than S-PLC-FreqSize. Even though sequential reads are cheap on HDD, a total of 386
sequential reads are actually as expensive as 3 to 4 random seeks (see Figure 1). In
other words, although Figure 5(a) shows that the cache hit ratio of S-PLC-Freq is
20% lower than S-PLC-FreqSize at 512MB cache, that is outweighed by the 386 extra
sequential reads (equivalent to 3 to 4 extra random seeks) between the two policies.
That explains why S-PLC-Freq slightly outperforms S-PLC-FreqSize at 512MB cache.
Of course, when the cache memory increases, S-PLC-Freq starts to admit more short
lists into the cache memory, which reduces its benefit per cache hit, and that causes
S-PLC-FreqSize to outperform S-PLC-Freq again through the better cache hit ratio.
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Fig. 6. Average list size (in blocks) of all hits in static posting list cache.

4.1.2. Reevaluation of Dynamic Posting List Caching Policies on SSD-Based Search Engine Ar-
chitectures. We next present the evaluation results of the three existing dynamic posting
list caching policies, (1) D-PLC-LRU, (2) D-PLC-LFU, and (3) D-PLC-FreqSize, men-
tioned in Section 2.2.2. Figure 7 shows the cache hit ratio and the average query latency
of the three policies under different cache memory sizes.

First, we also see that while D-PLC-FreqSize has a better cache hit ratio than D-
PLC-LFU (Figures 7(a) and 7(b)), its query latency is actually longer than D-PLC-LFU
(Figures 7(c) and 7(d)) in SSD-based architectures. This further supports that the claim
of favoring terms with high frequency over length ratio is no longer sustained in SSD-
based search engine architectures. Also, this gives yet another example of the fact that
cache hit ratio is not a reliable measure in SSD cache management, as the average
length of posting lists that are admitted by D-PLC-FreqSize is much shorter than by
D-PLC-LFU (Figure 8), making the cache-miss costs nonuniform.

Second, comparing D-PLC-LRU and D-PLC-LFU, we see that while D-PLC-LFU
has a poorer cache hit ratio than D-PLC-LRU, their query latencies are quite close
in SSD-based architectures. D-PLC-LFU tends to admit longer lists than D-PLC-LRU
(Figure 8), because there is a small correlation (0.424 in Yahoo! data [Baeza-Yates et al.
2007b] and 0.35 in our Sogou data) between term frequency and posting list length. As
mentioned, on SSD, the benefit of finding a term with a longer list in cache is higher
than that of finding a term with shorter list. This explains why D-PLC-LFU has a
query latency close to D-PLC-LRU, which has a higher cache hit ratio.

Figures 7(e) and 7(f) show the average query latency on HDD. First, we once again
see that cache hit ratio is not reliable even on HDD-based architectures. For example,
while D-PLC-FreqSize has a higher cache hit ratio than D-PLC-LFU (except when the
cache is large enough to hold all posting lists), their query latencies are quite close to
each other in HDD-based architectures. That is due to the same reason we explained
in static caching—Figures 8(a) and 8(b) show that D-PLC-LFU can save hundreds of
sequential reads more than D-PLC-FreqSize per cache hit when the cache memory
is less than 1GB. That outweighs the cache hit ratio difference between the two. In
contrast, while D-PLC-LRU has a better cache hit ratio than D-PLC-LFU, they follow
the tradition that the former outperforms the latter in latency, because Figures 8(a) and
8(b) show that the size difference of the posting lists that participated in the cache hits
(i.e., the benefit gap in terms of query latency) between D-PLC-LRU and D-PLC-LFU
is not as significant as the time of one random seek operation. Therefore, D-PLC-LRU
yields a shorter query latency than D-PLC-LFU based on its higher cache hit ratio.
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Fig. 7. [Index server] effectiveness of dynamic posting list cache policies.

4.2. The Impact of SSD on Document Servers

We next evaluate the impact of SSD on the cache management of the document servers.
A document server is responsible for storing part of the whole document collection and
generating the final query result. It receives a query q and an ordered list of document
IDs {d1, d2, . . . , dk} for the top-k most relevant documents from a Web server, retrieves
the corresponding documents from the disk, and generates the query-specific snippet
for each document and consolidates them as a result page. In the process, k query-
specific snippets have to be generated. If a query-specific snippet 〈q, di〉 is found in the
snippet cache, the retrieval of di from the disk and the generation of that snippet are
skipped. If a query-specific snippet is not found in the snippet cache, but the document
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Fig. 8. Average list size (in blocks) of all hits in dynamic posting list cache.

Fig. 9. Document retrieval time vs. snippet generation in a document server.

di is in found the document cache, the retrieval of di from the disk is skipped. In our
data (Table III), a document is about 7KB to 8KB on average. With a 4KB page size,
retrieving a document from the disk thus requires one random seek (read) and a few
more sequential reads.

In traditional search engine architectures using HDD in the document servers, the
latency from receiving the query and document list from the Web server to the return of
the query result is dominated by the k random read operations that seek k documents
from the HDD (see Figures 9(a) and 9(c)). These motivated the use of document cache
to improve the latency. As the random reads are much faster on SSD, we now believe
that the time bottleneck in the document servers will shift from document retrieval
(disk access) to snippet-generation (CPU computation). More specifically, the snippet-
generation process that finds every occurrence of q in di and identifies the best text
synopsis [Turpin et al. 2007; Tombros and Sanderson 1998] according to a specific
ranking function [Tombros and Sanderson 1998] is indeed CPU-intensive. Figures 9(b)
and 9(d) show that the CPU time spent on snippet generation becomes two times that
of the document retrieval time if SSD is used in a document server. Therefore, contrary
to the significant time reduction brought by document cache in traditional HDD-based
search engine architectures [Turpin et al. 2007], we believe the importance of document
cache in SSD-based search engine architectures is significantly diminished.

To verify our claim, we carried out experiments to vary the cache memories allocated
to the document cache, with all the other caches enabled as default in Table IV, in our
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Fig. 10. [Document server] effectiveness of document cache.

SSD- and HDD-based sandbox infrastructure. The caching policies in the document
cache and snippet cache are DC-LRU [Turpin et al. 2007] and SC-LRU [Ceccarelli
et al. 2011], respectively.

Figure 10 shows the query latency when varying the size of the document cache
from 0 to 4GB. We can see on HDD (Figures 10(b) and 10(d)), the document cache is
effective, since it can reduce the overall query latency up to 18.7–20.3%. However, on
SSD (Figures 10(a) and 10(c)), the document cache can reduce only up to 3.2–3.8%
of the overall latency, which is much less effective. That is because of the excellent
random access performance on SSD, making document retrieval on SSD much faster.

In contrast, we believe the snippet cache is still powerful in an SSD-based search
engine architecture for two reasons.

(1) A cache hit in a snippet cache can reduce both the time of snippet generation and
document retrieval.

(2) The memory footprint of a snippet (e.g., 250 characters) is much smaller than the
memory footprint of a document (e.g., an average 7KB to 8KB in our data).

To verify our claim, we carried out experiments to vary the size of snippet cache from
0 to 4GB. Figure 11 shows the results. In HDD-based architectures, the snippet cache
can yield up to 12.1–16.1% query latency reduction. In SSD-based architectures, the
snippet cache can yield up to 12.4–15.3% query latency reduction. These results show
that the effectiveness of snippet cache is not influenced by the change of the storage
model.
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Fig. 11. [Document server] effectiveness of snippet cache.

4.3. The Impact of SSD on Web Servers

Clearly, the use of SSD to replace HDD improves the query latency of a search engine
because of the better performance of SSD over HDD. However, we believe the use of
SSD has little impact on the cache management in the Web servers, because the disks
in the Web servers are only for temporary storage (see Figure 2).

Figure 12 shows the query latency of five selected query result caching policies9:
(1) D-QRC-LRU, (2) D-QRC-LFU, (3) D-QRC-CA, (4) S-QRC-Freq, and (5) S-QRC-CA.
We see that if one policy is more effective than the other in terms of query latency on
HDD, the corresponding query latency is also shorter than the other on SSD.

5. CACHE DESIGN OF SSD-BASED SEARCH ENGINE ARCHITECTURE

The previous section points out that SSD indeed brings certain impact to search engine
caching. In this section, we aim to shed some light on how to adapt the search engine
architecture to best embrace SSD. We first identify the latency bottleneck of an SSD-
based search engine architecture (Section 5.1). Based on that result, we explore other
possible cache types to mitigate that bottleneck (Section 5.2). Finally, we give empirical
memory allocation suggestions to those cache types (Section 5.3).

9In this study, we exclude the results of D-QRC-FB and S-QRC-FreqStab. We exclude the result of D-QRC-
FB because its effectiveness heavily relies on the tuning of the various parameter values (e.g., the number
of intervals of each dimension). We exclude the result of S-QRC-FreqStab because its effectiveness is the
same as S-QRC-Freq when the query log cannot be split into intervals, where each interval spans weeks or
months.
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Fig. 12. [Web server] effectiveness of query result caching policies on SSD-based search engine architectures.

5.1. List Intersection—The Latency Bottleneck in SSD-Based Search Engine

We aim to identify the latency bottleneck of an SSD-based search engine. Figure 13
shows the time breakdown of query processing in our sandbox infrastructure with all
caches enabled. The cache sizes follow Table IV in order to attain typical hit ratios found
in real search engines. From Figure 13, we clearly see that posting list intersection in
the index server is the primary bottleneck in SSD-based search engines. The other
time-dominating steps, listed in decreasing order, are as follows: ranking the results in
the index server, snippet generation in the document server, fetching the posting list
from disk in the index sever, and retrieving the document from disk in the document
server. Other steps, such as data transfer among servers through the network, incur
negligible cost.

5.2. Cache Type for List Intersection Saving

Having identified posting list intersection in the index server as the major bottleneck
in an SSD-based search engine, we aim to explore alternate cache types that can be
introduced to the index server in order to mitigate the bottleneck. In this regard, we
consider two cache types, namely, full-term-ranking-cache [Altingovde et al. 2011] and
two-term-intersection-cache [Long and Suel 2005], in addition to the standard posting
list cache, to be put in the index server.

The full-term-ranking-cache (FTRC) aims to reduce the entire query processing step
within the index server, including (i) fetching posting lists from disk, (ii) computing the
list intersection (the new bottleneck), and (iii) ranking and finding the top-k relevant
documents. As such, it takes the whole query q as the key and the top-k document
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Fig. 13. Time breakdown of each component in an SSD-based search engine with QRC, PLC, DC, and SC
enabled.

IDs as the cache values. The corresponding caching policy of FTRC in Altingovde et al.
[2011] is LRU. FTRC can be deployed in the Web servers, too. When doing so, a hit
in a Web server’s FTRC can further eliminate the cost of merging individual ranking
results from multiple index servers. In this article, however, we follow an industrial
setting that we found in a local search engine and put FTRC in the index server.

The two-term-intersection-cache (TTIC) aims to reduce the posting list intersection
time. For a query q with terms t1, t2, . . . , tn, it regards every two-term 〈ti, tj〉 of q as
the cache key and the intersection of ti ’s posting list PLi and tj ’s posting list PLj as
the cache value. The corresponding caching policy of TTIC in Long and Suel [2005] is
called Landlord [Cao and Irani 1997]. Its idea is to favor the recently accessed items,
while also taking into account the access latency and the size of an item. Specifically,
whenever a cache item I is inserted to the cache, a weight is assigned to it. The weight
wI of I is computed as (cI/sI) + A, where cI is the access latency of item I, sI is the
size of I, A is an aging factor (initially set as 0) that would be increased along with the
time. When eviction takes place, the item with the smallest weight wmin is chosen, and
the value of A is updated as wmin. Whenever a cache item is accessed, its corresponding
weight is recalculated using the updated value of A.

Table V lists the cache benefit, memory footprint, and cache locality (the α value
in power-law distribution) of FTRC, TTIC, and PLC on the Sogou data. In terms of
cache benefit, that is, reduction of query processing time, FTRC is the highest whilst
the standard PLC is the lowest. FTRC also has the lowest memory footprint whilst
the standard PLC has the highest. However, the cache locality of FTRC is the worst
because its cache items are query specific. TTIC is the middle ground between FTRC
and PLC. We see from Table V that there is no absolute winner in our SSD-based
architecture. The same conclusion is observed from the ClueWeb data. Therefore, we
suggest all three to be integrated in an SSD-based search engine architecture.

5.3. Cache Memory Allocation in Index Server

In this section, we carry out a study to empirically identify the optimal memory allo-
cation to the three different cache types FTRC, TTIC, and PLC in the index servers.
The goal is to give some insights on how to best leverage them to mitigate the latency
bottleneck in an SSD-based search engine architecture.

Figure 14(a) shows the average query latency on Sogou data when we vary the
memory allocation among FTRC, TTIC, and PLC. Figure 14(b) is another view of
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Table V. Cache Benefit, Memory Footprint, and Cache Locality of FTRC, TTIC, and PLC

FTRC TTIC PLC

Cache benefit
(query time
reduction)

list access (I/O time) 25ms 13ms 6.5ms
intersection (CPU time) 25ms 18.7ms –

ranking (CPU time) 9ms – –
∑

59ms (Good) 31.7ms (Median) 6.5ms (Low)
Memory footprint 40 bytes (Low) 44,985 bytes (Median) 266,658 bytes (Large)

Cache locality α = 0.57 (Low) α = 1.03 (Median) α = 1.48 (Good)

Fig. 14. Varying memory allocation between full-term ranking cache, two-term intersection cache, and
posting list cache, in the index server.

Figure 14(a) that shows the cache benefit measured in terms of the reduction of query
processing time under different memory allocation. From the figures, we observe
the optimal memory allocation of FTRC : TTIC : PLC is 40%:20%:40%. Under such
an allocation, it improves the performance by 69.9%, compared with the original
SSD-architecture with PLC only.

Figures 14(c) and 14(d), respectively, show the average query latency and benefit on
ClueWeb data under different memory allocation for FTRC, TTIC, and PLC. We observe
that the optimal performance is achieved when FTRC : TTIC : PLC is 20%:60%:20%—
an improvement of 66.7% compared with the original SSD-architecture with PLC only.

6. RELATED STUDIES

SSD is expected to gradually replace HDD as the primary permanent storage media in
both consumer computing and enterprise computing. Large-scale enterprise computing
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architectures such as Facebook10, MySpace11, and Windows Azure12 have incorporated
SSD in their system infrastructure. This trend is mainly attributed to SSD’s outstand-
ing performance, small energy footprint, and increasing capacity. This has led to a
number of studies that aim to better understand the impacts of SSD on different com-
puter systems.

The discussion of the impact of SSD on computer systems had started as early as 1995
[Kawaguchi et al. 1995], in which an SSD-aware file system was proposed. Later on,
more SSD-aware file systems were designed (e.g., JFFS13, YAFFS14. Read operations in
those file systems are fast because of the use of SSD. A log-structure file organization is
then used to alleviate the intrinsic slow random write problem in SSD. After that, the
discussion has extended to other components in computer systems. For example, Park
et al. [2006] studied the impact of SSD on buffer management in general computer
systems. In that work, they developed a new caching policy. Specifically, a list of clean
pages and a list of dirty pages are maintained. During page eviction, pages from the
clean list are evicted first. This policy prefers dirty pages to be in the cache, which
aims to reduce the number of expensive write operations in SSD. Saxena and Swift
[2009] studied the impact of SSD on page swapping. Their goal is to optimize the page
swap operations between RAM and SSD. To achieve that, expensive random writes
operations are buffered so as to turn individual random write operations into groups
of (cheaper) sequential writes.

The discussion of the impact of SSD on database systems had started as early as
in 2007. Lee and Moon [2007] presented a new database design to, again, mitigate
the slow random write problems of SSD. The methodology is to buffer data pages and
then flush them to the log through sequential writes. Since then, SSD has become an
active topic in database research. For example, the impact of SSD on join operations
was first studied in Shah et al. [2008]. In that work, a new hash-join implementation
was proposed. It exploits the property of fast random read on SSD to fetch only the
join attributes from the join tables so that the join can be carried out using much fewer
memory. Later on, a few more SSD-aware index structures were developed [Agrawal
et al. 2009; Li et al. 2010]. They share the same goal—to reduce the expensive random
writes triggered by update, insert, and delete operations. In Agrawal et al. [2009], a
RAM buffer is used to buffer the updates to a B-tree in order to amortize the update
cost. In Li et al. [2010], random writes are restricted to the top level of B-tree. Insertions
are inserted to the top level first. The top level is merged with the next level through
sequential writes. As such, random writes are always limited to a certain area of SSD.
The benefit is that such “dense” random writes could be more efficient than “sparse”
random writes that span the whole disk [Nath and Gibbons 2008]. The recent trend of
SSD-aware data structures exploits the internal parallelism in SSD by issuing multiple
I/Os simultaneously. For example, a parallel B-Tree was designed for SSD such that a
batch of queries can be answered efficiently [Roh et al. 2011].

Baidu first announced their SSD-based search engine infrastructure in 2010 [Ma
2010], but they did not investigate the impact of SSD on their cache management. In
Huang and Xia [2011], a RAM-SSD-HDD search engine architecture was discussed.
The key issue there was to select a subset of posting lists to be stored in SSD, and the
problem was solved as an optimization problem. In [Li et al. 2012b], that issue was
further discussed in the context of incrementally updating the SSD-resident posting

10http://www.facebook.com/note.php?note id=388112370932.
11http://www.fusionio.com/case-studies/myspace-case-study.pdf.
12http://www.storagelook.com/microsoft-azure-ocz-ssds.
13http://sourceware.org/jffs2.
14http://www.yaffs.net.
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list in such architecture. In Li et al. [2012b], a RAM-SSD search engine architecture
was discussed. That work focused on how to update the posting lists in SSD efficiently
when new documents are collected. This article however focuses on cache management
in such an SSD-based search engine architecture. Works that study the optimal cache
allocation ratio between different types of caches (e.g., [Baeza-Yates and Jonassen 2012;
Ozcan et al. 2011b]) on traditional HDD-based search engines are orthogonal to this
article.

7. CONCLUSIONS

In this article, we first present the results of a large-scale experimental study that
evaluates the impact of SSD on the effectiveness of various caching policies, on all
types of cache found in a typical search engine architecture. In addition, we present
an empirical study that gives the preliminary direction to optimize SSD-based search
engine.

This article contributes the following messages to our community.

(1) The previously known best caching policy in the index servers, S-PLC-FreqSize
[Baeza-Yates et al. 2007b, 2008], has the worst effectiveness in terms of query
latency in our SSD-based search engine evaluation platform. Instead, all the other
policies are better than S-PLC-FreqSize in terms of query latency, but no clear
winner is found.

(2) While previous work claims that document caching is very effective and the tech-
nique is able to significantly reduce the time of the snippet-generation process in
the document servers [Turpin et al. 2007], we show that snippet caching is even
more effective than document caching in SSD-based search engines. Therefore,
snippet caching should have a higher priority of using the cache memory of the
document servers in an SSD-based search engine deployment.

(3) While SSD can improve the disk access latency of all servers in Web search engines,
it has no significant impact on the cache management in Web servers. Thus, during
the transition from an HDD-based architecture to an SSD-based architecture, there
is no need to revise the corresponding query result caching policies in the Web
servers.

(4) Posting list intersection is the bottleneck of SSD-based search engines. In addition
to the standard posting list cache (PLC) in the index server, full-term ranking cache
(FTRC) and two-term intersection cache (TTIC) can also be exploited to improve
the whole stack of query processing in SSD-based search engines. Preliminary
empirical results suggest a memory allocation of 40% : 20% : 40% for FTRC : TTIC :
PLC on Sogou data, and 20% : 60% : 20% on the ClueWeb data.
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