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Bayes Classifier

• Bayes rule:  𝑃 𝑌 𝑿 =
𝑃 𝑿 𝑌) 𝑃(𝑌)

𝑃(𝑿)

• Bayes theorem:  𝑦𝑀𝐴𝑃 = argmax𝑦∈𝑌 𝑃(𝑦|𝑥) =

argmax
𝑦∈𝑌

𝑃 𝒙 𝑦) 𝑃(𝑦)

𝑃(𝒙)

– But how can we estimate these probabilities unless we’ve seen 

the exact case before?
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Simplifications

• Naïve Bayes:  Conditional 

independence

– Only need to have seen 

enough cases of each 

attribute to estimate it’s 

probability

• Bayes Network:  Assume 

dependencies known

– A bayesian network is a 

graphical model for 

probabilistic relationships 

among a set of variables
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Bayes Net
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A

DC

Y

B

P(A)=0.3 P(B)=0.3

P(C|A&B)=0.3

P(C|A&~B)=0.1

P(C|~A&B)=0.4

P(C|~A&~B)=0.2

P(D|B)=0.3

P(D|~B)=0.6

P(Y|C)=0.3

P(Y|~C)=0.6
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An Example

Detecting Credit - Card Fraud 

Fraud Age Sex

Gas Jewelry

Bayesian Inference:

Learn the probabilities

• Like Naïve Bayes:  

Estimation of each of the 

probabilities

– Look at the data

– MAP

• More to estimate, but not 

as many as full bayes

Learn the network

• Try all possible and 

choose the best?

– Too many possible

• Idea:  Penalize complex 

models
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Learning a Bayes Net
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Scoring a Structure

(Friedman & Yakhini, UAI’96)

• Score = −
𝑁𝑝𝑎𝑟𝑎𝑚𝑠

2
log𝑅 +

σ𝑗=1
𝑚 σ

𝑘=1

𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠 𝑜𝑓
𝑝𝑎𝑟𝑒𝑛𝑡 𝑣𝑎𝑙𝑢𝑒𝑠 σ𝑣=1

𝑎𝑟𝑖𝑡𝑦 𝑜𝑓 𝑋_𝑗
𝑃 𝑉𝑘 𝑃(𝑋𝐽 = 𝑣|𝑉𝑘) log𝑃(𝑋𝑗 = 𝑣|𝑉𝑘)

• Still to complex to search exhaustively

– Simulated annealing:  start with simple structure, make small changes and 
use ones that work well

– Random restarts in case we start with a “bad idea”
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