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PORDYE Clustering
« Document clustering
— Motivations
— Document representations
— Success criteria
* Clustering algorithms
— K-means
— Model-based clustering (EM clustering)
— Hierarchical clustering

2 | |
PORDUE What is clustering?
 Clustering is the process of grouping a set of physical or
abstract objects into classes of similar objects

— It is the commonest form of unsupervised learning

» Unsupervised learning = learning from raw data, as opposed to
supervised data where the correct classification of examples is given

— It is a common and important task that finds many applications
in IR and other places
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PORDYE Why cluster documents?

Department of Computer Science

» Whole corpus analysis/navigation
— Better user interface

« For improving recall in search applications
— Better search results

 For better navigation of search results

» For speeding up vector space retrieval
— Faster search

27
PORDUE Navigating document collections

Department of Computer Science

« Standard IR is like a book index
« Document clusters are like a table of contents
» People find having a table of contents useful

Table of Contents
1. Science of Cognition
Index 1.a. Motivations o
Aardvark, 15 1.a.i, Intellectual Curiosity
Blueberry, 200 . l.a.ii. Practical Applications
Capricorn, 1, 45-55 1.b. History of Cognitive Psychology
Dog, 79-99 2. The Neural Basis of Cognition
Egypt, 65 2.a. The Nervous System
Falafel, 78-90 2.b. Organization of the Brain
Giraffes, 45-59 2.c. The Visual System
3. Perception and Attention
3.a. Sensory Memory . . 10
3.b. Attention and Sénsory Information Processing
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PORDYE Corpus analysis/navigation

« Given a corpus, partition it into groups of related docs
— Recursively, can induce a tree of topics
— Allows user to browse through corpus to find information
— Crucial need: meaningful labels for topic nodes.

« Yahoo!: manual hierarchy
— Often not available for new document collection

11
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PORDUE Yahoo! Hierarchy
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www . yahoo.com/Science

agriculture biology physics Cs space

dair
y botany |\ cell Al Courses  craft

magnetism
relativity

crops

forestry agronomy evolution HCI missions
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PURDUE For improving search recall

UNIVERSITY

Department of Computer Science

 Cluster hypothesis - Documents with similar text are related

» Therefore, to improve search recall:
— Cluster docs in corpus a priori
— When a query matches a doc D, also return other docs in the cluster
containing D
» Hope if we do this: The query “car” will also return docs
containing automobile
— Because clustering grouped together docs containing car with those

containing automobile.
e D e

Why might this happen? '
PURDUE F I i
UNIVERSITY or better navigation of search results
Department of Computer Science
G h lts thematicall
rouping searcn resulits tnematica
— clusty.com / Vivisimo
Images Shopping Encyclopedia Gossip Customize!
text clustering
Advanced Search Help Tella Friend Tell us what you think! Download the Clusty Toolbar
£ by: | Topics v Top 187 results of at least 251,221 retrieved for the query text clustering (Details;
text clustering (187) Sponsored Res
Mining (30) Apple B4-bit Xserve G5 - Clustering B =
G High-density, affardable server with unparalleled functionality and usability. Featuring massive
Lene(1s) pracessing power, high-speed 10 and remote management tools that make it easy to deploy.
Clustering algorithms (13) W apple com
Text Document Clusteri Custom Configured Clustering Solutions & &
(8) Aspen Systems custom designs, manufactures and supports Beowulf Clusters.  ww aspsys.cc
Receptor(13)
Lah ] i Search Res
Lab® 1. Delphion: Text Clustering & & <
Model. Self-Organising ... Gitation Link » Clustering « » PatentLab-Il » FDF Express » Data Extract » Other Services Text
Hybrid (2) Clustering Cverview Delphion's Text Clustering transforms obscure, textual information into usefl
ey clelphion comiproductsiresearchiraducts-cluster - Wisenut, GigaBlast, Lycos, MSH
Ontology-based Text
Clustering (5 2. Vivisimo Clustering - automatic categorization and meta-search software - B & 14
Text Cateqorization (7) Vlws\_mn‘a ndunymgmlplllslerillu a_nd _mela?seamh software F_uh\laher _éﬂﬁ Cﬁluﬁslhern largertext
Lext Lategorization callactinns B A AL fu arnenirsdion with decimant shietaring nnalick A
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PORDYE Navigating search results (2)
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One can also view grouping documents with the same sense of a
word as clustering

Given the results of a search (e.g., jaguar, NLP), partition into
groups of related docs

Can be viewed as a form of word sense disambiguation

E.g., jaguar may have multiple senses:

— The car company

— The animal

— The football team

— The video game

Recall query reformulation/expansion discussion

15
PURDUE I I
UNIVERSITY Navigating search results (2)
Department of Computer Science
aguar
Top 218 results of at least 50,206,870 retrieved for the query jaguar (definition
P fquery jag
clusters
All Results (zz3) M
P Wisit the Official Jaguar Site for more info and to find a dealer. - we Jaguarl
© Jaguar Cars(3¢) Jaguar Luxury Sport Cars
Clul Indiana's Premier Jaguar Dealer Sales, Service, Parts & Accessories - vt
ub 20
© Photos (zs) Gh 100,000mMile ¥Warrant:
© Model Compare Mew GM Powertrain Warranty on 2007 GM Cars and Trucks Nowd - v
Models z3)

Jacksonville Jaguars =)
Panthera oncas) 1. Jaguar & &
© Classic (1) The jaguar (Panthera onca) is a large member of the cat fan

. Armericas. |t is closely related to the lion, tiger, and leopard «
© Racing (o) ey largest species of the cat family found in the Americas
© Type Jaguarz) wparepia  enuwikipedia.orghwikitaguar - [cache] - Wikipedia, M3N

more | all clusters 5 Jaguar B Q &
find in clusters: (Gama actual, concesionatios, historia, noticias, anuncios y servicios financ
W jaguar. com - [cache] - Ask, Open Directory, Gigablast
a Jaguar & & 16

© 2020 Christopher W. Clifton




i

PURDUE  For better navigation of search results

Department of Computer Science

» And more visually: Kartoo.com

= New map

F= information retrieval
= assistant professor
= computer science
= mellon university

= jamie callan

= technique

= | ast queries

F= Celebrities

= Popular Brands

= Computing / Internet

P Shopping / Travel 17
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FURDUE  For speeding up vector space retrieval

Department of Computer Science

* In vector space retrieval, we must find nearest doc
vectors to query vector

* This entails finding the similarity of the query to every doc
— slow (for some applications)

» By clustering docs in corpus a priori
— find nearest docs in cluster(s) close to query
— inexact but avoids exhaustive similarity computation

19
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PORDYE What Is A Good Clustering?
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* Internal criterion: A good clustering will produce high quality
clusters in which:

— the intra-class (that is, intra-cluster) similarity is high
— the inter-class similarity is low

— The measured quality of a clustering depends on both the document
representation and the similarity measure used

» External criterion: The quality of a clustering is also measured
by its ability to discover some or all of the hidden patterns or
latent classes

— Assessable with gold standard data

20
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PURDUE External Evaluation of Cluster Quality
» Assesses clustering with respect to ground truth

« Assume that there are C gold standard classes, while our
clustering algorithms produce k clusters, 1, ,, ..., T, with n,
members.

« Simple measure: purity, the ratio between the dominant class
in the cluster 11, and the size of cluster T,

1
Purity mr; = n—max(nij) forjecC
i J

» Others are entropy of classes in clusters (or mutual
information between classes and clusters)

21
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PURDUE Purity
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Cluster | Cluster 11 Cluster 111
Cluster I: Purity = 1/6 (max(5, 1, 0)) = 5/6

Cluster II: Purity = 1/6 (max(1, 4, 1)) = 4/6

22

Cluster I11: Purity = 1/5 (max(2, 0, 3)) = 3/5

27 _
PURDUE Issues for clustering
» Representation for clustering

— Document representation
» Vector space? Normalization?

— Need a notion of similarity/distance

 How many clusters?
— Fixed a priori?
— Completely data driven?

* Avoid “trivial” clusters - too large or small

— In an application, if a cluster's too large, then for navigation purposes you've
wasted an extra user click without whittling down the set of documents much.

23
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PURDUE What makes docs “related”?
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* Ideal: semantic similarity.

 Practical: statistical similarity
— We will use cosine similarity, Docs as vectors

— We will describe algorithms in terms of cosine similarity:
Cosine similarity of normalized D;, Dy:

m
Slm(D],Dk) = Z Wij X Wik
i=1

Also known as normalized inner product

— For many algorithms, easier to think in terms of a distance (rather than
similarity) between docs.

25
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PURDUE Recall doc as vector

« Each doc j is a vector of tfxidf values, one component for
each term.

« Can normalize to unit length.
« So we have a vector space
— terms are axis - aka features
—n docs live in this space
— even with stemming, may have 20,000+ dimensions

— do we really want to use all terms?
« Different from using vector space for search. Why?

26
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PORDYE Intuition
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Postulate: Documents that are “close together”
in vector space talk about the same things. .
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PORDUE Clustering Algorithms
« Partitioning “flat” algorithms
— Usually start with a random (partial) partitioning

— Refine it iteratively
* k means/medoids clustering
* Model based clustering

 Hierarchical algorithms
— Bottom-up, agglomerative
— Top-down, divisive

28
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PORDYE Partitioning Algorithms

Department of Computer Science

 Partitioning method: Construct a partition of n documents
into a set of k clusters

* Given: a set of documents and the number k

» Find: a partition of k clusters that optimizes the chosen
partitioning criterion
— Globally optimal: exhaustively enumerate all partitions
— Effective heuristic methods: k-means and k-medoids algorithms

29
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PORDUE How hard is clustering?

Department of Computer Science

* One idea is to consider all possible clusterings, and pick
the one that has best inter and intra cluster distance

properties
« Suppose we are given n points, and would like to cluster
them into k-clusters kn

— How many possible clusterings? I
« Too hard to do it brute force or optimally k!

 Solution: Iterative optimization algorithms
— Start with a clustering, iteratively improve it (e.g., K-means)

30
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