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* Introduction to the task of text categorization
— Manual vs. automatic text categorization

+ Text categorization applications
« Evaluation of text categorization
» K nearest neighbor text categorization method
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PURDUE Text Categorization

UNIVERSITY

» Tasks

— Assign predefined categories to text documents / objects
* Motivation

— Provide an organizational view of the data
 Large cost of manual text categorization

— Millions of dollars spent for manual categorization in companies,
governments, public libraries, hospitals

— Manual categorization is almost impossible for some large
scale application (Classification or Web pages)

PURDUE Text Categorization

UNIVERSITY

« Automatic text categorization

— Learn algorithm to automatically assign predefined categories to text
documents / objects

— automatic or semi-automatic

* Procedures

— Training: Given a set of categories and labeled document examples;
learn a method to map a document to correct category (categories)

— Testing: Predict the category (categories) of a new document

« Automatic or semi-automatic categorization can significantly
reduce manual effort
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PURDUE eyt Categorization: Examples

UNIVERSITY

News

Catego”es [ Web Images Groups Mews Froogle Maps more »  Advanced News Seaich
O L) g e Search News ][ Search the Web

News Search and browse 4,500 news sources updated continuously.

I Top Stories ScilTech
World Global warming has been a popular topic among scientists
I u.s. DailyTech - 3 hours ago
I Business The Earth's average temperature over the past quarter century has been the hottest in four
Earhtimesorg  CEMturies -- and part of the world has been warmer during the past 25 years than any period

in the past 1,000 years, according to the Mational Academy of Sciences ...

I Sports MNational panel supports 95 global warming evidence Boston Globe

I Mo hore Dodging Global Temp Threat Detroit Free Press
I Entertainment Guardian Unlimited - Seattle Times - Reuters - Forbes - all 441 related »
I Health

World's oldest bling: two tiny 100.000-year-old shells
Gua v Unlimited -5 hours ago
They may not compare with today's diamand-encrusted bling, but in their own way, they are

I Most Popular

[ News Alerts Woice of America Of far greater value. Twa tiny shells have heen confirmed as the world's aldest known iterns of
Jjeweellery, probably used on a necklace about 100,000 years ago
RSS | Atam Tiny shells may he waorld's aldest beads MSHEC
Ahout Feeds Researchers Identify What May Be Oldest Known Jewslry “oice of Ametica

BBC Mews - Mew ¥ork Times - People's Daily Onling - Telegraph. co uk - all 79 related »

Muobile Mews

PURDUE  Texi Categorization: Examples

UNIVERSITY

Categories

Search: @theweb | Othe Directory | O'this category

<YAH°°' SEARCH

Computer Science > Human-Computer Interaction (HCI) Ernail this pa

Diractory > Sciance > Computar Scisnca > Human-Computer Interaction (HCI)

CATEGORIES pwhats This?)

¢ Computer Supported Cooperative Work + Institutes (15)
(CSCW) M) + Journals (1)

+ Conferences (7) + Organizations (3

+ Courses (@ + Projects ()

* Ergonomics@ + Web Directories (3)

+ |nformation Architecture and Design@

SITE LISTINGS By Popularity | Alphabetical — (iVhat's This? Sites 1- 14 of 14

¢ HCIBibliography =

Features abstracted validated bibliographic entries, along with a variety of reference materials.
weeew. hcibib. org
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PURDUE eyt Categorization: Examples

UNIVERSITY

A service of the National Library of Medicine

Pu b d and the National Institutes of Health
www.pubmad.gov L EIA““'"’_“Y[A]
— o 2. B Organisms [B]

Frotein Gen
—_
Search | PubMed v |for Mutation of mutl in hereditary colon cancer Go i ]g;::‘:::;i[gld])mgi )
5. B Analytical, Diagnostic and Therapeutic Techniques anc
[1: Papadopoulos 2 et al. Mutation of a mutL homolog in.. [PMID: 8128251] 6. Bl Psychiatry and Psychology [F]
PHID- 8128251 H . . o Behavior and Behavior Mechani [Fo1] +
e Medical Subject Headings ] b ialogical Pi and Processes [F02] +
STAT- WEDLINE (Categories) o Mental Disorders [F03] +
DA - 19940413 o Behavioral Discipli and Activities [F04] +
TI - Mutation of a mutL howolog in hereditarp-€olon cancer. 7. B Biological Sciences [G]
PG - 1625-9
AF - Sowe cases of hereditary nonpoly iz colorectal cancer (HNPCC) are dus to

alterations in & mutS-relstedismatch repair gene. A sesrch of a large
datebase of expressed seq
clones revealed three

“e tags derived from random complementary DN
itional human wiswatch repair genes, all related
to the bacterial m gene. One of these genes (hMLH1) resides on
chromosome 3pZl ithin 1 centimorgan of markers previously linked to
cancer suscepribility in HNPCC kindreds. Mutations of hMLH1 that would

© koid Sequence

*Chromosones, Huran, Pair 3
- Codon
MH - Colorectal Neoplasms, Hereditary Nonpolyposis/ "genetics

PURDUE Example: 1990 US Census

UNIVERSITY

* Included 22 million responses

» Needed to be classified into industry categories (200+)
and occupation categories (500+)

« Estimated $15 million if done by hand

« Two alternative automatic text categorization methods

evaluated
— Knowledge-Engineering (Expert System)
— Machine Learning (k-nearest neighbor method)
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PURDUE  Example: 1990 US Census

UNIVERSITY

» Knowledge-Engineering Approach
— Expert System (Designed by domain expert)

— Hand-Coded rule
(e.g., “Professor” and “Lecturer” = “Education”)

— Development cost: 2 experts, 8 years (192 Person-months)
— Accuracy = 47%
* Machine Learning Approach
— k-Nearest Neighbor (KNN) classification
* “You are like people like you”, details later
— Fully automatic
— Development cost: 4 Person-months
— Accuracy = 60%

UNIVERSITY

PURDUE Many Applications!

* Web page classification (Yahoo-like category taxonomies)
* News article classification (more formal than most Web pages)
« Automatic email sorting (spam detection; into different folders)

* Word sense disambiguation (Java programming vs. Java in
Indonesia)

» Gene function classification (find the functions of a gene from
the articles talking about the gene)

* What is your favorite application?...

© 2019 Christopher W. Clifton



PURDUE Technigues Explored in Text
crrrERenTy Categorization

Rule-based Expert system (Hayes, 1990)

Nearest Neighbor methods (Creecy’92; Yang'94)
Decision symbolic rule induction (Apte’94)

Naive Bayes (Language Model) (Lewis’94; McCallum’98)
Regression method (Furh’92; Yang'92)

Support Vector Machines (Joachims’98)

Boosting or Bagging (Schapier’98)

Neural networks (Wiener’95)

PURDUE  Text Categorization: Evaluation

UNIVERSITY

100
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70 A+

&0
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20+

O Micro-avg F1
M Macro-avg F1
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0 +

$‘\ @3&@@- \S\‘Q)cp" §®5xl&‘@‘f
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Performance of different algorithms on Reuters-21578 corpus: 90
categories, 7769 Training docs, 3019 test docs, (Yang, JIR 1999)
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PURDUE Text Categorization:
Evaluation

Contingency Table Per Category (for all docs)

Truth: True | Truth: False
Predicted
. a b a+b
Positive
Predicted
. c d c+d
Negative
a+c b+d n=a+b+c+d

a: number of truly positive docs b: number of false-positive docs
c: number of false negative docs d: number of truly-negative docs

n: total number of test documents

PURDUE  Text Categorization: Evaluation

UNIVERSITY

Contingency Table Per Category (for all docs)
n: total number of docs

Sensitivity: a/(a+c) truly-positive rate, the larger the better
Specificity: d/(b+d) truly-negative rate, the larger the better

Depends on decision threshold, trade off between the values
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PURDUE Text Categorization: Evaluation

UNIVERSITY

* Micro F1-Measure

— Calculate a single contingency table for all categories and calculate
F1 measure

— Treat each prediction with equal weight; better for algorithms that
work well on large categories
* Macro F1-Measure

— Calculate a single contingency table for every category; calculate F1
measure separately and average the values

— Treat each category with equal weight; better for algorithms that
work well on many small categories

PURDUE  K_Nearest Neighbor Classifier

UNIVERSITY

* Also called “Instance-based learning” or “lazy learning”
— low/no cost in “training”, high cost in online prediction

Commonly used in pattern recognition (5 decades)
Theoretical error bound analyzed by Duda & Hart (1957)
Applied to text categorization in 1990’s

Among top-performing text categorization methods
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PURDUE  _Nearest Neighbor Classifier

UNIVERSITY

From all training examples:

» Find k examples that are most similar to the new
document
— “neighbor” documents

» Assign the category that is most common in these
neighbor documents

— neighbors “vote” for the category
« Can also consider the distance of a neighbor
— a closer neighbor has more weight/influence

PURDUE  k_Nearest Neighbor Classifier

UNIVERSITY

® |dea: find your language by what language your
neighbors speak

(k=1) W (k=5) B

(k=10) ?

e Use K nearest neighbors to vote
1-NN:Red; 5-NN:Brown; 10-NN:?; Weighted 10-NN:Brown
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PURDUE K Nearest Neighbor:
crrrERen Technical Elements

- Document representation

 Document distance measure: closer documents should
have similar labels; neighbors speak the same language

* Number of nearest neighbors (value of K)
 Decision threshold

PURDUE Nearest Neighbor: Framework

UNIVERSITY

Training data D ={(x,,y;)}, X, €R",docs, y, {0,1}

Testdata xeRM The neighborhood is D, € D

Scoring Function {(X) = 1 ZSim(X, X,)Y,

X; €Dy (X)

Classification: 1if y(x)-t>0
0 otherwise

Document Representation: X; uses tf.idf weighting for each dimension

© 2019 Christopher W. Clifton
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PURDUE  choices of Similarity Functions

Euclidean distance (1, X,) =\/Z (X — X, )’
\"

Kullback Leibler

- - X
: d(xi,x2)=>» x,, log—
distance (X1, X2) ZV w 10 X,
Dot product X1*X2 = Z Xy * Xy,
v
. T - = Z le *XZV
Cosine Similarity  c0os(X1,X2) = =

IR

. - - vl 2 f
Kernel functions k(Xl,Xz):e’d(Xi'Xz)’z" (Gaussian Kernel)

Automatic learning of the metrics

PURDUE Choices of Number of Neighbors (K)

0.95 T T T T T T T T T
—&— Training
—&— Testing
0.9 1

0.85

08

Micro-F1

07

0.65

06

u] 1 ID 2ID 3ID 4ID 5ID EID ?ID E!ID QID 100
Number of Neighbors (K)

Trade off between small number of neighbors and large
number of neighbors

© 2019 Christopher W. Clifton
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PURDUE choices of Number of Neighbors (K)

UNIVERSITY

» Find desired number of neighbors by cross validation

— Choose a subset of available data as training data, the rest as
validation data

— Find the desired number of neighbors on the validation data

— The procedure can be repeated for different splits; find the
consistent good number for the splits

PURDUE Characteristics of KNN

UNIVERSITY

Pros

« Simple and intuitive, based on local-continuity assumption

» Widely used and provide strong baseline in TC Evaluation

* No training needed, low training cost

« Easy to implement; can use standard IR techniques (e.g., tf.idf)
Cons

» Heuristic approach, no explicit objective function

« Difficult to determine the number of neighbors

* High online cost in testing; find nearest neighbors has high time
complexity

© 2019 Christopher W. Clifton



PURDUE Problem:
Weighting of Terms

» K-NN treats all terms equally

— Frequent but unimportant terms may dominate
» Which terms are more important?

— TR.IDF?
 Solution — machine learning

— We have training data

32

PURDUE Naive Bayes Classification
* Naive Bayes (NB) Classification
— Generative Model: Model both the input data (i.e., document
contents) and output data (i.e., class labels)
— Make strong assumption of the probabilistic modeling approach

» Methodology

— Similar with the idea of language modeling approaches for
information retrieval

— Train a language model for all the documents in one category

© 2019 Christopher W. Clifton
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PURDUE Naive Bayes Classification

UNIVERSITY

» Methodology
— Train a language model for all the documents in one category

Category 1:(51,1@1,2 ..... allnl) — Language model 6,

— What is the language model? (Multinomial distribution)

— How to estimate the language model for all the documents in one
category?

PURDUE Naive Bayes Classification

UNIVERSITY

» Representation
— Each document is a “bag of words” with weights (e.g., TF.IDF)

— Each category is a super “bag of words”, which is composed of
all words in all the documents associated with the category

— For all the words in a specific category c, it is modeled by a
multinomial distribution as

p(dei,...den, |6,)

— Each category (c) has a prilor distr&bution P(c), which is the
probably of choosing category ¢ BEFORE observing the
content of a document

37
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PURDUE Naive Bayes Classification

UNIVERSITY

Maximum Likelihood Estimation:

 Find model parameters for a category that
maximizes generation likelihood:

6 =argmax p(dei,..,den, | 6,)
gC

There are K words in vocabulary, w;...wy

Data: documents de,...,den,

Ford, with counts c(w;), ..., c(w,), and length | 4|
Model: multinomial M with parameters {p(w,)}
Likelihood: Pr(de,...,den, [6)

38

0 =argmax p(dei,..,den, |6,)
2

PURDUE \jaximum Likelihood Estimation (MLE)

UNIVERSITY

ac dcn @ Ci (W) e Cei (W)
Pl B 10)= Hx(c (W) C.(wK JHF’ <11 1w

|@cty 8o 10) =109 Pty er 16) =33, (w,)log p,

i=1 k
I'(de,..den, |0) = ZZCCI(Wk)Iog 6, +/1(Z P —1)
i=1 k
ol chi (Wk) chi (Wk) Use Lagrange multiplier approach
= +4=0 = Py = il Set partial derivatives to zero
Opy Py A Get maximum likelihood estimate
N n chi (Wk)

Since z Pe=14 :_chci (W) :_Z| da| So, p=p(w)= I:1I1c

k ko=l i=1 Z|am|

i=1

© 2019 Christopher W. Clifton
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PURDUE Naive Bayes Classification

UNIVERSITY

e MLE Estimator: Normalization by simple counting
» Train a language model for all the documents in one category

z |ni1 Cci (W)
o
r]C

Oy

c'

p(w|6;) =

ci

e Category Prior:

» Number of documents in the category divided by the total number of
documents

PURDUE Naive Bayes Classification

UNIVERSITY

e Smoothed Estimator:
» Laplace Smoothing ]
oo 14D g (w)
p(w|6) = — =L
+ Ziil dci

> Hierarchical Smoothing Vocabulary

W[ 6,) = LP(W|6.)+ AP (W] Oyt )..o. + Ay PW o)

Number of Words in

» Dirichlet Smoothing

© 2019 Christopher W. Clifton

16



UNIVERSITY

e Prediction:

¢ =argmax p(c|d,)
Cc

p(©)p(d |c>}
p(d;)
—argmax p(c)p(d |c)} (Bayes Rule)

=arg max{

c

=arg max{ P p(w, | c)"i (Wk)} (Multinomail Dist)
c K

= arg max log(p(c)) + ZC (wy ) logp(w | C)}

Plug in the estimator

PURDUE Naive Bayes Classification

UNIVERSITY

e Example of Binary Classification

Two classes
¢ =argmax p(c, | d;) ERLICHL))
le[-+] p(c_|d)
c;i (W) n+
p(c, Id)OCH[ID(WkIC)] .
d c; (W) n_
p(c_ | )OCH[ (w [c)]" nn

PURDUE Naive Bayes Classification

© 2019 Christopher W. Clifton
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PURDUE Naive Bayes Classification

UNIVERSITY

e Example of Binary Classification

* p(c, | d;)
¢ =argmax p(c |d)—>
le[-+] pc_|d;)
Gi (W) n+
- w, | C -+
e, 1dy ) POl
log ( Ia)—Iog W n
p(c_|d; C; (W _
RIECALS) —

_ e : p(Wk |C+)
= Iog(n_ ] +§c, (w, ylog [—p(wk | c_)j

09 21D o[ 3 ) i)

PURDUE Naive Bayes =
UNIVERSITY Linear Classifier
@ denotes +1

[] denotes -1

10g PG 19 b s ) weight(w,)
b |d) k

© 2019 Christopher W. Clifton
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PURDUE Naive Bayes Classification

UNIVERSITY

* Summary
— Utilize multinomial distribution for modeling categories and documents

— Use posterior distribution (posterior of category given document) to predict
optimal category

* Pros

— Solid probabilistic foundation

— Fast online response, linear classifier for binary classification
* Cons

— Empirical performance not very strong

— Probabilistic model for each category is estimated to maximize the data
likelihood for documents in the category (generative), not for purpose of
distinguishing documents in different categories (discriminative)

50

PURDUE Naive Bayes Classification

UNIVERSITY

* Summary
— Utilize multinomial distribution for modeling categories and documents

— Use posterior distribution (posterior of category given document) to predict
optimal category

* Pros

— Solid probabilistic foundation

— Fast online response, linear classifier for binary classification
+ Cons

— Empirical performance not very strong

— Probabilistic model for each category is estimated to maximize the data
likelihood for documents in the category (generative), not for purpose of
distinguishing documents in different categories (discriminative)

63
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PURDUE o
UNTVERSITY Text Categorization (llI)

Outline

« Support Vector Machine (SVM)
A Large-Margin Classifier
— Introduction to SVM
— Linear, hard margin
— Linear, Soft margin
— Non-Linear SVM (kernel functions)
— Discussion

PURDUE History of SVM

UNIVERSITY

A brief history of SVM

+ SVMiis inspired from statistical learning theory by Vapnik
(2979) [3]

» Putinto practical application as “Large Margin Classifiers” in

(1992) [1]

SVM became famous for it success in handwritten digit

recognition [2]

SVM has been successfully utilized in

— Image detection

— Speaker identification

— Text categorization

— Many other problems...

[1] B.E. Boser et al. A Training Algorithm for Optimal Margin Classifiers. Proceedings of the Fifth Annual Workshop on
Computational Learning Theory 5 144-152, Pittsburgh, 1992.

[2] L. Bottou et al. Comparison of classifier methods: a case study in handwritten digit recognition. Proceedings of the 12th

IAPR International Conference on Pattern Recognition, vol. 2, pp. 77-82, 1994.
[3] V. Vapnik. The Nature of Statistical Learning Theory. 2" edition, Springer, 1999.

© 2019 Christopher W. Clifton
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PURDUE

UNIVERSITY

Support Vector Machine

- Consider a two-class (binary classification problem like
text categorization)

— Find a line to separate data points in two classes
* There are many possible solutions!
— Are those decision boundaries equally good?

PURDUE

UNIVERSITY

Support Vector Machine

A slight variation of the data makes some decision
boundaries incorrect

© 2019 Christopher W. Clifton
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PURDUE Large-Margin Decision Criterion

» The decision boundary should be far away from the data
points of two classes as much as possible

Indicates the margin between data points and the decision
boundary should be large

e
A s
] S
[} Vi ,"
z( //

e P Margin
o g

Positive and Negative Data
[] 0 [] points have equal margin

PURDUE | 5rge-Margin Decision Criterion

A;  ——— Margin
A , g

@ e
e P
. /" Closest positive data point to boundary
®
o W' X, +b=1
|:| U Closest negative data point to boundary
° .
S /A WX, +b=-1
[ [ []
D The margin is:
i 2
m — —
[[wl]

© 2019 Christopher W. Clifton
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PURDUE Linear SVM

UNIVERSITY

sLet {xy, ..., X,} denote input data. For example, vector representation of all
documents

sLet y, be the binary indicator 1 or -1 that indicates whether x; belongs to a
particular category ¢ or not

The decision boundary should classify all points correctly
yi(wix;+b)>1, ¥

The decision boundary can be found by solving the following constrained
optimization problem

1
Minimize 5||W||2

subject to y;(wlx; +b) > 1 Vi

PURDUE The Karush-Kuhn-Tucker Condition

UNIVERSITY

» The optimal solution of model parameter satisfies
o (l-y, WX, +b))=0 Vi
@ Support Vectors

{ai =0
or
(@ >0) A(1- Y, (WX, +b) =0)

» Each support vector x; has positive weight
» Non-support vectors have a zero weight

75

© 2019 Christopher W. Clifton
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PURDUE The Karush-Kuhn-Tucker Condition

UNIVERSITY

« The optimal solution of model parameter satisfies
— Each support vector xi has positive weight
— Non-support vectg; have a zero weight

A o
@ e
e
o D Prediction only needs to consider support
o |:| vectors; save storage and computation
(] ’ I:I

PURDUE 514 Margin Linear SVM Solution

UNIVERSITY

*The optimal parameters are
W = Z a; Y; X,
ieSV

y;(W'X, -b)=1 VieSV

Prediction is made by:

sign(WX —b) =sign(>_ «;y;(X; ® X) —b)

ieSV

© 2019 Christopher W. Clifton



UNIVERSITY

PURDUE The Karush-Kuhn-Tucker Condition

« What about data that isn’t linearly separable?

UNIVERSITY

PURDUE The Karush-Kuhn-Tucker Condition

* We tolerate some error for specific data points as

/
.
’ §
® .
, 2
® 4 ‘
, g
,
; b
, ,
, ,
@ ’
,
v .
® . .
/
/
,

.
. @
P
g ,
P
. .
—_ ’
. .
, P
. .
P .
@ .
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.
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PURDUE Soft Margin Linear SVM

UNIVERSITY

Introduction “slack variables”, slack variables are always positive

wixi+b>1-& yi=1
wixi+b<-14& yi=-1
£&>0 Vi

Introduce const C to balance error for linear boundary and the margin
1
SIwl?+Csi6
The optimization problem becomes

Minimize %HW“Q +COYE &
subject to y;(wlix; +b)>1-¢&, &>0

PURDUE Soft Margin Linear SVM

UNIVERSITY

*The dual of the problem for soft margin linear SVM is:

T 1 n -
max. W((_I) = Z o; — — Z a@_ajyiijf X,
=1 i=1,j=1
n
subject to € > a; 20, Y ayy; =0
i=1

wis calculatedas W' = )" a;y; X,
ieSV
This is very similar to the optimization problem in the linear separable case,
except that there is an upper bound C on a; now
Once again, a QP solver can be used to find a;

© 2019 Christopher W. Clifton

26



PURDUE Non-linear SVM

UNIVERSITY

« Linear SVM only uses a line to separate data points, how
to generalize it to non-linear case?

» Key idea: transform X; to a higher dimension space
— Input space: the space the point x; are located
— Feature space: the space of f(x;) after transformation

PURDUE Non-linear SVM

UNIVERSITY

— . ]

Key idea: transform|X; to a higher dim[elznsio pace

© 2019 Christopher W. Clifton
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PURDUE The Kernel Trick

» Recall the SVM optimization problem

1
max. W(a)= > a;—= > alajy,-'y
= 2, 1=
i=1 i=1,j=1
n
subject to C' > o; > 0, > aoyy; =0

i=1 Only need inner
product

The data points only appear as inner product

As long as we can calculate the inner product in the feature space,
we do not need the mapping explicitly

Many common geometric operations (angles, distances) can be
expressed by inner products

Define the kernel function K by K (x;,x;) = 6(x;) o (x;)

PURDUE Example Kernels

» Suppose f(.) is given as follows

¢([ 73 ]) = (1, V221, V222,23, 23, V22122)
« An inner product in the feature space is

(@[ 73] e([#])) = 0 + 2191 + 2212)?

* So, if we define the kernel function as follows, there is no
need to carry out f(.) explicitly

K(x,y) = (1 + z1y1 + 20y2)?

© 2019 Christopher W. Clifton
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PURDUE More Kernel Functions

UNIVERSITY

« Polynomial kernel with degree d
K(x,y) = (xTy + 1)

* Gaussian Radial basis function kernel with width o
K(x,y) = exp(—|lx — y[|?/(202))

» Two-layer sigmoid neural network
K(x,y) = tanh(sxTy + 6)

PURDUE Kernel SVM Solution

UNIVERSITY

*The optimal parameters are

W= Z Y ¢(X;)

ieSV

y;(W'X, -b)=1 VieSV
Prediction is made by:

SigNWX —b) = sign(3" &y, (#(X,) » $(X)) —b)

ieSV

=sign(>_ oy, (K(X;, X)—b))

ieSV
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PURDUE eyt Categorization: Evaluation

UNIVERSIT
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Performance of different algorithms on Reuters-21578 corpus: 90
categories, 7769 Training docs, 3019 test docs, (Yang, JIR 1999)
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