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Part I: Frequent Pattern-based 

Classification



Basic Idea

• Mine discriminative frequent patterns;

• Represent the data in the feature space of 
such patterns;

• Build classification models.



Application
• Transactional database

– Relational dataset, Customer transaction data, etc.

– Frequent itemsets

• Sequence database

– Protein sequences, Web log data, etc.

– Frequent sequential patterns or K-substrings

• Graph database

– Chemical compounds, Molecules, etc.

– Frequent substructures

Frequent pattern is a good candidate as features, 
especially for data with complicated structures.



Why Are Frequent Patterns Useful?

• Frequent pattern 

– A non-linear combination of single features

– Increase the expressive power of the feature space

• Exclusive OR example

• Data is linearly separable in (x, y, xy), but not in (x, y)
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Discriminative Power vs. 

Frequency

• The discriminative power of a feature is 
closely related to its frequency.

• The discriminative power of a low-
frequency feature is low!

• Theoretical analysis [Cheng et al, ICDE’07]



Information Gain vs. Frequency 
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Fig. 1. Information Gain vs. Pattern Frequency



Fisher Score vs. Frequency
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Fig. 2. Fisher Score vs. Pattern Frequency



Experimental Results



Graph Classification

• A learning approach to assign class labels 
(toxic/non-toxic, active/inactive) to graph 
data such as molecules or chemical 
compounds.

• Applications

– QSAR in chemical informatics

– Screening in drug design
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Challenges in Graph Classification

• Feature construction and selection

– Data not in readily available feature vector format

– Simple features such as atoms or edges not 

discriminative

– Structural features are better candidates

• Skewed class distribution

– AIDS anti-viral screen datasets

• Active class : only 1%

– NCI anti-cancer screen datasets

• Active class : around 5%



An Ensemble Approach 

• Structural features
– Discriminative frequent subgraphs

• Sampling
– Repeated samples of the positive class

– Under samples of the negative class

• Ensemble
– Build multiple classifiers based on different 

balanced data samples

– Reduce the variance introduced by sampling



ROC Plot



Experimental Results



Part II: Post-Processing of Mining 

Results



From Mining to Understanding and 

Application

Applications:

indexing, classification, prediction, clustering

bottleneck: huge number of patterns
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Post-processing of Mining Results

• Pattern Summarization [Yan et al, KDD’05]

– Pattern compression with a maximal preservation of pattern and 

support information by exploring pattern profiles

– Won Best Student Paper Runner-up Award

• Pattern Compression [Xin et al, VLDB’05]
– Find a set of representative patterns which can cover the rest of 

patterns with bounded distance

• Top-K Pattern Extraction [Xin et al, KDD’06]
– Pick the most important K patterns
– Avoid picking redundant patterns

• Semantic Annotation [Mei et al, KDD’06]
– Annotate a frequent pattern with in-depth, concise and structured 

information
– Won Best Student Paper Runner-up Award
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