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“Anytime,	Anywhere”	Access	via	Cellular	Networks
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3G/4G Networks

...



Mobility	Management	(MM)	Via	Handoff
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3G/4G Networks



Handoff	Stability
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Cell 1 Cell 3

Cell 2

Handoff

movement

§ Stability
¨ Converge given 

invariant settings 
(location, radio
quality, traffic, etc.)

Cell 1 Cell 3

Cell 2

§ Instability
¨ No convergence
¨ persistent loop: C1->C2-

>C3->C1->C2->C3…



Why	Stability	Desirable?
§ Handoff	comes	at	a	cost

¨ 100ms	~	10s	for	each	handoff
¨ Radio/network	resource	consumed	(e.g.,	3-8x	signaling	msgs)
¨ Service	degradation/disruption	(e.g.,	10-20x	slowdown)

§ Frequent	handoffs	->	much	more	pain
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Clarification
§ Instability ≠	Transient loops

¨ Not	ping-pongeffects	caused by radio dynamics &	user
movement

§ Our	focus: Persistent loop	
¨ Caused	by	fundamental	(persistent)	conflicts	(e.g.,	
misconfigurations,	inconsistent	policy,	logic	conflicts)

¨ Structural	property	in	mobility	management	
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This	Work
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§ Q1:	Does unstable handoff	exist in reality?

§ Q2:	When	(under	what	conditions)	shall	instability	
happen?	

§ Q3:	How to	detect	instability?	



Unfortunately yes!
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Q1: Does instability	exist?
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3-Cell	Loop	Example
§ Static,	40hr-loop
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1hr trace

Loop every few mins
(90% loops in 200s)

Cell1: 4G
Cell2: Femtocell (3G) 
Cell3: 3G

Cell 1 Cell 3

Cell 2



Negative	Impacts	Verified	in	Real-world

§ Excessive	signaling	
overhead
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How	Can	It	Happen?
§ Handoff:	Trigger-decision-execution

§ Configurable
¨ Tunable para &
decision logic

§ Distributed
¨ Local	decision	&
configurations
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Loop	Caused	Inconsistent	Configurations
§ Different preferences	driven	by	diverse needs

¨ C1àC2	(4GàFemtocell):
traffic	offloading
¨ C2àC3	(Femtocellà3G):
Equal	preference,	better	radio
¨ C3àC1	(3Gà4G):
Higher	preference	(likely	higher	speed)
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Cell 1
Cell 3

Cell 2

Cell Pref
Cell 1 4
Cell 2 6
Cell 3 3

Cell Pref
Cell 1 N/A
Cell 2 3
Cell 3 3

Cell Pref
Cell 1 5
Cell 2 3
Cell 3 3

Well-justified individual handoff policy
≠

Well-behaved handoff	among	cells

Pref1,1< Pref1,2

Pref3,3
< Pref3,1

Pref2,2= Pref2,3
Radio3 > Radio2



Formulation	and analysis	(Details	in	the	paper)
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Q2: When shall instability happen? 



Formulation
§ Each	handoff	decision:	

¨ s, t:	serving/target cell
¨ Fs:	decision	logic (function) for	serving	cell	s
¨ C:	set	of	candidate	cells (with runtimemeas)
¨ P: configurableparameters

§ Handoff	sequences:	sàc1à…à cià [ci+1 =	Fci (ci)]à…àt

§ Stability:	for	any	invariantmeasurements,	any	handoff	
sequence	always	converge	to	a	single	cell	t
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sà[t = Fs(C,P)]



sà[t = Fs(C,P)] ? 

§ Idle-state	handoff	(w/o	traffic)

§ Active-state	handoff	(w/	traffic)



Idle-State	Handoff
§ Easy!
§ Regulated by	3GPP	standards
§ Based	on	radio	evaluation
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Idle-State	Handoff
§ Radio-only handoff
§ Fs:	known	(same	at	cells)
§ P: configurable parameters	(preferences	&	thresholds)
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Active-State	Handoff
§ Not	easy!
§ Not	fully	regulated	(e.g,	Vendor-specific	polices)
§ Based	on	radio	and/or	non-radio	evaluation
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Causes of Instabilities: A Classification

§ Uncoordinated	configurations
¨ Inconsistent	preferences
¨ Inconsistent	thresholds
¨ Active-idle	misconfigurations

§ Loop-prone	decision	logics
¨ Active-active	logic	conflicts
¨ Active-idle	logic	conflicts
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Instability	Conditions
§ Inconsistent	preferences	(loop	in	preference	settings)

Active-Idle	Logic	Conflict
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A	persistent	loop	c1à…à cn à c1	can	always
happen	under	some	invariant	measurements,	if	

1. At	least	one	cell	ci configures	Prefi,i <	Prefi,i+1
2. Every	cell	cj configures	Prefj,j <=	Prefj,j+1,	Prefn,n <=	

Prefn,1

Proposition-1



Other	Instability	Conditions
§ Inconsistent	radio	thresholds	(Prop-2)

¨ In	fact,	preferences	+	thresholds

§ Active-Idle	misconfiguration	(Prop-4)
¨ Similar	to	Prop-2,	but	radio	conditions	are	necessary	but	not	sufficient	 for	

active	handoffs

§ Active-active	logic	conflicts	(Prop-5)
¨ When	radio	evaluation	is	involved

§ Active-Idle	logic	conflicts	(Prop-6)
¨ Loop-prone	in	case	the	active	handoff	does	not	evaluate	radio	conditions
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Detection	and	real-world	check
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Q3: How to Detect Instabilities? 



In-Device	Detection	
§ Approach: given configuration	parameters/logics, check

(in)stability conditions
§ No	data	from	operators!
§ In-device:	infer	network-side		configurations	and	decision	

logics
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Experiment	Settings
§ Twomajor U.S. mobile	network	operators	
§ In	two	US	cities	(Los	Angeles,	CA	and	Columbus,	OH)
§ 50 outdoor locations,	63 indoor locations,

§ 21 instances of instabilities detected	and	observed	in
reality,	covering	all	the	categories
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Inconsistent	Preferences
§ 17	instances	found in

one U.S. operator
§ Diverse	causes	in	

reality
¨ L1:	4G-Femtocell-3G:	

uncoordinated	goals
¨ L2:	4G-Femtocell-2G-

3G:		device-side	
misconfiguration

¨ L3:	4G-4G:	imprudent	
4G	infrastructure	
upgrade
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c1 (4G, band 17)

c2 (4G, band 2)

c3 (4G, band 4) c4 (Femtocell)

c5 (3G, band 850)

c6 (3G, band 1900)

c7 (2G)



Inconsistent	Thresholds
§ None
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Active-Idle	Misconfiguration
§ L4:	3G-Femto

§ 1	instance	found	in	both	U.S. operators
§ A	design	loophole	in	3G	Radio	Resource	Control	(RRC)	
protocol
¨ Active-state	handoff:	thresholds	of	radio	quality	conflict	with	
idle-state	handoff	decision	logic
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Active-Active	and	Active-Idle	Logic	Conflicts
§ Active-Active	logic	conflicts

¨ L5:	4G-4G
¨ 1	instance	in	one	US	operator

§ Active-Idle	logic	conflicts
¨ L6:	3G-3G	(both	operators)
¨ L7:	3G-Femto	(one	operator)
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(Idle) Pref2,1=Pref2,2
γ1> γ2 +3dBm



How	Common?
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Avg. cell#/spot Unique cell#
US-I US-II US-I US-II

#4G 2.6 2.1 120 92
#3G 3.4 2.4 97 66
#2G 5.4 5.6 58 64
#All 11.4 10.1 275 222
(a) Statistics of outdoor cell deployment
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(c) Indoor radio signal strength at 50 spots in US-I
Figure 9: Summary of outdoor and indoor deployment.

#Scenario Occurrence of Loop occurrence
instances Misconfigurations or (parameter+logic

Loop-prone logic +observation)
L1: 4G-Femto-3G 8 96.8% 25.0%
L2: 4G-Femto-2G-3G 8 96.8% 0.49%
L3: 4G-4G 1 2.2% 2.2%
L4: 3G-Femto 1 96.8% 9.4%
L5: 4G-4G 1 1.6% 1.6%
L6: 3G-3G 1 63.4% 2.15%
L7: 3G-Femto 1 96.8% 0.49%

Table 4: Loop occurrence probability in US-I.

servations in persistent loop is reasonable in practice: in response
to runtime radio measurement, both US-I and US-II’s handoff
decision-makings takes no more than 141.4ms and 266.5ms (§3),
respectively. For comparison, for all the tested indoor spots, 95% of
cells’ signal strength change at same spot takes more than 229.5ms
(5.10s) in US-I (US-II), which is much slower than handoff deci-
sion making. So during the handoff decision, it is safe to make the
invariant runtime observation assumption.

The detailed findings on each category have been described in
Sections 5 and 6. With our tool, we have found 21 instances of po-
tential misconfigurations and/or loop-prone logics, which are fur-
ther classified into 7 categories. For each category, we further run
indoor experiments to validate its existence, and estimate its occur-
rence probability. For each indoor spot, we run a 24-hour test and
record the looped handoffs between cells. Table 4 lists the occur-
rence probability of problematic configurations (left column), and
the occurrence probability of loops (right column) observed at one
specific location. Other locations have similar results. It shows
that, instabilities occur in 2G, 3G and 4G networks, with vary-
ing occurrence probabilities. From these instances, we show that,
loops with both the uncoordinated configurations and loop-prone
decision logic indeed exist. Although carriers have applied at least
two prudent rules to mitigate loops, configuration conflicts still ex-
ist for various reasons, such as diverse handoff goals, the incre-
mental and/or unplanned cell deployment, the device misconfigura-
tion, and the design defects for the connection control mechanism.
Loops incur negative impacts upon both the user and the network.
We notice a big distinction between both columns, which reflect the
gaps of the root causes and the actual impact. The reason is that,
the occurrence of actual loops (right column) is also affected by an-
other runtime observations, which may not always be satisfied. It
has two implications. First, misconfigurations or loop-prone logics
that may trigger persistent loops are not rare in reality. Most set-
tings are problematic once femtocells are deployed. It indicates that
the operator’s network infrastructure is not fully upgraded to handle
small cells which can be deployed by users. Second, although the
misconfigurations occur with high probability, the satisfying signal
strength that triggers loops do not always occur. For example, only
L1 (25%) is relatively common and other loops like L2, L3, L5,
L6 and L7 are rarely observed (below 2%). This is attributed to
good practice and satisfactory coverage in radio planning and cell
deployment.

8. DISCUSSIONS
We now discuss how to fix the configuration conflicts and their

resulting loops. Given that persistent loops hurt both the user per-
formance and the network’s operation, we envision that both car-
riers and users have incentives to remove loops. We next propose
solutions to both sides.

8.1 Network-Side Coordination
The carrier should coordinate cells’ local configurations to avoid

handoff instability. There are two issues to be addressed: (1) How
to resolve loops from the existing handoff configurations, and (2)
How to avoid new persistent loops from configuration updates?
Fixing existing loops. The carrier can take two steps. First,
the operator should check if configuration conflicts exist at each
location. This can be done with our loop detection tool (§7).

In the second step, conflicting configurations in loop may be co-
ordinated for stability. It should be noted that, there can be more
than one way to fix each loop. Consider the actual loop with the
Femtocell involved in Figure 4 (§5.1.2). At least two fixes are avail-
able: (i) on 4G Macrocell, assign lower preference to Femtocell, or
(ii) on Femtocell, assign lower preference to 3G Macrocell. The
carrier may pick either one based on its demand. For example, ap-
plying (i) can provide users with high-speed data service in 4G,
while choosing (ii) enables traffic offloading from 4G to 3G.

However, not all schemes are bullet-proof. New loops may ap-
pear when fixing old ones. For example, the following scheme
can also fix the above loop: (iii) on Femtocell, assign higher
preference to 3G Macrocell. However, this causes a new loop
Femtocell ! 3GMacrocell ! Femtocell, because it violates
Proposition 1. To address this, one could detect the loop again after
the fix, and resolve new loops. But this requires enumeration of
all configurations. More importantly, there is no guarantee that all
loops will be finally fixed.

We propose a general guideline to determine a safe loop fix. As-
sume a fix requires to modify the configuration for ci ! cj . Our
guideline imposes a monotonic condition over this fix:
Guideline 1. (Safe configuration update) For any runtime mea-
surements that cannot trigger ci ! cj before the configuration
update, it should not trigger ci ! cj after the update.

If Guideline 1 is followed, it is straightforward to prove that, for
any loop that exists after this configuration update, it must have
already existed before the update. New loops cannot appear
thereafter. No extra actions are needed after the old loop fix. So if
all fixes obey this rule, all loops will be ultimately fixed.
Handling policy update. The handoff configurations or deci-
sion logics can change over time for various reasons, including
incremental/unplanned cell deployment, tuning some cells’ hand-
off goals, etc. The carrier may expect to retain stability after the
update. We discuss how to achieve this in a single configuration
update ci ! cj , assuming that stability is guaranteed before the
change. Stability with multiple updates can be ensured with each
step satisfying the following criteria.



Discussion:	Fix	Guidelines
§ Network-side	solution

¨ Self-check	of	configuration	conflicts
¨ Safe	configuration	update	(loop-free)
¨ Handle	policy	update	(dynamics)
¨ Runtime	migration		(history	information)

§ Device-side	solution
¨ In-device	detection
¨ Break	the	loop	(requires	access	to	phone	chipset)
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Conclusion
§ Instability exists in mobilitymanagement plane

¨ Distributedmanagement in nature

§ Instability can be preventedwith coordination of mobility
management
¨ Regulation of parameters and decision logics are necessary

§ More	research	aspects remain open
¨ Other	structural properties: reachability,	optimality,	convergence	

speed,	etc.
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Thank	you!	

http://web.cse.ohio-state.edu/~chunyi/projects/mmdiag.html

MobileInsight (tool):	http://metro.cs.ucla.edu/mobile_insight/
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