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ABSTRACT
Video streaming is a major source of unprecedented traf-
fic growth in mobile networks, especially in high-speed 4G
LTE networks. However, video streaming also poses a criti-
cal challenge on energy consumption. The battery-on smart-
phones and tablets can not sustain active online video stream-
ing for several hours over cellular networks. In this paper, we
seek to understand how DASH (Dynamic Adaptive Stream-
ing over HTTP) based video streaming can be energy effi-
cient in the context of LTE networks. We profile the impacts
of different streaming strategies and configurations (i.e., seg-
ment length and buffer size) on energy consumption. We
analyze radio resource control (RRC) to explain and quan-
tify their impacts. Our measurements in real LTE networks
show that there still exists a large saving space (more than
30%) for us to improve energy efficiency of mobile devices
using appropriate DASH settings. The saving space in some
extreme cases can be even larger.

CCS Concepts
•Networks → Mobile networks; Application layer pro-
tocols; Network measurement;
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1. INTRODUCTION
Video streaming is primarily going mobile. Thanks to the

rapid deployment of high-speed 4G LTE networks, more and
more traditional services and businesses on the PCs have
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moved to mobile devices. There is no surprise that video
streaming is the most popular online service which will con-
tribute to 80% of the internet traffic in 2019, up from 64% in
2014 [12]. More and more users watch videos on their hand-
held smartphones and tablets through cellular networks. It
facilitates anytime, anywhere watching experience (at the
cafe, airport, bus, subway, train, etc.). Moreover, LTE of-
fers much faster access (more than 10Mbps) than 3G (several
hundred Kbps to several Mbps) and supports high-quality
video services.

The popularity of mobile video streaming raises one crit-
ical issue in the mobile context, which is the energy con-
sumption of mobile devices. The battery technology is far
behind the rapid development of mobile processors and mo-
bile networks. Mobile users have to worry about their bat-
tery capacity when they watch videos online. For exam-
ple, the power consumption varies widely from tens of mil-
liwatts (idle) to several watts (video watching) and the bat-
tery drains fast. As a result, energy-efficient video streaming
is highly desirable to boost mobile user experience.

Video streaming has been actively studied in the recent
years. Most research and industry efforts have been de-
voted to improving QoS (Quality of Service) and user ex-
perience on different aspects such as video quality, relia-
bility, download speed [13, 19]. Wei et al. proposed a
power efficient video streaming mechanism on mobile de-
vices over cellular networks [21]. They developed an analyt-
ical model to identify and quantify the power inefficiency in
mobile video streaming, considering the mismatch between
HTTP request schedule and the radio resource control sched-
ule. Li et al. designed GreenTube [17], a system that op-
timizes power consumption for mobile video streaming by
judiciously scheduling downloading activities to minimize
unnecessary active periods of 3G/4G radio. Huang et al.
gave a close examination of power consumption of Android
phones running various apps over LTE networks [14].

However, there still has been no comprehensive under-
standing of real power consumption of mobile video stream-
ing in 4G LTE networks, especially the impact of stream-
ing settings. In this work, we investigate the energy con-
sumption of video streaming strategies. In particular, we
study DASH, the most popular protocol for video content
providers to delivery high QoS and reliable streaming [22].
We profile the impact of different DASH settings (i.e., video
parameters and player configurations). We focus on two



Figure 1: DASH-based video streaming system.

main factors, which allow reconfigurations initiated by the
video providers or demanded by mobile clients. We measure
the power consumption in real LTE networks in a variety of
scenarios and quantify their impact and room for improve-
ment. We also look into 4G LTE network factors to un-
derstand the root cause. We examine the RRC procedure,
which is the widely used in 4G LTE networks to support
video streaming or other mobile data traffic. We uncover
that the underlying RRC transition in 4G LTE networks
allows sufficiently large room (more than 30%) to improve
energy efficiency for video streaming.

We make three main contributions in this work.

• We measure power consumption of video streaming in
real 4G LTE networks and profile the impact of DASH
streaming parameters (segment length and buffer size).

• We deduce the root causes of power inefficiency through
analyzing the real RRC trace in 4G LTE cellular net-
work.

• We quantify the potential energy saving space. We also
discuss possible new solutions, which may effectively
reduce the energy consumption in DASH-based video
streaming.

2. BACKGROUND
HTTP streaming is the most popular video delivery tech-

nology for online video play back [15, 23, 16]. Typically,
encoded video content in a pre-defined file or delivery for-
mat is sliced into may short segments (“chunks”). The URLs
and other metadata about these chunks are published by in a
manifest file or files associated with the video content. The
client downloads the manifest file first to learn about the
segments it needs, downloads these segments over HTTP,
and plays them back seamlessly in a video session. At any
point, the client can switch from a high bitrate segment to a
lower bitrate segment (or vice-versa) based on the network
bandwidth available or other conditions at the client. This
is one of the biggest benefits of HTTP streaming. Also,
this leverages the HTTP caching infrastructures at Content
Delivery Networks (CDNs) and Internet Service Providers
(ISPs) bringing the total cost of operation much lower for
large scale video delivery [18].

DASH stands for Dynamic Adaptive Streaming over HTTP,
which is an ISO/IEC MPEG standard for HTTP Stream-
ing [9], known as MPEG-DASH. There are several DASH
implementations that are widely deployed for large scale
video delivery. The media presentation description (MPD)
is the DASH-defined manifest file that the DASH client uses
to discover the DASH media segments [20].

Figure 2: Measurement setup.

Figure 1 depicits a typical DASH video streaming sys-
tem [22]. A DASH-based server breaks and divides a single
video file into segments, which are shown as black boxes
in the figure. During the process of video streaming, seg-
ments are delivered to clients in order and stored in the
player/browser’s buffer. At the very beginning of video
streaming, the client retrieves the MPD metadata first and
extracts the content and segment information from it.

3. METHODOLOGY
We measure the power consumption of video streaming

on the smartphones in real LTE networks to quantify the
impact of DASH settings.

DASH Streaming Testbed. We first build a testbed as
illustrated in Figure 2. A smart phone in 4G LTE net-
work is connected to a Monsoon Power Monitor and works
with the power provided by the power monitor. The DASH
player is on the client side when the mobile phone is using
online video streaming service in 4G LTE networks. This
controlled testbed environment aims to minimize the inter-
ference from unknown external factors (e.g., proprietary seg-
menting) used by public video servers.

We choose DASH-IF, a popular open-source DASH ref-
erence player as our video player on the client side [1]. To
be compatible with the DASH reference player, we deploy
our own video server on the local machine using Jetty [2],
which is also open source and supports both HTTP/1.1 and
HTTP/2 protocols. The DASH-IF player is running on the
client, and it can stream both global and local video sources
with adaptive bit rates. To support video streaming, we
partition video sources into DASH-supported segments in
advance using MP4Box[5].

Measurement Methodology. We use an external Mon-
soon power monitor [4] to record the real-time power con-
sumption of the test phone (Figure 2). We test with two
phone models: Samsung Galaxy S5 and Note 3 over two US
LTE carrier networks: T-Mobile and AT&T. We test with
three video sources (10 minute, 5 minute, 3 minute) with
different video qualities (360p, 720p and 1080p).

We observe the consistent results in such settings, and
the results presented in this work are mainly for the S5
phone running a 10-minute video streaming over T-Mobile
networks. We run tests at different locations where LTE
speed and radio signal strength vary. At each location, we
vary the settings of the segment length and the buffer size.
Each scenario has 5 runs. We manually disable Adaptive
Bitrate Streaming(ABR) in order to eliminate the impact of
time-varying video rates and traffic patterns (varying traffic
sizes in different runs). To this end, we fix the video source
quality (360p, 720p or 1080p) each time.
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Figure 3: Power logs in case of video streaming (on-
line) and playing (offline) and background (no video
activity) mode.

To make traces comparable, we fix the other phone set-
tings for screen brightness and volume, and disable the data
usage for background services and other applications in all
the tests. In particular, We use the highest brightness and
mute voice and play all the videos in the Chrome browser.

In addition to the power consumption logs, we also collect
network traffic traces through tcpdump. In the meantime,
we also collect the cellular network events for further RRC
analysis. We develop MobileInsight [3], an in-device tool
to record RRC message exchanges and retrieve precise in-
stantaneous RRC states. This works similar to QXDM [6], a
professional cellular network debugging tool developed by
Qualcomm.

LTE Power Extraction. In order to extract power con-
sumption solely for video content transmission over LTE net-
works, we need to tackle the problem that the power con-
sumption is measured as the whole. The power can be used
to run basic operations (CPU, memory), play on the dis-
play (screen) and transmit video content over LTE network.
To separate it, we run both the streaming test (online) and
the playing-using-local-file (offline) test and extract network
transmission power by comparing them. Figure 3 shows the
power logs in the online video streaming, offline video play-
ing and background modes. The gap between the online and
offline mode roughly represent the power for video transmis-
sion over LTE. On the mobile client side, there are three
major activities: (1) periodically or on-demand retrieving
segments from the video server, (2) playing the video in a
player embedded in a webpage, and (3) performing basic
service to maintain and manage mobile network connectiv-
ity. The major difference between offline and online modes
is that, the online streaming gradually downloads requested
video segments during the playback while the offline down-
loads all the segments in advance and does not incur any
transmission during the playback. We also observe that data
transmission exhibits a clear active-idle pattern. We com-
pare it with the tcpdump traffic trace and learn that data
transmission stays active only in a small time window (e.g.,
34–38 seconds) and moves to idle afterwards. The cycle
matches with the client requests for new segments.

Res Online(mW) Offline(mW) Nw(mW)
360p(2sec) 2208 1877 331 (100%)
720p(2sec) 2434 1913 521 (157.4%)
1080p(2sec) 2632 2013 619 (187.3%)
360p(4sec) 2127 1877 250 (100%)
720p(4sec) 2274 1913 361 (145.0%)
1080p(4sec) 2469 2013 456 (183.1%)

Table 1: Impact of video source quality (resolution)
on energy consumption.

4. MEASUREMENT RESULTS
in this section, we now measure the impacts of various

DASH-based video streaming factors.

4.1 Video Quality (Resolution)
We first look into the video quality. The video sources

with higher resolution usually consume more power than
the lower-resolution ones. It affects the power consumption
of both video playback and network activities because the
higher-resolution ones need to deliver and process/display
more content. We test with various resolutions (360p, 720p,
and 1080p) using two segment lengths (2s and 4s) and show
the average power consumption for data transmission in Ta-
ble 1. We use one video source called Timer, where a timer
(of varying durations) is invokes and the video frame changes
every second.

The average power of playing the 360p video source us-
ing 2-second segments is 2208 mW, where 1877 mW is con-
tributed by video player and other local components, and
the remaining 331 mW is consumed by network activities.
The transmission power consumption grows as the resolu-
tion increases. For those using 2-second segments, the trans-
mission power increases by 190mW (57.4%, 720p) and 371
mW (87.3%, 1080p) than the 360p one. It is similar for
those using 4-second segments. The impact of segment is
studied next and basically, the absolute power consump-
tion decreases as the length expands. In the meanwhile,
non transmission parts (i.e., video playing and other compo-
nents, the offline power) also consume more power as the res-
olution grows. It goes up from 1877mW (360p) to 1913mW
(720p) and 2013mW (1080p). In total, with the setting of
2-second segment length, the 1080p video consumes 16.1%
more power on average than the 360p one. The local activi-
ties (offline) consume 7.2% more, and the network activities
consume 87.3% more. The 720p video consumes 10.2% more
power on average where The local activities consume 1.9%
more, and the network activities consume 57.4% more. Fig-
ure 4a shows the overall comparison for different resolutions.

Finding 1: Streaming videos with higher resolution will con-
sume more power in the video player, screen, and other
player components. In addition, higher resolution also greatly
brings up the power consumption of network activities.

4.2 Segment Length
To learn the impacts of different segment lengths, we cre-

ate 3 different segment length settings (2 seconds, 3 seconds,
and 4 seconds) and partition the same video source into dif-
ferent segment sets. We measure the power consumption of
streaming the 720p version and the average power consump-
tions are 2434 mW, 2295 mW, and 2274 mW, respectively.

By subtracting the power consumption for offline activi-
ties, which is stable from total power consumption, we ob-
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Figure 4: Power consumption under various conditions.

tain that the power consumption of network activities with
2sec segments is 521mW, with 3sec segments is 381 mW,
with 4sec segments is 361 mW. For the 720p video source,
utilizing 3-second segments can save 26.9% power in network
activities, while utilizing 4-second segments can save 30.7%.

From Table 1, we can observe that the average network
power consumption for 360p video with different segment
lengths. In 360p video streaming, 4-second segments video
can gain a saving of 24.8%. In 1080p video streaming, 4-
second segments video can reach the saving of 26.5%, which
is 164mW. It is obvious that, the traces with 4 second seg-
ment length consume lower power than the traces with 2
seconds segments and 3 seconds segments. The total energy
gap for a single 600-second video trace between 2 seconds
length and 4 seconds length is 48.6 J for 360p, 96 J for 720p,
and 97.8 J for 1080p. Figure 4b shows the power comparison
with different segment lengths for 720p. We observe that the
power consumptions of video player and other components
remain the same with different segment length, since the
video content remains same. Therefore, the entire energy
saving comes from the network activities. The increase in
resolution leads to both higher overall and network power
consumptions. With the trend of increasing video resolu-
tions in today’s major video streaming services, the room
for power savings keeps growing.

Finding 2: The power consumption of video streaming de-
creases as the video segment length grows. The additional
power consumption for smaller video segments is entirely
contributed by the network activities.

4.3 Buffer Size
Different buffer sizes also lead to different outcomes of

the experiments. To fairly compare the traces with differ-
ence only in buffer sizes, we pick the video Timer with 720p
resolution and 2 second segment length. By adjusting the
buffer size parameter in the source code of DASH-IF refer-
ence player, we make the player retrieve more segments at
one time. Our current approach increases the throughput
in the first retrieve in the entire video, while the later deliv-
eries maintain the same under different buffer settings. In
the first retrieve, more video segments will be filled into the
video buffer if the buffer has larger capacity. We believe the
power and energy consumption can be further deducted if
more video segments can be filled into buffer in each retrieve
throughout the entire session.

In total we have three options for buffer size, including 30
second, 45 second, and 60 second. The 720p video consumes
average power of 521 mW with 30 seconds buffer size. How-
ever, this number becomes 494 mW if we switch the buffer
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Figure 5: Power consumption under different signal
strength.

size to 45 seconds, and 422 mW if we switch the buffer size
to 60 seconds. It is obvious that the traces with larger buffer
sizes consume less power than the traces with smaller buffer
sizes. The DASH-IF Player will continuously accept new
segments before its cache is filled. This procedure makes
the transmission become more consistent instead of discrete
video files transmitting. In this case, some TCP warm-ups,
RRC tails, and some other meaningless high power consump-
tion periods are reduced since less deliveries were made, and
the entire energy saving emerges. Figure 4c shows the dif-
ferences for diverse buffer size settings.

Finding 3: Increasing buffer size enables the video player
to retrieve more video segments in a single receiving ses-
sion, which can significantly reduce the power consumption
of network activities.

4.4 Signal Strength
In order to see the impact of signal strength on power con-

sumption of video streaming, we monitored and recorded the
power and packet traces in video streaming under different
network signal conditions.

We pick the video Timer with 720p resolution and 2-
second segments, and played them in an area with strong
LTE signal strength and an area with weak LTE signal cov-
erage. Their radio signal strengths are about (-100, -95)
dBm (strong) and (-118, -113) dBm (weak). Measured by
the instant speed test, the transmission speed in the strong
signal area was around 8 to 20 Mbps, while the speed is only
around 3.0 to 3.8 Mbps in the weak signal area. According
to our traces, the average power consumption of network
activities is 659 mW when the streaming is under weak sig-
nal coverage, while it is only 521 mW when the signal is



Figure 6: RRC State Transitions.

strong. Figure 5 shows the difference for strong and weak
signal strength areas.

Finding 4: Signal strength is also an impact factor. The
better the signal strength is, the lower the network power
consumption will be.

5. ANALYSIS AND POTENTIAL GAIN

5.1 RRC states
By monitoring the RRC state of the smart phone during

the process of video streaming, we see the power waste is
closely connected to RRC state Transition.

As a well studied topic, RRC refers to Radio Resource
Control protocol [8], is a well-designed mechanism to take
charge of connection establishment and release functions.
RRC protocol defines two RRC states for a device in the 4G
LTE network, including IDLE and CONNECTED. The de-
vice automatically goes into CONNECTED when it starts to
conduct mobile data transmission, while it will be switched
back to IDLE once all the transmissions are terminated and
no more packets will be delivered [7].

RRC state transitions. When in the IDLE state, the
User Equipment(UE) is set in DRX (Discontinuous Recep-
tion) mode which obviously reduce the UE consuming power
into a very low level. When UE is trying to send/receive one
packet no matter how much the size is, the RRC state will be
triggered into RRC connected state and corresponding UE
power state should be promoted into a high level. It adds
two sub-states: Short DRX and Long DRX with different
periods for discontinuous reception.

Figure 6 shows how RRC states change in 4G LTE net-
works. Regardless of initial state, the RRC mode will be
changed into continuous reception state instantly when data
transmission activity begins. The only difference is the pro-
motion time is different. The DRX mode may take more
time than Long DRX and then short DRX (DRX > Long
DRX > Short DRX). On contrary, RRC experiences de-
motion procedure from continuous reception to DRX mode
when no data is delivered. It is controlled by different in-
activity timers. It take a long path and is performed step
by step. Here, CX→ Short DRX → Long DRX → DRX.
This is why one data transmission costs additional power to
maintain the RRC state.

RRC impact. A real entire RRC state changing should
have this state changing process: Idle camped Connecting →
Connected → Closing → Idle Not Camped → Idle Camped.
Based on the preliminary study, our experiments should ex-
perience six states except IRAT To LTE Started state and
Inactive State during the packet transmission.

Figure 7 has shown the actual RRC states in our online
video streaming traces, from this we can see that the RRC
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Figure 7: RRC State changes in segment delivery.

state does not return to IDLE right after the end of the
packet delivery. Instead, it remains in a connected state for
approximately 10 seconds before it goes to “Idle Camped”
state, which consumes more power than idle state. This
period is always defined as RRC tail period, which has been
proved to be one of the sources of power wasting.

Every time when the DASH-IF player retrieves video seg-
ments to fulfill its buffer, the smart phone has to go into
connected state, which brings TCP warm-up and other un-
necessary energy wasting periods. After each retrieving, the
smart phone has to go through the RRC Tail period, con-
sumes more energy. In other words, fewer retrieving sessions
cause fewer energy wasting procedures especially RRC Tail.

5.2 Potential Saving Space
Network power is the part that contains major poten-

tial space for energy saving, as the different settings in this
section have created variations only in network parameters.
From the tables and figures we can learn that the network
power decreases with the positive growth in segment length,
decreases with the increase in buffer size, decreases with the
down grade of video resolution, and increases with the de-
crease in signal strength and network speed. Compared to
the same video Timer with 2-second segments, video with
4-second segments can reduce the average network power by
up to 30.71%, and save up to 97.8 J of energy in the entire
video.

The video played in the player with buffer size of 60 sec-
onds can leverage the average network power by 19% com-
paring to the player with 30-second buffer. If further modi-
fication applied to the DASH-IF reference player can make
the buffer retrieve larger set of segments continuously, the
reduction can be significantly larger.

In future, delicate designs of video streaming services un-
der LTE may consider the above points in order to achieve
better energy efficiency. To reduce the effect of RRC tail,
TCP warm-up, and other power-consuming processes, the
newly designed video player may merge the segment trans-
mission. When the network condition is good enough, the
client can be provided with options of larger segments. The
DASH-IF video player can be equipped with larger buffer
sizes, which can help the player to retrieve more segments
in each single transaction. Based on these new functions, the
video player can maintain a better balance between quality
of experience and energy efficiency.

6. RELATED WORK
Recent years have witnessed active studies of video stream-

ing in the literature to improve quality of experience (e.g., [15,
19, 16, 18, 13] and energy efficiency (e.g., [17, 21]). Our work



differs from them in the scope and/or the methodology. Re-
searchers seek to optimize streaming performance/experience
over the Internet; They either adjust video rates adaptive to
network conditions [15, 19, 13], leverage cooperation or CDN
(caching) [16, 18] to improve network transmission quality;
They do not target at specific 4G LTE networks. [17] mea-
sures the power consumption of various caching mechanisms
in video streaming and it mainly considers 3G networks. [21]
proposed to optimize power efficiency on mobile devices but
it is based on models, not real measurements. Our work
is to conduct real experiments to measure the impact of
DASH video streaming settings on power consumption over
4G LTE networks. RRC power consumption has been also
widely investigated [14, 10, 11]. These studies focus on the
energy consumption of the RRC cycles but do not consider
the impacts on video streaming.

7. CONCLUSIONS
Throughout this paper we profile and analyze power con-

sumption of different video streaming strategies using DASH
in LTE networks. From the measurement and analysis, we
learn that the longer segment length and larger buffer size
can reduce power consumption and eventually waste less en-
ergy. The RRC state should be one important factor that
impacts the power. According to our statistics, the poten-
tial energy saving on network transmission can be more than
30%, which is significant for mobile devices in LTE net-
works.
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