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ABSTRACT
In this paper, we study an important, yet unexplored problem in
operational cellular networks: How close is the actual performance
each mobile device gets in reality from what the device could have got
at best? Fundamentally, this gauges the bridgeable performance
gap for the device. It is deemed as the missed performance because
the device fails to achieve the feasible, higher performance. In this
work, we report our preliminary results that uncover, quantify, and
understand such missed performance in the wild. We have con-
ducted extensive measurements in the small city of West Lafayette,
IN to quantify and analyze such performance gaps over four top-
tier US carriers, all running 4.5G LTE-Advanced. Our study shows
that, significant performance miss indeed happens and happens
quite frequently. We have seen that, downlink throughput is merely
750 Kbps, while 47Mbps is available and feasible (60x miss) at one
location; At more than 20% places, the missed data throughput
(ratio) for four carriers is no less than 30 Mbps (7.4x, AT&T), 22.6
Mbps (6.8x, Verizon), 12.1 Mbps (6.9x, T-Mobile) and 25 Mbps (1.7x,
Sprint), respectively. Even worse, such missed performance poten-
tials can be readily reached with certain operations compatible
with the current infrastructure (as confirmed by our study). We
further analyze its root cause, and conclude that the current cellular
practices on selecting serving cells should be held accountable.
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1 INTRODUCTION
In recent years, mobile carriers have been heavily upgrading their
network infrastructures to boost the raw system capabilities (e.g.,
carrier aggregation in 4.5G, and new radio in 5G for higher data
rate). In this work, we argue that, it is equally important to better
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Figure 1: An illustrative examplewith >10-fold,missed throughput.

exploit the available and deployed capabilities to reach their full
potentials for mobile users.

We thus study an important, yet largely overlooked performance
problem:What is the performance gap between what a mobile device
actually gets in reality and what it could have possibly got at best,
given the same operational network? If this gap is small, the user gets
what (s)he expects and deserves with the upgraded infrastructure.
Specifically, when radio access technology is elevated from 4G LTE
to 4.5G, the device should enjoy the enhanced data rate (say, up to
10s of Mbps), as long as the user device connects to the appropriate
cell tower (called cell1).

Unfortunately, our measurements show that the gap is not small,
at least not always small in operational mobile networks. We find
that, infrastructure upgrade might not always lead to enhanced
performance for end users. The enhanced raw system capabilities
are not fully exploited, and remain to be underutilized. The fun-
damental problem lies in the performance gap between the actual
performance a mobile device receives and the achievable perfor-
mance it could have obtained at best. This gap is deemed as the
missed performance, since the device fails to achieve the higher,
feasible performance given the same infrastructure. We notice that
the operators never promise best performance to mobile users and
they may even intend to offer sub-optimal performance; For ex-
ample, the operator selects a cell that has lighter load but afford
poorer performance to serve the user device for the sake of load
balancing. In this study, we take the user-centric perspective and
aim to explore the upper bound of performance achievable on the
device side. We further delve into its cause analysis, and confirm
that the better performance, as indicated by the gap, can indeed be
reached for the mobile device, with simple, device-based operations
without any infrastructure change.

In a nutshell, we have conducted the arguably first study to
unveil and understand the missed performance in the wild. We
focus on the downlink throughput as the main performance metric,
while examining other measures such as latency in the future work.
We have made three contributions.

First, we use real-world instances to expose that a significant
portion of performance gain is indeed missed. Figure 1 shows an
illustrative example, where the phone receives 1.5 Mbps from AT&T
on average, whereas 16.9 Mbps is feasible at the same spot (S1 in
1A cell tower uses directional antennas and distinctive frequency bands to accommo-
date multiple cells, each serving several mobile devices within its radio coverage.
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Figure 3). We run experiments in two rounds, where the phone
downloads the same large file from our server. Round 1 uses the
default network operations. It starts once the user walks to S1 along
a pre-determined route. Round 2 runs immediately after Round 1
with resetting its mobile network (i.e., turning on the airplane mode
and then turning off). Figure 1 plots the downlink speed in one
experimental run, with at least 10-fold ((16.9-1.5)/1.5) throughput
reduction. Such large speed gaps are repeatedly observed at S1
in 20+ experimental runs, over different days and across different
hours of the day. Two implications immediately follow. First, the
device indeed misses a large portion of feasible downlink speed.
The missed throughput can be even bigger because the “best” one
is no smaller than that observed in Round 2 (see §3.2 for details).
Second, the large gap is persistently observed; it is unlikely to be
incurred by transient factors (say, varying radio signal quality or
network congestion). We will validate and refine these findings.

Second, we conduct a city-scale measurement study to quantify
the missed performance in the wild (§3). Note that our study is
nontrivial given that it is difficult to learn the ground truth on the
“best,” available throughput over the operational networks. To this
end, we have devised a new measurement and analysis methodol-
ogy to approximate the missed performance gap (§3.1). Our effort
reveals that, significant performance miss is not uncommon. It is
typical to miss the “best,” feasible performance, thus under-utilizing
the available capabilities of mobile networks. In our measurements
(740hr, 8,756 Km) with four US mobile carriers, we observe that the
missed throughput exceeds 30 Mbps (7.4x), 22.6 Mbps (6.8x), 12.1
Mbps (6.9x) and 25 Mbps (1.7x) at more than 20% of locations in
AT&T, Verizon, T-Mobile and Sprint, respectively.

Third, we further delve into the root cause analysis (§4). Our
study shows that, the current practice by mobile operators on select-
ing serving cell(s) should be held accountable. In the above example,
we find that, two distinctive sets of serving cells (set 3 for Round
2 and set 12 for Round 1 at S1 as shown in Figure 4) are chosen at
the same location. Note that which cells serving the phone plays
a decisive role in its achievable throughput. Mobile operators of-
fer more choices of serving cells at most places, thanks to their
infrastructure upgrades with dense cell deployment. However, their
practice ironically might not select the “optimal” or better serving
cells that afford higher throughput. Consequently, their deployed
raw capabilities remain largely under-utilized.

We finally present the gained design insights, and discuss open
issues, our ongoing effort and the implications for 5G (§5). In sum-
mary, our work sheds light on a novel approach to boosting user
performance without infrastructure changes. Our collected datasets
is released to the research community [3].

2 BACKGROUND & RELATEDWORKS
Carrier aggregation.We find that all US carriers have advanced
from LTE (4G) to LTE-Advanced (4.5G) in our test areas. One core
technology advance lies in carrier aggregation, as illustrated in Fig-
ure 2. Carrier aggregation allows more than one serving cells, each
running over one frequency carrier (referred tocalled component
carrier), to serve one user device. Logically, the set of serving cells
offers radio access over one aggregated carrier (over contiguous or
non-contiguous spectrum), which boosts bandwidth up to 100 MHz
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Figure 3: Map of test areas.

Time Distance
AT&T 166.3 hr 2,182 Km
Verizon 290.4 hr 2,734 Km
T-mobile 186.9 hr 2,378 Km
Sprint 96.3 hr 1,461 Km
Total 739.9 hr 8,756 Km

Table 1: Our dataset.

by aggregating at most five carriers each at 20MHz and thus poten-
tially enhances capacity and data performance [4]. Each set consists
of one primary cell (PCell) and n (n = 0, 1, · · · ,nmax ) secondary
serving cells (SCells). In our study over all four US carriers, we
observe up to two SCells, which matches with the limit regulated
by 3GPP standard [6].
Selecting serving cell(s). Selecting or changing the serving cells
out of all candidate cells near the device is indispensable to radio
access quality and data performance. The selection of these serving
cells is realized by several standard procedures such as cell selection
when the device powers on or turns off airplane mode, cell re-
selection or handoff when the current serving cells fail or perform
poorly (e.g., on the go). Without loss of generality, we examine
one generic function out of all procedures: how to select the set of
serving cells. It is implemented in Radio Resource Control (RRC);
When carrier aggregation is in use, two steps are performed: PCell
selection and then SCell selection which is managed by the PCell.
Related work. There is no prior work to investigate missed per-
formance in cellular networks. We briefly introduce most relevant
work on measuring data performance and selecting serving cells.
A number of studies have measured data performance in cellular
networks, e.g., [10–12]. But they all examined the achieved perfor-
mance, without any attempt to explore its feasible upper bound.
Moreover, early studies (before 2017, e.g.,[10, 11]) were not even con-
ducted in commercial networks, but over the lab-scale prototypes
or simulations. Recent studies (e.g.,[12]) measured performance in
the wild but worked on 4G, not 4.5G without evaluating carrier
aggregation. Our cause analysis is somehow related to our previous
handoff studies [7, 8]. But [7, 8] examined how handoff is performed
and why, not considering its impact on data performance.

3 MEASURING MISSED PERFORMANCE
In this section, we present our study to quantify how vastly and
frequently the missed performance is observed in the wild.

3.1 Methodology and Dataset
In this work, we conduct a city-scalemeasurement inWest Lafayette,
IN (a 6 km × 6.7 km area marked in Figure 3). We focus on data
performance in terms of downlink throughput while downloading
a big file (500MB) from our lab server. We notice that there are
many other performance metrics like uplink throughput, latency or
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@S1 PCell (freq) SCell1 (freq) SCell2 (freq)
1 244 (2000) 102 (2425) 166 (850)
2 166 (850) 102 (2425) 244 (2000)
3 102 (2425) 426 (2175) 166 (850)
4 102 (2425) 244 (2000) 166 (850)
5 45 (9820) 426 (2175) 102 (2425)
6 447 (5145) 426 (2175) 244 (2000)
7 166 (850) 447 (5145) 45 (9820)
8 426 (2175) 102 (2425) 166 (850)
9 197 (850) 104 (2425) 396 (2175)
10 426 (66661) - -
11 166 (850) 447 (5145) -
12 253 (5145) 52 (2000) 55 (2175)

@C1 PCell (freq) SCell1 (freq) SCell2 (freq)
1 412 (850) 424 (2425) 43 (2000)
2 422 (5145) 398 (850) 413 (1150)
3 363 (2425) 398 (850) 59 (9820)
4 363 (2425) 398 (850) 44 (2000)
5 43 (2000) 424 (2425) 412 (850)
6 363 (2425) 59 (9820) 413 (1150)
7 422 (5145) - -

@R1
1 394 (5145) 394 (2175) 40 (2000)
2 394 (5145) 40 (2000) 394 (2175)
3 394 (5145) - -
4 394 (5145) 394 (2175) -

Figure 4: Downlink throughput as well as their sets of serving cells at 3 locations: S1 (suburban), C1 (campus) and R1 (rural) in AT&T.

application-specific metrics (e.g., jitters and stalls in video stream-
ing), and leave them as our future work. We use eight Google Pixel
phones (Pixel 2, 2 XL and 3) for four US carriers (A, V, T, S). No
device-specific results are observed and the data from different
devices are combined. We use tcpdump to collect packets captured
on the phones. To analyze and understand the root cause of missed
performance, we use MobileInsight [2, 9] to collect signaling mes-
sages exchanged between the phone and the network (including
radio resource control messages and physical layer messages on
radio signal/quality measurement and reporting) as we did in [7];
These messages are used to monitor the set of serving cells (PCell,
SCells) and other neighboring cells being measured and learn how
handoff is performed.

We first run experiments at certain locations to get a glimpse
of missed performance in reality and then run driving tests for
a larger scale measurement. In static tests, we randomly choose
14 locations in three representative zones: campus (aka, urban),
suburban (residence) and rural, as marked in Figure 3. At each test
location, we first run static tests under default network operations
at different hours of the day and at different days; In addition, we
exploit extra actions allowed at the device side (e.g., turning on/off
airplane modes, configuring the preferred network or frequency
band) to disturb the default operations. We find that this makes it
possible and fast for us to observe data performance distinct from
(sometimes significantly outperforming) what the device gets by
default. We observe that more than one serving cell sets are used to
serve the device at the same location and the perceived performance
varies with distinct serving cell sets. We cluster data performance
by its serving cell set and later show that missed performance is
associated with its serving cell set (§3.2).

Afterwards, we run driving tests to check missed performance
at a larger scale, across the whole city. We drive along every road
in West Lafayette, and divide these roads into small grids (each
approximately 55m x 42m) and retrieve missed performance per
grid. We drive along a variety of routes to cover each road (grid)
multiple times (main roads: ≥ 20, almost all local roads: ≥ 5). We
admit that the missed performance might be under-estimated given
a limited number of samples; We are unable to measure the best
and worst performance at each grid in our limited measurement;
However, even given such a conservative measurement, the signifi-
cant performance miss is indeed observed in our study, and quite
frequently (§3.3). Finally, we figure out that the set of serving cells
plays an essential role in missed performance. We further run more
driving tests, not with heavy file downloading, but with mice traffic

(ping Google every 50 ms) in the background for the cause analysis
(§4). We conducted this measurement study from July to Oct. 2019,
primarily in Aug 25 – Oct 15. Our dataset covers experiments for
about 740 hours (in both static and driving tests) and over 8,756 Km
(in driving tests only) (Table 1); It is available at our website [3].

3.2 Missed Performance Is Not Rare
We first use static tests in AT&T to examine how large the missed
performance can be at different locations. Similar results are ob-
served for other three carriers unless specified. We find that missed
performance is not rare; Significant miss in performance is observed
at many test places.
How large can the missed performance be? We attempt to an-
swer this question first through the tests at three selected locations
in three typical zones: S1 (suburban), C1 (campus) and R1 (rural).
We record downlink throughput (per second) and group these sam-
ples according to their serving cell sets in the boxplots of Figure 4.
The serving cell sets are given in the right table; Each cell is marked
by its short ID and frequency channel number. The mapping from
a channel number to its frequency spectrum band is specified in [6]
and can be found online (e.g., via [1]). We exclude those rarely
observed sets (with the sample size < 60). We see that through-
put fluctuates (in the range of these boxplots). This matches with
our common expectation because data is collected at many runs at
different days or at different hours of the day, affected by varying
radio signal quality and network conditions.

Despite of these fluctuations, we still clearly see that the set of
serving cells plays a decisive role to the performance perceived at
locations S1 and C1, despite a less important role at R1. Both S1
and C1 have dense cell deployment; 13 unique serving cells in 12
sets are observed at S1 and 9 cells in 7 sets at C1. It is not hard
to understand. Thanks to heavy infrastructure upgrades and more
spectrums recently acquired, opeartors have deployed many more
cells than before [8]. If the first two (five) sets of serving cells are
used at S1 (C1), data speed can be fast, say, ≥ 20Mbps (median).
Unless specified, we use the median value afterwards. The highest
speed via set 1 can go up to 23 Mbps at S1 and 32.6 Mbps at C1.
However, the good sets may not be always chosen in practice; The
devices at these locations can be served by the ‘worse’ choices. As
a result, the median data speed shrinks to 1.5 Mbps (via set 12) or
below 7 Mbps (via sets 8 -12) at S1; At C1, it reduces to 1.5 Mbps
(via set 7), missing a much higher speed (> 30 Mbps).

We want to point out that the performance comparison at S1 in
Figure 4 shows a larger performance gap than the one observed
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Figure 5: Missed performance at 14 locations (AT&T).

in our first example in Figure 1, where round 1 is one run via set
12 and round 2 via set 3. That is, at S1, the missed performance
(set 1 vs set 12) is even larger; In round 1, the median data speed
decreases from 23 Mbps to 1.5 Mbps, missing 14.3-fold instead of
10-fold (from 16.9Mbps to 1.5 Mbps).

In the rural areas (here, at R1), we observe that the performance
gap is much smaller. This matches with our expectation. Many
fewer cells are deployed in the countryside (also validated in §4).
At R1, there are only three cells available. As a result, there is much
fewer sets of serving cells. The fewer choices, the less likelihood
to miss the good cells to serve the devices. In this instance at R1,
cell 394 is always chosen as the primary cell with slightly different
SCell combinations.
How common and how large is missed performance in the
wild? We next extend our study to all 14 test locations to see that
missed performance is not the corner case. We define two metrics
to quantify the missed performance at each location. We first lo-
cate the best and worse set of serving cells based on their median
performance. We further compare their performance at the same
percentile using the absolute and relative gaps:

δρ = Pbestρ − Pworst
ρ ,γρ = (Pbestρ − Pworst

ρ )/Pworst
ρ , (1)

where ρ is the percentile from 0 (min) to 100 (max), Pbestρ (Pworst
ρ )

is the ρ-percentile of the data throughput using the best (worst)
serving cell set. We notice that data performance fluctuates and the
way to determine the best/worse sets using a single value (here, the
median) is not reliable. It may be questionable to locate the best
and worst sets without statistically significant difference at some
locations (e.g., at R1). This is whywe introduce relative comparisons
at all the same percentiles to make such comparison robust. Note
that, if we fail to located the best and worst sets, the calculated
performance gap underestimates the missed performance in reality.

Figure 5 plots the distributions of δρ and γρ at 14 locations. It
confirms our above findings at more places. Big performance gaps
arewidely observed in campus and suburban areaswhereas the gaps
are much smaller at rural areas. Specifically, δρ goes up to 42 Mbps
at C3 and C4; It is more than 20Mbps at 7 out of 10 locations (70%) in
campus and suburban areas. The gaps are slightly larger in campus
than in suburban. In rural areas, δρ is more than 5 Mbps at two out
of four locations. This is consistently observed in terms of themetric
γρ . For example, γρ is more than 60 at C3. We take a closer look
and find that this is because the worst performance at C3 is really
bad (best vs worst: 47Mbps vs.750 Kbps). From the user perspective,
such low data speed hurts user experience, especially when 47Mbps
is actually available but missed by the carrier’s network operation.
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Figure 6: Throughput at selected locations in V, T, S carriers.

We also note that these two metrics are not fully correlated. For
example, small δ but large γ (22x) is observed at C5, which implies
that the absolute throughput in the worst case is low (370 Kbps);
Namely, significant improvement is possible even when the best
performance observed is modestly good (8.9 Mbps). In contrast, we
observe large δρ but small γρ (γ50 =1x) at C2; This implies that
the throughput in the worst case is not that small but the absolute
improvement value is still significant (19.5 Mbps vs. 40 Mbps).. We
would like to highlight that γ50 > 1 (namely, the worst < 50% of
the best) implies considerable improvement potential. We observe
γ > 1 at all the test locations in campus and suburban areas; Even
in rural areas, γ is larger than or almost close to 1 at two out of
four locations (R1 and R3).
Carrier-specific findings. We observe three carrier-specific re-
sults in our study. Due to space limit, we illustrate the key observa-
tions using four instances in Verizon, T-Mobile and Sprint (Figure 6).
The findings are confirmed in our larger-scale measurement de-
scribed next (§3.3). First, we find that the number of unique serving
cells per location is much smaller in T-Mobile and Sprint, while it is
comparable in Verizon. This is because T and S deploy fewer cells
than other two carriers. Specificially, only 2 (3) sets are observed at
S2 in T-Mobile (Sprint). Similar results are observed at most loca-
tions in campus and suburban. Second, the measured performance
gap between the best and worst case is much smaller in T and S
because of fewer choices of serving cells. Compared to A and V, T
and S have much smaller γ50 (at S2, T: 27% = (28-22)/22, S: 22% =
(93.4-76.5)/76.5)). We note that δ50 in Sprint is not that small (16.9
Mbps at S2); This is because Sprint has much larger data speed than
other three carriers. We check all other locations and find that the
maximal speed in Sprint goes up to 160 Mbps, which is the fastest
in four carriers. Third, all the results in rural areas are consistent
across all the carriers. Gaps are much smaller, even in terms of δρ
for Sprint. This is because its data speed in rural areas is not fast
(for example, 7.2 Mbps at R4).

3.3 Performance Missed Everywhere
We further check how widely missed performance exists at a larger
scale, say, at a city scale. Certainly, the above static tests do not scale.
We thus run driving tests many times across every road and learn
performance gaps per grid (roughly, 55m x 42m). For each grid, we
perform the above analysis to learn the best and worst serving cells
sets, and use δρ and γρ to quantify the missed performance. We
plot the cumulative distribution function (CDF) of δ50 and γ50 (the
median of estimated gaps) across all the grids in Figure 7.

Before we present our findings, we would like to emphasize
that such driving measurements may largely underestimate the
missed performance in reality. Compared with static tests, we do
not take any extra actions on the device to affect network operations.
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Figure 7: CDF of δ50 and γ50 over all the grids in driving tests.

Consequently, the observed sets of serving cells are only induced by
mobility and the optimal performance at each grid is highly likely
undervalued; The “best” set of serving cells may not be chosen
under the current and default operations, no matter how many
times we drive across these grids. That is, our quantification in the
driving tests are likely more modest, compared to those in static
tests.

Even so, we see that significant performance gaps between the
‘best’ and the ‘worst’ cases frequently occur in reality, in all four
carriers, despite possible underestimations. Specifically, in AT&T,
we see that δ50 > 25 Mbps at more than 43%, 29%, 9% and 26% grids
in campus, suburban, rural and all areas. In other three carriers, we
observe δ50 > 25 Mbps at more than 17%, 6% and 20% places out
of all the grids, in V, T, S, respectively. More than 20% grids in all
the zones observe δ50 over 30 Mbps (7.4x), 22.6 Mbps (6.8x), 12.1
Mbps (6.9x) and 25 Mbps (1.7x) in A, V, T, S, respectively. These
results are consistent with our previous findings in §3.2. T-Mobile,
compared to other three carriers, has a relative smaller δ50 because
its absolute speed is smallest at more places. However, in terms
of γ50, the relative gap is not small in T-Mobile. More than 10%
grids have γ50 larger than 15.3x, 17x, 12x and 4.6x in A, V, T, S,
respectively. At more than 50% grids, γ50 is larger than 1.8x, 1.2x,
1.4x and 27% in A, V, T, S, respectively. γ50 is relative small in Sprint
because the absolute throughput is large in campus and residence
areas but the gap is not.

We also notice two new findings. First, no gaps are observed at
20%, 20%, 25% and 39% locations for A, V, T, S, respectively. This is
because we observe that the phones are always served by the same
serving cells at these locations. This indicates that more than one
serving cell sets are observed at other places. It depends on each
carrier’s cell deployment. This is also confirmed in our following
study on the serving cell dynamics (Figure 8). Second, the missed
performance generally decreases from campus to suburban and
then to rural. The only exception is T-Mobile. We find that the best
case performance is comparable in both regions but the worst one
is much worse in the suburban areas.

4 UNDERSTANDINGWHY
In this section, we present our preliminary efforts to learn the why
behind the missed performance. We focus on one core question:
why is the ‘best’ or ’reasonably good’ set of serving cells NOT chosen
in those poorly performed runs?We find that the current network
operations in serving cell selection should take the blame. In partic-
ular, when carrier aggregation is enabled, the selection of serving
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Figure 8: Number of unique serving cells observed in our study.

cells is done in two steps: PCell selection and SCell selection which
is decided by the selected PCell. The first step is managed by the
network with the assistance from the mobile device, via a standard
procedure as regulated in [5] and studied in our prior work [7, 8]:
The network first configures parameters for measurement, report-
ing and cell selection, and then the device performs measurement
and reports measured results to the network as configured; The
network decides whether to change or keep the currently PCell and
executes its decision. The second step is determined by PCell and
no standard procedure or policies have been disclosed. We identify
two issues in network operations:

1. These good choices of PCells are missed because current network
operations are largely designed for seamless connectivity instead of
the best data performance.

2. These good choices of SCells are missed because PCells can not
choose SCells out of all available choices; Instead, they are restricted
to a smaller pre-configured group.
Missing the best or good PCell(s). We first show that operators
have deployed dense cells at most places. Figure 8 shows the CDF
of the number of unique serving cells (PCell only, and PCell + SCell)
observed per grid in our driving tests. We use the map of observed
PCell counts in AT&T (Figure 8a) to illustrate its geographic distri-
bution. Similar results are observed in other carriers (omitted due
to space). We see more than 5 PCells (13 P+SCells) at more than
50% grids in A and V; T and V have less denser deployment and
we still see more than 3 PCells (4 P+SCells) in T and 3 PCells (8
P+SCells) in S at more than 50% places.

However, such merit of denser cell deployment does not yield
better performance in every case, despite more choices enabled. We
observe that PCell selection is primarily determined by its radio
quality evaluation, as disclosed in our previous studies [7, 8]. Take
S1 (AT&T) as an example (Figure 4). We check top four sets of
serving cells at S1, excluding those observed in poor cases (sets
5-12); Apparently two cells are among top choices for PCells at
this location: 244 (2000) and 102 (2425). We exclude cell 166 (850)
because the performance using set 11 and set 7 are not so good;
We gauge that performance at set 2 is likely contributed by SCells
(by cells 244 and 102). We also notice that the measured radio
quality for each cell is consistent (with small fluctuations) across
almost all the runs, unless specified. Specifically, we see that signal
strength/quality (RSRP/RSRQ) of cell 244 at S1 is measured in range
of (-114dBm, -117dBm) (RSRP) and (-14dB, -16dB) (RSRQ). Those
runs without selecting cell 244 (i.e., sets 5 and 7–12) is because the
initially chosen PCell has stronger radio strength/quality and/or
its measurement/reporting does not lead to a cell re-selection. For
example, the RSRP (RSRQ) of cell 253 (selected as PCell in set 12)
is -105dBm (-14 dB), stronger than the one of cell 244. As a result,
cell 244 is not considered. In another example, the RSRP (RSRQ)
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Figure 9: Limited SCells are selected per PCell in 4 carriers.

of cell 45 (selected as PCell in set 5) is measured to be -116dB (-18
dB), which is slightly weaker than the one at cell 244. However, its
measurement reporting is configured to be triggered only when the
candidate cell is 5dB stronger (RSRQ), which is still not satisfied
in this case. This indicates that the current operation based on
the radio signal strength/quality evaluation may fail to choose the
cells that offer good performance. We guess that the reason behind
such radio quality evaluation is simple to implement; After all,
the located cell at least ensures seamless radio coverage, which is
critical at the early phase of cellular networks when full coverage
was a big concern of all the operators. We observe similar results
at other locations. PCell selection depends on initial choice and
its subsequent radio evaluation. Unfortunately, the cell with best
performance may not be chosen in this process.
Missing the best or good SCell(s). We also notice the power of
carrier aggregation is not fully utilized. It is expected that PCell
should select those best surrounding cells (or those with strongest
radio quality) as SCells, but it does not. Instead, for a given PCell, we
find that SCells are selected from a very-limited subset which seems
pre-configured. In the above example at S1,13 serving cells are
observed; This indicates that they at least pass the radio evaluation
check. Theoretically, there areC2

n−1 +C
1
n−1 +C

0
n−1 options of SCell

combinations, where n is the number of serving cells observed at
one location (here, n = 13). However, we do not observe such a large
number of SCell combinations. For example, PCell 244 has only
one SCell combination (here, cells 102 and 106) out of 79 options.
Figure 9 plots the CDF of the size of SCell combinations (across
all the grids) per PCell (left), as well as the CDF of the ratio of the
observed size over all the possible options per location grid (right).
We see that PCells are restricted to a much smaller group of SCells:
50% of PCells have no more than 2 SCells combinations in all four
US carriers (1 in T-Mobile);; The ratio is smaller 10% in all carriers
except T-Mobile. As a result, it fails to make full use of the second
chance to chase for better performance.

5 CONCLUSION AND DISCUSSION
We present the arguably first study to unveil missed performance in
operational cellular networks. Our measurement over 4 US carriers
shows that missed performance indeed happens and happens a lot.
We pinpoint the root causes into today’s network operations on
selecting cells.

As a first attempt, there remain many open issues. We briefly
discuss them and our ongoing efforts, as well as gained implications.
First, we do not argue that operators have to select cells for the
sake of best performance to mobile users. They reserve their rights
to determine selection strategies, as ISPs do with BGP. The opera-
tors may intend to sacrifice user-perceived performance for some
other reasons, e.g, load balancing for network-side optimization.
We also admit that users sometimes may not care best performance

(e.g., downloading at 100Mbps or 20Mbps is fine). However, our
aim is to explore the limit of current networks. We investigate
missed performance potentials from the user perspective. We aim
to uncover that user-perceived performance is sacrificed and such
degradation is sometimes unnecessary. We hope to call for attention
for making full use of those deployed infrastructure resources for
better performance. We believe that it is eventually aligned with
both operators’ and users’ interests. Second, we believe that the
problem will not disappear as 5G proceeds. While we are unable
to measure missed performance in 5G (no large-scale rollout yet),
the identified problem still exists in 5G and is likely worse with
much denser deployment and larger performance gaps contributed
by advanced technologies (e.g., 10Gbps vs tens of Mbps). Third,
this study focuses on downlink throughput. Other performance
metrics like latency requires a completely new study by running
different data applications instead of elephant data flows, and we
hence leave them as our future work. We also note that perfor-
mance variance caused by transient factors (e.g., radio and network
loads) is not completely tackled in the missed performance evalu-
ation. However, our measurement study shows that the serving
cells is playing a persistent role and dominates data performance,
despite variance per serving cell set. Last, some real-world instances
(e.g., Figure 1) demonstrate that missed performance can be easily
avoided through certain client-side intervention (here, resetting
the mobile network). However, it is not all the case. We observe
that resetting the network may not always select better cells where
these cells are missed and more efforts are warranted to new design
solutions. We see that the device is able to learn and profile data
performance per serving cell set and take certain actions to get the
desired cell set (and performance). It implies proactive device-side
actions open up a promising approach.
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