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Background & Limitation of Existing Methods Step (1) Enhanced Artifact Detectors
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Al-generated (Synthetic) images raise significant concerns regarding misuse. Noisy B | : e T’f CO-SPY-Bench is a high-quality and diverse benchmark for synthetic image
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Existing methods can be largely classitied mnto two categories: (1) detectors [mage ' Denoising | | o2 ; detection. It (1) comprises over one million images, (2) includes real images
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based on semantic teatures, and (2) detectors based on texture-level arfifacts. X }—" HH —" — 3. E /5 \ E:/ sourced from five established databases, and (3) covers synthetic images
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o Artifact Semantic Fusion ‘R0 S Dechin produced by 22 state-ot-the-art text-to-image ditfusion models.
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Existing Enhanced Existing Enhanced Simple Enhanced : Ny o - ’ Detector CNNDet ~ FreqtD — Fusing LNP UnivED DIRE FreqNet NPR DRCT ~ _Co-Sey
Denoised Decoder Latent [ ) E : |§ ; I ? AP Acc. AP Acc. AP Acc. AP Acc. AP Acc. AP Acc. AP Acc. AP  Acc. AP  Acc. AP  Acc
- Image ' 2 5 e , m—— LDM 90.57 77.56 74.88 54.17 98.18 83.03 96.04 84.87 8576 79.07 8646 6625 9237 7492 93.45 84.34 88.28 79.25 95.04
Diverse Models . . O O 0 . ?“_ H DHH —z *_:_ @2 e ETE : . SD-v1.4 97.00 89.95 92.40 6291 99.16 99.12 9592 88.35 80.87 96.51 83.55 90.55 69.20 96.88 90.90 91.61 81.18 97.80 91.95
1si= % i '§g == — SD-v1.5 97.03 89.75 92.30 62.56 99.12 9923 9621 8857 80.88 9672 83.77 9033 68.86 97.05 91.30 91.08 81.06 98.02 9131
Lossy Formats @, O o . ), . — :Dj " & : (%] SSD-1B 87.35 66.55 48.90 49.72 84.65 5396 93.81 79.12 8646 7647 7459 56.63 5028 49.18 52.84 47.87 82.04 75.83 83.20
U Ob: . . O O o . --------- R D y s tiny-sd 87.44 6637 80.01 52.19 77.12 9503 8148 8458 7696 87.83 6365 88.03 63.56 95.67 88.42 88.06 79.99 9599 84.80
nseen ects B SegMoE-SD  91.12 74.41 80.21 51.74 97.16 73.58 9636 86.62 89.59 83.07 88.95 6598 8855 64.40 97.21 93.79 7929 75.12 89.49
) (a) Latent Diffusion Model (b) GAN (c) VAE small-sd 89.78 70.15 81.81 52.57 82.65 94.81 80.75 8567 77.45 9131 6838 89.44 6542 9577 89.14 90.08 8120 9622 8580
— : . : SD-2-1 86.78 68.14 52.95 49.93 92.64 59.32 8126 57.19 89.00 81.74 88.11 6525 6440 51.62 7162 5131 81.60 76.12 88.53
' Leverage a pre-tralned Variational Autoencoder (VAE) to extract artifacts. SD-3-medium 79.00 60.68 57.99 49.98 81.86 5247 75.08 53.69 87.62 7842 76.64 5675 57.19 49.64 71.36 50.00 79.95 74.95 82.91
SDXL-turbo 9642 88.67 9298 6134 9519 59.69 95.07 8347 9058 84.31 9097 7297 87.04 66.62 94.63 8357 90.46 80.36 95.39
SD-2 8593 6573 50.79 49.84 89.08 5592 7679 5456 8324 7378 83.69 60.07 5928 50.64 7297 51.19 80.13 75.14 83.67
o = E T ﬂ:f — E’ A — x"' — T SDXL 83.39 6179 43.93 49.70 76.81 51.01 80.33 7248 63.64 6448 5195 47.90 48.84 4699 47.75 80.62 75.18 91.68 74.12
| H, K PG-v2.5-1024 6510 53.65 47.54 4970 7522 5041 93.46 79.07 8298 7823 61.97 5232 5509 48.67 5095 47.71 79.16 71.33 88.65
s ELuxsen (| - _..r ~ / PG-v2-1024  83.85 63.48 48.93 4970 8562 5208 74.18 5248 8377 7855 7695 56.63 53.95 4879 63.62 48.40 70.06 66.62 89.14
hd hd PG-v2-512 7773 57.94 5559 49.87 7490 51.58 59.60 49.40 6921 5890 71.35 53.63 4521 49.09 6515 49.09 8355 77.6l 64.86
' ' Arti : PG-v2-256 8140 63.30 57.88 50.19 75.17 5110 72.63 5477 7240 6299 81.13 6032 49.26 49.47 6043 49.74 78.19 73.55 72.92
VAE Encoding VAE Decoding ifact Extraction PAXL-2-1024 71.18 5629 54.28 49.76 8644 53.60 7424 53.41 8497 80.08 70.61 5477 64.81 49.40 72.84 51.16 7622 71.80 93.94
PAXL-2-512 83.05 6544 80.53 5220 9597 6877 9130 7425 8536 80.32 81.29 62.18 8272 57.23 94.24 8125 79.95 75.53 94.96
— | . LCM-sdxl  93.11 8155 81.10 5244 97.74 7075 9596 85.46 8152 78.04 89.14 68.57 85.17 6229 7029 50.87 91.96 81.05 96.20
SD~VImed SD-V3me SD-v3med LCM-sdvl-5 97.67 9229 9470 68.17 9876 81.22 97.87 90.87 83.87 79.67 93.58 79.02 93.14 7620 9837 93.71 87.27 79.59 97.14
(2) LNP (b) NPR (a) Fusing (b) DRCT Step @ Enhanced Semantlc DeteCtorS FLUX.l-sch 7172 56.04 56.01 50.02 76.74 51.03 7475 5438 80.14 7289 73.67 5627 6435 5039 77.91 53.14 7438 68.39 85.24
FLUX.I-dev 7075 57.44 53.60 50.04 8230 5292 7325 5413 8250 7595 73.74 5632 53.83 49.06 71.09 5074 77.88 70.70 86.10
Not Support Lossy Formats to Unseen Models and Unseen Contents 3 ViT-H-14-224 ViT-SO400M-14-384 Table 1: CO-SPY outperforms existing baselines on CO-SPY-Bench.
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C O SPY O er ie S" Detector CNNDet FreqFD Fusing LNP UnivFD DIRE FreqNet NPR DRCT Co-Spry
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, == = 80 Civitai 88.08 76.85 82.61 5595 97.22 80.40 9583 89.85 66.05 61.25 88.60 89.13 83.80 89.34 8620 40.94 4330 95.82 88.95
(1) Semantic Extraction (3) Adaptive Fusion >, DALL-E3 5383 5110 5023 49.68 7133 5150 74.61 6518 7114 6298 7033 5433 3570 4552 37.12 4298 7033 6262 77.03
— - - . < instavibe.ai  59.01 53.60 4276 50.12 65.02 50.90 31.00 44.42 6435 5289 50.82 3447 4567 31.59 42.15 6827 59.80 7521 67.73
Freeze N ! Lexica 5945 53.08 40.72 49.43 67.43 5138 3359 4500 79.58 6471 7324 5352 3721 4595 4292 4338 65.65 85.62 78.42
TN v ! 70 Midjourney-v6 44.73 48.62 39.77 49.58 5594 49.98 37.43 4580 67.13 60.93 61.69 5190 3503 4542 3526 4223 6034 57.53 74.92
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- : %SD“\‘B %D;;,\ Dqﬂmﬁ&‘umggﬁ" 2 ’10’3}__\;5;{ L~1"‘G%C- M**d‘ﬁ Average 61.02 56.65 5122 50.95 71.39 56.83 5449 58.05 7237 62.84 7130 59.84 4631 5327 4724 5139 6532 57.78 77.41
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' Classifier . Table 2: CO-SPY outperforms existing baselines for in-the-wild testing.
O =~ Leverage the latest CLIP encoder to extract the semantic features.
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Figure 1: CO-SPY 1s resilient against a range of post-transformations.
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