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Background & Limitation of Existing Methods Step ① Enhanced Artifact Detectors

Step ② Enhanced Semantic Detectors

① Artifact Detectors Do 

Not Support Lossy Formats

② Semantic Detectors Do Not Generalize 

to Unseen Models and Unseen Contents

Leverage a pre-trained Variational Autoencoder (VAE) to extract artifacts.

CO-SPY Overview

Leverage the latest CLIP encoder to extract the semantic features.

Step ③ Combining Two Features

Evaluation

Table 1: CO-SPY outperforms existing baselines on CO-SPY-Bench.

Table 2: CO-SPY outperforms existing baselines for in-the-wild testing.

Figure 1: CO-SPY is resilient against a range of post-transformations.

CO-SPY-Bench is a high-quality and diverse benchmark for synthetic image 

detection. It (1) comprises over one million images, (2) includes real images 

sourced from five established databases, and (3) covers synthetic images 

produced by 22 state-of-the-art text-to-image diffusion models.

AI-generated (Synthetic) images raise significant concerns regarding misuse.

Existing methods can be largely classified into two categories: (1) detectors 

based on semantic features, and (2) detectors based on texture-level artifacts.
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