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Plucking Buggy Inputs Out of Thin Errors: Synthesizing Test
Generators via Perturbation Learning

ANONYMOUS AUTHOR(S)

Given a single witness to a fault in a program (in the form of a buggy input), we often wish to discover related

inputs that can also trigger the same fault. This kind of error generalization is important to help document

API misuse, better localize faults, provide crucial detail in bug reports, and facilitate data-driven program

analyses, verification, and inference techniques that require both meaningful positive and negative inputs

to a program. Error generalization is particularly challenging, however, when the identified fault occurs in

blackbox components whose source code is either unavailable or too complex to understand or effectively

analyze. To facilitate error generalization in such contexts, we present a generative learning-based mechanism

that synthesizes error-producing test generators for a program under test given one or more known buggy

inputs. Our learned test generators are input perturbations, functions implemented as sequential compositions

of datatype operations that transform one erroneous input into another. These perturbations can be thus used

to generate additional error-producing inputs from some initial set of buggy inputs. Our results demonstrate

that perturbation learning can effectively and systematically generalize from a small set of known errors in the

presence of blackbox components, providing significant benefits to data-driven analysis and verification tools.

1 INTRODUCTION
Consider the following scenario: the client of a program observes some unexpected behavior and

reports the issue to the developer, helpfully including the input which triggered the bug. After

running the system on this input, and confirming the existence of the bug, the developer observes

that the execution trace over the provided input makes calls to external libraries and methods they

did not author, and concludes that the root cause of the bug lies within these components and not

the program itself. However, if it is not possible to directly access and modify these components or

if their complexity makes it difficult to understand how exactly they manifest the bug, diagnosing

the root cause of the problem becomes impossible. In this case, providing a family of inputs that

yield similar errors would help provide a more accurate characterization of the problem that can

assist the author of the offending component(s) diagnose and repair the fault.

1 let rec sort s =
2 if Stack.length s <= 1 then s else
3 let (s1, s2) = split s in
4 merge (sort s1) (sort s2)

1 let split s =
2 let rec helper x y z = ...
3

4 let rec merge s1 s2 =
5 if Stack.is_empty s1 then s2 else ...

Fig. 1. Merge sort over stacks.

To illustrate this problem concretely, consider the example shown in Figure 1. Here the program

sort tries to sort an input stack. It calls two external helper functions split and merge, which in

turn make calls to a Stack library that provides methods like Stack.length. Unfortunately, when
the developer applies sort to the list [1; 2; 3; 4], they are surprised to get the result [1; 3; 2; 4] in
response. Due to the program’s dependence on these helper functions and library methods, it is

not readily apparent exactly how and where the bug occurs when sort behaves unexpectedly. In
this scenario, additional buggy inputs can help the developer isolate the problem.

Besides aiding fault localization, error generalization is also useful to guide data-driven specifica-

tion inference and verification tasks. For example, inferring a precondition for merge in a blackbox
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2 Anon.

way [Padhi et al. 2016; Zhu et al. 2016] requires having examples of bugs to help strengthen candi-

date specifications. Similarly, having additional examples can help abductive inference tools reason

about sort by guiding the construction of a more precise specifications for merge [Zhou et al.

2021].

Property-based testing tools like Quickcheck [Claessen and Hughes 2000] provide a well-studied

technique for automatically finding bugs in a program. This approach relies on data generators
to systematically explore the input space of a program, reporting any errors triggered by those

inputs. These tools are usually accompanied by a set of default test generators that sample from

a uniform random distribution. They additionally allow users to build their own property-based

generators that achieve finer control over the distribution of generated values [Lampropoulos et al.

2017]. Unfortunately, neither the use of default generators nor the ability to write customized ones

are likely to work well in the above scenario, where the desired input distribution is tightly coupled

to the particular error the developer is trying to debug. Default generators are likely to explore

uninteresting regions of the input space unrelated to the bug, while constructing a customized

generator requires more information about the nature of the bug, the very problem the developer is

trying to solve! Using either approach, the amount of time required to find additional buggy inputs

can be impractical. In the worst case, a test generator with an undesirable sampling distribution

can try thousands of inputs without triggering any bugs [Lampropoulos et al. 2019], failing to

meaningfully grow the family of buggy inputs at all. Intuitively, we would like to explore buggy

inputs similar to a reported error, but sampling from a uniform distribution does not encapsulate

any notion of generating novel inputs “close” to an input known to be of interest. Conversely,

customizing an effective test generator requires insights into the root cause of the error which is

difficult to ascertain given just a single buggy input.

In order to enable developers to quickly explore a space of related buggy inputs, we propose to

automatically learn a test generator that is biased towards triggering a particular fault. Figure 2

presents the high-level architecture ofMurphy, an automated tool for error generalization we have

developed for this purpose. To use Murphy, the user provides:

(1) A blackbox functional program that takes algebraic datatypes like lists, trees, and heaps as

input.

(2) Pre- and post-conditions that characterize the expected behavior of the method(s) under

test.

(3) Perturbation operators that manipulate input datatypes. Intuitively, these operators can

be used to describe the “siblings” (semantically-related elements) of a data value. In our

example, these operators might include Stack.head, Stack.tail, and Stack.snoc.
(4) One or more initial buggy inputs. A buggy input satisfies the method’s precondition but

causes the method to terminate in a state violating the postcondition. These inputs are

given to Murphy’s perturbation learning component.

(5) The number of generators to be synthesized for each bug. Each generator is expected to

produce distinct buggy inputs.

Using these ingredients, we employ a Markov-Chain Monte-Carlo (MCMC)-based [Hastings

1970] generative learning method to synthesize a set of specialized test generators that collectively

produce a (potentially infinite) set of inputs, each of which is guaranteed to cause the method

to violate the supplied postcondition and which are all derived from the initial buggy input(s)

provided by the user. As we show in Figure 2, the user can add more operators to improve the

learned result, or use the generators to sample against the inputs provided to glean insight into

program misbehavior. Murphy assumes no access to the method(s) under test (or the libraries

that it uses), instead reasoning about program behavior solely by observing its inputs and outputs.

, Vol. 1, No. 1, Article . Publication date: April 2022.



99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

Plucking Buggy Inputs Out of Thin Errors: Synthesizing Test Generators via Perturbation Learning 3

Fig. 2. Murphy pipeline.

Our experimental results show thatMurphy is able to synthesize effective and interesting error

generators for the applications in our benchmark suite in a few minutes and that it can help improve

the efficacy of data-driven specification inference and verification tools that benefit from additional

data samples.

Although our methodology might superficially appear to be similar to an example-based program

synthesis technique that uses the initial buggy inputs as examples from which to synthesize a test

generator, we note some crucial differences. In our context, constructing input-output examples

is challenging, requiring a deep understanding of libraries and the functions used by the client

program. Moreover, programming-by-example-based synthesis approaches [Gulwani et al. 2017] do

not naturally apply since there are very few (perhaps only one) examples to guide synthesis. On the

other hand, a typical verification-based program synthesis problem requires users to provide some

form of specification that describes the desired result. However, because we do not have a functional

specification of the buggy inputs we seek (indeed, that is what we are trying to learn!), synthesis

approaches that rely on a verifier like Sketch [Solar-Lezama 2008] will not work out-of-the-box.

Instead, our approach leverages a learning-based framework to generalize from a very small set

of known buggy inputs using user-provided perturbation operators as a form of inductive bias to

guide the learner [Baxter 2000].

In summary, our key contributions are:

• A framing of error generalization as a learning problem in which the learnt generators,

which we refer to as perturbations, generalize a small set of initial buggy inputs to a family
of unique buggy inputs, all derivable from this initial set.

• The application of an MCMC-based generative model framework to explore the hypothesis

space of potential perturbations.

• A detailed evaluation of our approach using a tool,Murphy, that applies these ideas to a

comprehensive set of realistic and challenging functional (OCaml) data structure programs.

The remainder of the paper is structured as follows. We begin with an overview of our solution

to the error generalization problem, using a detailed example to motivate its key ideas. A formal

characterization of the problem is then given in Section 3. Section 4 describes how a MCMC-based

learning strategy can be used to synthesize a desired perturbation for given target programs and

initial buggy inputs. A detailed presentation of the algorithm used to manifest these ideas in a

practical implementation is given in Section 5. Details of our implementation and evaluation results

are explained in Section 6. Related work and conclusions are given in Section 7 and Section 8.

2 OVERVIEW
To illustrate the problem and our approach in more detail, let us reconsider the buggy sort program
from the previous section, which was intended to always return a sorted stack. As we saw, however,
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4 Anon.

1 let rec merge s1 s2 =
2 if Stack.is_empty s1 then s2 else
3 if Stack.is_empty s2 then s1 else
4 let (h1, t1) = Stack.pop s1 in
5 let (h2, t2) = Stack.pop s2 in
6 if h1 < h2 then Stack.push h1 (Stack.push h2 (merge t1 t2))
7 else if h1 > h2 then Stack.push h2 (Stack.push h1 (merge t1 t2))
8 else Stack.push h1 (merge t1 t2)

Fig. 3. A function that merges two sorted stacks. If either of the input stacks are empty, merge returns the

other (lines 2− 3). Otherwise, the function pops the top element off of each stack, and appends both elements

in order to the result of merging the tails of the two inputs. (line 6 − 8).

this assumption does not hold when when sort is applied to the stack [1;2;3;4]:

sort( [1; 2; 3; 4]) ≡ [1; 3; 2; 4]
Notably, the following call to the external function merge yields

merge( [1; 2], [3; 4]) ≡ [1; 3; 2; 4] (𝛼merge)

Now, a developer debugging this error is likely to assume (although they may not be sure) that

merge should preserve uniqueness and sorted-ness, i.e., merge should produce a strictly sorted

stack when applied to strictly sorted stacks or, more formally
1
:

sorted (s1) ∧ sorted (s2) =⇒ sorted (merge(s1, s2)) (Σmerge =⇒ Φmerge)

Since the resulting list ([1; 3; 2; 4]) in the observed call is not sorted, the developer might conclude

that merge is triggering the fault. It is not clear, though, what specific characteristics of the input

are causing the function to behave incorrectly.

Given the implementation of merge shown in Figure 3, as well as specifications for the Stack
methods used by merge, the developer would be able to conclude that the implementation of merge
is incorrect. Indeed, it is possible to define a predicate that precisely captures all the inputs that

would trigger a violation of Σmerge =⇒ Φmerge, but that nonetheless satisfy the precondition that

the input stacks be sorted:

∀(s1, s2 : SortedStack), ∃𝑖,0 ≤ 𝑖 ∧ 𝑖 < |s1 | ∧ 𝑖 < |s2 |∧
((s1 [𝑖] > s2 [𝑖] =⇒ (𝑖 + 1 < |s2 | ∧ s1 [𝑖] ≥ s2 [𝑖 + 1]))∨
(s2 [𝑖] > s1 [𝑖] =⇒ (𝑖 + 1 < |s1 | ∧ s2 [𝑖] ≥ s1 [𝑖 + 1]))) (𝐸merge)

This formula precisely captures the salient features of every buggy input to merge: (a) it must satisfy

the precondition of the function, namely the input is a pair of sorted stacks; and either (b) the 𝑖𝑡ℎ

element in the first stack, 𝑠1, is greater than the 𝑖𝑡ℎ element in the second one, 𝑠2, and also greater

than or equal to the element at index 𝑖 +1 in 𝑠2; (c) or the 𝑖𝑡ℎ element in 𝑠2 is greater than 𝑖
𝑡ℎ

element

in 𝑠1 and also greater than or equal to the element at index 𝑖 + 1 in 𝑠1. These conditions certainly

hold for our failed input (𝛼merge) since both stacks are sorted and the first element of the second

list (3) is greater than the first and second elements of the first list (1 and 2). Automatically deriving

this specification of buggy inputs is non-trivial, however. Beyond requiring specifications of the

library functions (e.g. Stack.is_empty and Stack.pop), we also need to establish an inductive

invariant that captures the recursive behavior of merge in order to relate how elements in the input

stacks relate to elements in the output stack. If merge’s source code is unavailable, however, it is
unclear how to even begin soundly generating such a specification.

1
We assume the sorted ( ·) predicate holds for lists whose elements are strictly increasing.
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To account for these scenarios, we instead treat merge as a blackbox program. As 𝐸merge suggests,

the key structural property that triggers an error can be quite complicated, and we have only a single

buggy input from which to reason about merge’s behavior. One way to expand our knowledge is

to identify other inputs to merge that also trigger the error. For example, knowing that the pair

of input stacks ( [2; 4], [6; 8]) and ( [1; 2; 4], [3; 4]) are also problematic provides stronger evidence

that the issue is somehow tied to the pairwise ordering of elements over the two stacks (and not to

any specific stack value), providing insight into a potential root cause for the fault. This is exactly

the goal of error generalization. Our challenge is to devise a mechanism to discover these inputs

equipped with only the buggy input 𝛼merge and the ability to observe the input-output behavior of

merge. Since it is hard to pluck additional buggy inputs out of thin air, we propose to instead pluck

them from the thin errors we have in hand.

Fig. 4. Sets of buggy inputs generated by perturbations.

Our key insight is that while directly dis-

covering an intricate property like 𝐸merge is

difficult, it is comparatively easier to identify

input properties that are not relevant to the

bug. As one simple example, observe that ev-

ery stack we get by uniformly incrementing

the elements of 𝛼merge by an arbitrary constant

still violates the safety condition since such

a transformation preserves the constraints ex-

pressed in 𝐸merge. We further note that the set

of stacks in 𝐸merge is closed under this transfor-

mation: it is impossible to break out of this set

of buggy inputs by repeated application of the

transformation. This suggests that the bug is

not sensitive to this change and that all the el-

ements reachable by this transformation share

the same key structural property that caused

𝛼merge to trigger the error.

Figure 4 illustrates this principle. Buggy inputs to merge that are similar to the initial buggy

input 𝛼merge are captured by an implicit property 𝐸merge on lists; these buggy inputs must also

satisfy Σmerge, the precondition of merge. The families of these buggy inputs are represented by the

corresponding labeled ovals shown in Figure 4. We can approximate our understanding of 𝐸merge by

identifying a set that is closed under the property “the first input stack has value 𝑖 + 1 at position 𝑖
while the second input stack is [3; 4]” that also contains 𝛼merge; this set is shown as the oval labelled

𝐸0 in Figure 4. Since this set is closed, we can also think of it as defining a “neighborhood” around

𝛼merge that evinces a bug (and is thus contained in 𝐸merge). On the other hand, 𝐸1 might represent

the property that “two strictly increasing stacks that have the same length and have prefix [1; 2]
and [3; 4], resp.”; this set defines a neighborhood different from 𝐸0.

More formally, the ideal goal of error generalization is to identify a set of inputs 𝐸 = ∪1≤ 𝑖≤𝑛 𝐸𝑖
such that∀𝑖, 1 ≤ 𝑖 ≤ 𝑛, 𝛼merge ∈ 𝐸𝑖 and 𝐸 ismaximal - the set of buggy inputs for merge found in any
other set is contained within 𝐸. For our running example, this means representing 𝐸 by a function

whose domain is a pair of stacks and whose codomain is precisely 𝐸merge. However, since we do not

have access to 𝐸merge, realizing this ideal is problematic. We seek instead to intelligently sample

from 𝐸merge’s neighborhoods using 𝛼merge as an initial guide. Our approach sacrifices completeness

(i.e., discovering the actual set representing 𝐸merge) for efficiency (i.e., quickly finding a diverse

representative collection of 𝐸merge’s elements). Our key observation is that any neighborhood

around 𝛼merge can be compactly represented as an error-preserving transformation or perturbation.
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Equipped with a perturbation, we can generate a neighborhood of buggy inputs by iteratively

applying the perturbation to 𝛼merge.

Note that there may be many perturbations that can be constructed from 𝛼merge, each of which

characterize a different neighborhood. For example, appending a new element to the tail of s1 in
𝛼merge also evinces a safety violation. The input:

( [1; 2], [3; 4])
append 3 to the end of s1−−−−−−−−−−−−−−−−−−→ ([1; 2; 3], [3; 4])

produces an output [1; 3; 2; 4; 3] that is also not sorted. Perturbations can also be quite rich, e.g.,

they can depend on both input lists:

( [1; 2; 3], [3; 4])
append the last element of s2 to the end of s1−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ ([1; 2; 3; 4], [3; 4])

The identify function is also a valid, albeit uninteresting, perturbation:

( [1; 2], [3; 4]) id−→ ([1; 2], [3; 4])

By iteratively applying these perturbations, we can generate different neighborhoods of 𝐸merge;

by combining these sets together, we can approximate the full set of buggy inputs. Given that the

space of possible perturbations is quite large, the critical question is how to identify perturbations

that, in combination, can generate as many elements of (the unknown) 𝐸merge as possible. We now

present our solution to this challenge.

2.1 Learning Perturbations
The first challenge to finding desirable perturbations is defining a hypothesis space of potential
solutions.We need someway of identifying which transformations may be useful when generalizing

an error, and we must do so without access to external functions or libraries used by the program

we are trying to test. Our solution is to have the user suggest a set of interesting actions to use when

{+0, −1, 0} ∪ {Stack.cons, Stack.snoc,
Stack.head, Stack.last,

Stack.min, Stack.lower_bound,

Stack.max, Stack.upper_bound}

Fig. 5. A set of perturbation operators Θmerge.

building perturbations. In the case ofmerge, for

example, the user may believe that adding an

element to the end of a stack is interesting, and

so might suggest using Stack.snoc to explore

the input space. In general, users will supply a

set of potentially useful operators for each of

the data types in the input domain of the target

program. A candidate perturbation is a well-typed, loop-free, sequential composition of suggested

operators.

For example, given the set of operations Θmerge shown in Figure 5, we can build the example

perturbation f0, which is shown in the left-hand side of Figure 6. The two example perturbations

discussed above can be similarly implemented using Θmerge. Iteratively applying f0 produces the
following sequence of buggy inputs:

( [1; 2], [3; 4] ) f0−−→ ([1; 2; 3], [3; 4] ) f0−−→ ([1; 2; 3; 4], [3; 4] ) f0−−→ ([1; 2; 3; 4; 5], [3; 4] ) f0−−→ . . .

We call the set of all inputs reachable from 𝛼merge through repeated applications of f0 its perturbation
closure. All the inputs in the closure of f0 satisfy the invariant:

|s1 | ≥ 2 ∧ (∀𝑖, 0 ≤ 𝑖 < |s1 | =⇒ s1 [𝑖] = 𝑖 + 1) ∧ 𝑙2 = [3; 4] (𝐸0)

This is exactly the property 𝐸0 shown in Figure 4. This property is stronger than the actual buggy

precondition ofmerge, i.e. 𝐸0 ⊂ 𝐸merge, as f0 does not change the second input stack s2. In contrast,
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1 let f0 (s1: Stack.t) (s2: Stack.t) =
2 let (e1: int) = Stack.last s1 in
3 let (e2: int) = e1 + 1 in
4 let (l3: Stack.t) = Stack.snoc s1 e2 in
5 (l3, s2)

1 let f1 (s1: Stack.t) (s2: Stack.t) =
2 let (e1: int) = Stack.upper_bound s2 in
3 let (l3: Stack.t) = Stack.snoc e1 s1 in
4 let (l4: Stack.t) = Stack.snoc e1 s2 in
5 (l3, l4)

Fig. 6. Two perturbations that collectively explore an error neighborhood 𝐸0 ∪ 𝐸1.

the perturbation f1 in the right-hand side of Figure 6 generalizes 𝛼merge in the following way:

( [1; 2], [3; 4] ) f1−−→ ([1; 2; 5], [3; 4; 5] ) f1−−→ ([1; 2; 5; 6], [3; 4; 5; 6] ) f1−−→ . . .

By taking the union of the closures of these two perturbations, we have a new closure 𝐸0 ∪ 𝐸1 that
satisfies the following property:

|s1 | ≥ 2 ∧ (∀𝑖, 0 ≤ 𝑖 < |s1 | − 1 =⇒ s1 [𝑖] < s1 [𝑖 + 1])∨
|s2 | ≥ 2 ∧ (∀𝑖, 0 ≤ 𝑖 < |s2 | =⇒ s2 [𝑖] = 𝑖 + 3) (𝐸0 ∪ 𝐸1)

which is a better approximation of the optimal generalization of 𝛼merge that is defined by 𝐸merge.

We can thus approximate 𝐸merge by collecting the results of iteratively applying f0 and f1 to 𝛼merge

a bounded number of times:

⋃
0≤𝑖≤𝑛 f0

𝑖 (𝛼merge) ∪ f1𝑖 (𝛼merge).
Since automatically discovering an optimal error generalization may not always be possible, it is

not immediately clear how to judge how close a perturbation is to the optimal solution. Thankfully,

there is a natural ranking between potential solutions: we say that a perturbation 𝑝1 is ”better” than

another 𝑝2 precisely when all the buggy inputs in the closure of 𝑝2 are included in the closure of 𝑝1.

Thus, our goal is to find a perturbation whose closure covers as many buggy inputs as possible for

a given exploration budget.

Even in the simplest setting that only searches for a single perturbation (e.g., f0), the space
of possible (fixed-length) solutions is exponential in the number of perturbation operators, so a

naïve enumerate-and-compare strategy is unlikely to scale. Instead, we adopt a search strategy

that makes a crucial observation about our hypothesis space: perturbations that are syntactically
similar are also likely to be semantically similar. Put another way: the closures of similar sequences

of operations are likely to include similar elements when applied to the same initial buggy inputs.

Given a candidate solution, we can see which of its syntactic ’neighbors’ improve on it, choose

one of the improved perturbations as a new candidate solution, and then recurse. Since there are

no guarantees on which of these solutions will lead to the optimal solution, we instead adopt a

sampling approach to try to explore the space of potential solutions. The challenge, of course, is

that we want to do this efficiently, in the absence of any knowledge about the true error region.

Our approach works as follows. Given a set of perturbation operators, a buggy input 𝛼 , and a

bound on the size of perturbations, (1) we randomly choose a perturbation 𝑝1 as our initial solution;

(2) we change 𝑝1 slightly to yield a new perturbation 𝑝2; (3) if the number of buggy inputs in

𝑝2’s perturbation closure is larger than what in 𝑝1’s with respect to 𝛼 , we continue our search by

considering further transformations from 𝑝2; (4) otherwise, we discard 𝑝2 as a viable candidate

and consider other perturbations derivable from 𝑝1 by applying other transformations. We repeat

this process until we encounter a perturbation that cannot jump to a better one, or we reach a

time limit. Since there are potentially many possible transformations for a given perturbation,

we induce a distribution over these possibilities. In the simplest case, this distribution would be

uniform, but in practice we can employ heuristics that exploit particular semantic features of the

perturbation operators comprising the hypothesis space or that are biased towards particular kinds

of transformations. For example, we might encourage transformations to favor operators that
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permute a list (e.g., List.reverse) over operators that change the value of a list’s elements (e.g.,

+1).
Framed in this way, our approach can be naturally modeled as an instance of Monte-Carlo

Markov-Chain (MCMC) sampling. Each possible transformation (or “jump” in MCMC parlance)

produces a new element in a Markov chain whose transition probabilities characterize the likelihood

that the jumps that leads from one perturbation to another other are beneficial; a perturbation

𝑝′ that is derivable from another 𝑝 using a small number of jumps would thus have a higher

transition probability from 𝑝 than one that is syntactically very dissimilar. For example, assume

𝑝0 in Figure 7 is a good perturbation for the method under test; the immediately adjacent nodes

𝑝1-𝑝4 are expected to cover a similar set of buggy inputs. The further from 𝑝0 we jump, the less

the expected overlap: the perturbations 𝑝12 and 𝑝13, for example, are expected to cover parts of

the error region that are more dissimilar from 𝑝0 than 𝑝7. Even starting from these distant nodes,

however, our MCMC-method is expected to eventually explore perturbations closer to the center

of the figure, until it finally settles on 𝑝0.

Fig. 7. Sampling the hypothesis space of pertur-

bations as a Markov chain.

In order to illustrate how this idea manifests in

practice, we conducted an experiment that tries to

find a perturbation for the buggy merge function

in a hypothesis space consisting of perturbations

built from at most four of the perturbation operators

shown in Figure 5. We run our search function in

parallel to learn three distinct perturbations under a

200MCMC step-bound, and generate a set of inputs

by iterating the learnt perturbations 100 times as

an approximation to their closure, and union these

closures as the final result. The quality of these results are evaluated by determining the coverage

percentage in terms of all feasible buggy inputs this union covers. Our result, shown in Figure 8,

demonstrates that even with a relatively small number of steps, MCMC sampling is able to explore

94.4% of all feasible buggy inputs while exploring only a small fraction -
200×3
7.8×105 ≈ 0.1% - of the

total number of possible perturbations that can be constructed.

Fig. 8. Experimental results of MCMC-based perturbation learning. We run the experiment 20 times. In each

run, we learn 1, 2 or 3 perturbations. The figure shows how the coverage of learned perturbations change

as the search progresses. The x-axis indicates the number of MCMC steps taken, and the y-axis indicates

the percentage of the buggy inputs that can be generated by any perturbation in the hypothesis space that

can also be generated by the candidate perturbations at that point in the search. The red (blue, black) lines

indicate the average coverage rate with 1 (2, 3) learnt perturbations.

It may be the case that the provided perturbation operators are simply not expressive enough to

represent a reasonably complete set of buggy inputs. For example, it is impossible for a perturbation

that only uses Θmerge to cover all of 𝐸merge since these operators can not “modify” existing elements

in 𝛼merge. In other words, the buggy input ( [1; 2], [3; 5]) cannot be generated using Θmerge since
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perturbations derived from this operator set can only add to 𝛼merge and not change its values. By

examining both the learned perturbations and subsets of their closures, users may hypothesize

that additional operators may be relevant to a particular bug. In such cases, they can refine the set

of perturbation operators to yield a closure closer to 𝐸merge (e.g., adding a Stack.replace_last
operator that replaces the last element of a stack).

2.2 Perturbation Learning in Action
1 let f2 (s1: Stack.t) (s2: Stack.t) =
2 let (e1: int) = Stack.head s2 in
3 let (l2: Stack.t) = Stack.snoc s1 e1 in
4 (l2, s2)

We now illustrate the details of our approach

to perturbation learning on our running exam-

ple. Suppose that we start from the randomly

generated perturbation f2 shown on the right.

This perturbation simply appends the head of s2 to the end of s1. This is not a particularly good

perturbation since its closure only contains 2 buggy inputs:

( [1; 2], [3; 4] ) f2−−→ ([1; 2; 3], [3; 4] ) f2−−→ ([1; 2; 3; 3], [3; 4] )

Fig. 9. Jumps from bad perturbation to a good one.

Even from this relatively poor start-

ing point, however, our algorithm

can eventually find the perturbation

f0 shown in Figure 6, a significantly

more desirable generator. To see how,

consider the jumps depicted in Fig-

ure 9. For the first jump, we use a

class of transformations that insert a new penultimate statement to f2. Two possible programs that

can be produced by this modification are shown in Figure 10.

1 let f3 (s1: Stack.t) (s2: Stack.t) =
2 let (e1: int) = Stack.head s2 in
3 let (e2: int) = e1 - 1 in
4 let (l3: Stack.t) =
5 Stack.snoc s1 e2 in
6 (l3, s2)

1 let f4 (s1: Stack.t) (s2: Stack.t) =
2 let (e1: int) = Stack.head s2 in
3 let (e2: int) = e1 + 1 in
4 let (l3: Stack.t) =
5 Stack.snoc s1 e2 in
6 (l3, s2)

Fig. 10. Modified perturbations built from f2.

The new perturbation f3 subtracts one from the head element of s2 and then appends it to the

tail of s1. The elements in its closure satisfy the following property:

|s1 | ≥ 2 ∧ s1 [0] = 1 ∧ s1 [1] = 2 ∧ (∀𝑖, 2 ≤ 𝑖 < |s1 | =⇒ s1 [𝑖] = 2) ∧ 𝑙2 = [3; 4] (𝐸3)

Elements in the closure for the other modified perturbation, f4, satisfy:

|s1 | ≥ 2 ∧ s1 [0] = 1 ∧ s1 [1] = 2 ∧ (∀𝑖, 2 ≤ 𝑖 < |s1 | =⇒ s1 [𝑖] = 4) ∧ 𝑙2 = [3; 4] (𝐸4)

Notice that

𝐸3 ∩ 𝐸merge ≡ {([1; 2], [3; 4])}
𝐸4 ∩ 𝐸merge ≡ {([1; 2], [3; 4]), ( [1; 2; 4], [3; 4])}

Our algorithm ascribes a transition probability from f2 to both f3 and f4; initially, both f3 and f4
are regarded as equally good candidates. However, note f4, whose closure includes 2 buggy inputs,

is intuitively better than that of f3 which contains only one. Since the number of buggy inputs in

f3’s closure is no bigger than what in f2’s, the MCMC algorithm eventually transitions from f2 to

f4.
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For the next jump, we apply a class of jumps that replace one of the statements in f4 with a new

one. Two possible results of this transformation are shown in Figure 11. Elements in the closure for

1 let f5 (s1: Stack.t) (s2: Stack.t) =
2 let (e1: int) = 0 in
3 let (e2: int) = e1 + 1 in
4 let (l3: Stack.t) =
5 Stack.snoc s1 e2 in
6 (l3, s2)

1 let f0 (s1: Stack.t) (s2: Stack.t) =
2 let (e1: int) = Stack.last s1 in
3 let (e2: int) = e1 + 1 in
4 let (l3: Stack.t) =
5 Stack.snoc s1 e2 in
6 (l3, s2)

Fig. 11. Modified perturbations built from f4.

perturbation f5 satisfy the invariant:

|s1 | ≥ 2 ∧ s1 [0] = 1 ∧ s1 [2] = 2 ∧ (∀𝑖, 2 ≤ 𝑖 < |s1 | =⇒ s1 [𝑖] = 1) ∧ 𝑙2 = [3; 4] (𝐸5)

The second new perturbation, on the other hand, is exactly f0 from the start of this section. Observe

that 𝐸5 contains only one buggy input, namely 𝛼merge, making it a poor candidate for continued

exploration.

We pause to note that the actual learning algorithm in Murphy compares the quality of pertur-

bations by a heuristic evaluation procedure instead of simply comparing the total number of buggy

inputs two perturbations can generate in a fixed number of iterations. Although this algorithm is

more complicated than what we describe above, the intuition remains the same. The details of our

learning procedure are introduced in Section 4 and Section 5.

Our search gets stuck at f0 because none of the adjacent perturbations cover more buggy inputs.

Murphy then returns f0 as the perturbation that maximizes the number of covered buggy inputs

among the candidates that have been explored. From this point, we can restart the search from

a new starting perturbation, relying on the probabilistic nature of MCMC to explore a different

region of the hypothesis space that can presumably reach, for example, f1. Once this process has
terminated, the resulting perturbations are passed to a sampling component (the right-hand box in

Figure 2), which generates a subset of their closure (up to a bound) to generalize the initial set of

buggy inputs.

3 PROBLEM FORMALIZATION
We begin by formally defining the error generalization problem and our proposed solution based on

perturbations. Our focus is on errors in functional programs that manipulate values of structured

datatypes like lists, stacks, trees, and heaps. In both this section and the rest of the paper, we

restrict the discussion to well-typed programs like merge and f0 from the previous section. Given

a program P : 𝜏𝐼 → 𝜏𝑂 , we write P(𝛼) ⇓ 𝛽 to denote that applying P to input 𝛼 : 𝜏𝐼 produces the

value 𝛽 : 𝜏𝑂 .

Definition 3.1. An instance of the error generalization problem is defined by three components:

• The target program that is being tested, P : 𝜏𝐼 → 𝜏𝑂 . Like other sampling-based testers

[Claessen and Hughes 2000; Dénès et al. 2014], we assume that P is a blackbox program, i.e.,

the only way we can inspect the behavior of P is by observing its inputs and outputs.

• A specification of the expected behaviors of P as a pair of pre- (Σ) and post- (Φ) conditions,
denoted Σ =⇒ Φ.
• A (possibly singleton) set of initial inputs 𝐴init that cause P to violate its specification.

Definition 3.2 (Buggy Inputs). For a given error generalization problem, we say that an input

𝛼 : 𝜏𝐼 is buggy if
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(1) 𝛼 satisfies the precondition: 𝛼 ∈ Σ, and
(2) applying P to 𝛼 produces a value that violates the postcondition: ∃𝛽, P(𝛼) ⇓ 𝛽 ∧ 𝛽 ∉ Φ.

Definition 3.3 (Error Generalization). We say that a set of inputs 𝐴 is a generalization of (or 𝐴

generalizes) the initial buggy inputs 𝐴init if all the elements of 𝐴 are buggy and 𝐴 is a superset of

𝐴init (𝐴init ⊆ 𝐴).

Example 3.4. For the target programmerge with specification Σmerge =⇒ Φmerge from Section 2,

𝐸merge generalizes the (singleton) set of initial buggy inputs {𝛼merge}.
According to this definition, 𝐴init is a valid generalization of itself, albeit one that is not very

satisfying. In general, our goal is to generalize 𝐴init as much as possible, in the sense that our

solution should contain every other generalization that we can identify. 𝐸merge is an example of

such a maximal generalization, in that it precisely captures every input that triggers a violation of

Φmerge. Since we assume that the target program is blackbox, however, it is not obvious how to infer

a specification for 𝐸merge. Given that we can probe the behavior of P on specific inputs, one naïve

solution to error generalization is to exhaustively test P on all inputs, recording every buggy input

we find, but this is computationally infeasible. Instead, we adopt of the strategy of constructing a

generator which generalizes an initial input by intelligently enumerating sets of additional buggy

inputs. We construct these generators using transformations on the input datatypes of P.

Definition 3.5 (Perturbation). Given an instance of the error generalization problem, a perturbation
is a function 𝑓 : 𝜏𝐼 → 𝜏𝐼 . A perturbation is sound with respect to a buggy input 𝛼 iff for all

natural numbers 𝑛, 𝑓 𝑛 (𝛼) is also buggy, where 𝑓 𝑛 is the composition of 𝑓 applied 𝑛 times, i.e.,

𝑓 𝑛 =

𝑛︷        ︸︸        ︷
𝑓 ◦ 𝑓 . . . ◦ 𝑓 .

Example 3.6. The function f0 from Section 2 produces only buggy inputs when repeatedly

applied to 𝛼merge, and is thus a sound perturbation for this input. In contrast, the perturbation f2

is not sound with respect to 𝛼merge, as f2
2 (𝛼merge) ≡ ([1; 2; 3; 3], [3; 4]) violates the precondition

Σmerge, since [1; 2; 3; 3] is not strictly increasing.

We lift a perturbation 𝑓 to operate on sets of values in the neighborhood of a given buggy input

𝛼 ∈ 𝐴init as follows: 𝑓 ↑𝛼 (𝐴) ≜ {𝛼} ∪ {𝑓 (𝑎) | 𝑎 ∈ 𝐴}. (We omit the 𝛼 subscript on ↑when 𝛼 is clear

from context.) Iteratively applying this perturbation functor generates all buggy inputs reachable

from 𝛼 via 𝑓 .

Example 3.7. Iteratively applying the perturbation functor for f0 from Section 2 produces the

following sequence of generalizations of the buggy input 𝛼merge.

∅
f0↑
−−−→ {([1; 2], [3; 4])}

f0↑
−−−→

{
( [1; 2], [3; 4]),
( [1; 2; 3], [3; 4])

}
f0↑
−−−→

{( [1; 2], [3; 4]),
( [1; 2; 3], [3; 4]),
( [1; 2; 3; 4], [3; 4])

}
f0↑
−−−→ . . .

Observe that the set produced at each iteration in the previous example is included in the set of each

subsequent iteration. In general, the sequence of error generalizations produced by a perturbation

functor never shrinks:

Lemma 3.8 (Perturbation Functors are Monotone). A perturbation functor 𝑓 ↑𝛼 built from a
buggy input 𝛼 and perturbation 𝑓 is always (but necessarily strictly) monotone.2

A direct corollary of this theorem is that the least fixed-point of a perturbation functor is

guaranteed to exist:

2
The proofs of the lemmas and theorems of all sections can be found in the supplementary material.

, Vol. 1, No. 1, Article . Publication date: April 2022.



540

541

542

543

544

545

546

547

548

549

550

551

552

553

554

555

556

557

558

559

560

561

562

563

564

565

566

567

568

569

570

571

572

573

574

575

576

577

578

579

580

581

582

583

584

585

586

587

588

12 Anon.

Corollary 3.9 (Perturbation Closure). For a given instance of the error generalization problem,
the least fixed-point of a perturbation functor 𝑓 ↑𝛼 , denoted as lfp(𝑓 ↑𝛼 ), for a given buggy initial
input 𝛼 exists. Furthermore, if 𝑓 is sound, lfp(𝑓 ↑𝛼 ) is a generalization of 𝛼 .

We call this fixed-point the 𝛼-closure of a buggy input 𝛼 and perturbation 𝑓 (we again omit 𝛼 in

cases where it is clear from context). Intuitively, when 𝑓 is sound, this closure contains all the buggy

inputs that can be explored by 𝑓 from 𝛼 . Observe that taking the union of the closures of multiple

sound perturbations also produces a valid generalization of an error. The resulting generalization

is also guaranteed to be at least as “good” a solution as the individual closures, in the sense that it

is a superset of each of them. Thus, we can reduce the problem of error generalization to that of

constructing sound perturbations for each buggy input in 𝐴init.

Theorem 3.10 (Error Generalization Via Perturbations). Given an instance of the error
generalization problem, and a non-empty set of sound perturbations 𝐹𝛼 for each 𝛼 in 𝐴init, we can
build a generalization of 𝐴init by taking the union of the closures of the perturbations for each buggy
input, i.e.

⋃
𝛼∈𝐴init

⋃
𝑓 ∈𝐹𝛼

lfp(𝑓 ↑𝛼 ) is a valid generalization of 𝐴init.

The full closure of a perturbation functor can be approximated by applying it to the empty set

some fixed number of times: 𝑓 ↑𝑛𝛼 (∅) ⊆ lfp(𝑓 ↑𝛼 ). We exploit this observation to construct a

generalization from a set of sound perturbations for each buggy input in𝐴init. If these perturbations

are also strictly monotonic, we can grow the corresponding error generalization by increasing the

number of functor compositions.

4 SYNTHESIZING PERTURBATIONS VIA MCMC-BASED LEARNING
We now turn to the task of how to construct perturbations in order to generalize buggy inputs.

Unfortunately, we lack both formal specifications and the source of the program under test, and have

only a limited number of buggy inputs fromwhich to generalize. Thus, traditional program synthesis

techniques are not a good fit for generating perturbations. Our solution is to instead use an MCMC-

based learning algorithm to search for a collection of perturbations. AnMCMC-based sampler draws
elements from a probability destiny function in proportion to their value; in the limit, a sampler will

model the (unknown) underlying distribution with vanishingly small errors. Intuitively, MCMC

can be understood an intelligent hill-climbing technique that is robust to distributions with local

minima. Formally, it is a mechanism to compute the posterior distribution (𝑝 (𝜃 |𝑥)) in a Bayesian

inference problem by approximating the normalization factor 𝑝 (𝑥) =
∫
𝜃
𝑝 (𝑥 |𝜃 )𝑝 (𝜃 )𝑑𝜃 in Bayes’

rule: 𝑝 (𝜃 |𝑥) = 𝑝 (𝑥 |𝜃 ) 𝑝 (𝜃 )
𝑝 (𝑥 ) . Because this factor may be intractable to compute, exact inference is often

not possible, hence the need for approximation methods. We can frame the search for perturbations

as a Bayesian inference problem in which ascertaining the quality of a perturbation is conditioned

on prior knowledge that characterizes the probability distribution of buggy inputs in a program.

In our setting, we can think of 𝑥 as denoting a set of all possible inputs to a program; 𝜃 denoting

a candidate perturbation; 𝑝 (𝜃 |𝑥), the posterior, denoting the likelihood that 𝜃 correctly identifies

elements in 𝑥 as buggy or correct; 𝑝 (𝑥 |𝜃 ) denoting the likelihood that 𝑥 is actually buggy if it is

claimed to be by 𝜃 ; 𝑝 (𝜃 ), the prior, denoting the likelihood that 𝜃 is actually a valid perturbation,

absent any observations on its behavior with respect to 𝑥 ; and, 𝑝 (𝑥) denoting the likelihood that an
arbitrary element in 𝑥 is buggy. Under this view, we seek to find a sampler for 𝑝 (𝜃 |𝑥) that identifies
perturbations that accurately differentiate buggy from non-buggy inputs.

MCMC methods are model-free techniques that repeatedly perform Monte Carlo sampling from

an unknown posterior distribution by first setting up a Markov Chain whose stationary distribution

is the one we sample from. It then simulates a random sequence of states (candidate perturbations

in our setting) long enough to approximate (to some small error) a valid perturbation.
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Implementations of MCMC sampling have three key components: a sample or hypothesis space,
a jump proposal, and a cost function. The sample space simply defines the set of possible solutions

that the algorithm can return. Jump proposals define how MCMC explores the sample space by

specifying how to transition from one sample to another. The cost function assigns a real number

cost to the elements of the sample space. MCMC algorithms compare two states using their costs,

biasing the search towards samples with lower costs. Since it is only used to compare two samples,

the cost function does not need to know which states in the hypothesis space are minimal.

As discussed in Section 3, the ultimate generalization of a set of buggy inputs is built from a

collection of perturbations. In the rest of this section, we describe our adaptation of MCMC-based

sampling to synthesize these functions individually. Our first challenge is to find a sample space

that is amenable to exploration by MCMC. Akin to component-based synthesis approaches [Feng

et al. 2017; Gulwani et al. 2011], we encode perturbations as a sequence of transformations over

the datatypes of the inputs of the program under test.

This strategy affords us considerable flexibility, as it places no restrictions on the datatypes or the

operations they support. Our set of solutions is thus parameterized over a set of basic components,

which we call perturbation operators.

Definition 4.1 (Perturbation Operators). A perturbation operator 𝜃 : 𝜏1 → 𝜏2 is a terminating

(possibly nondeterministic) function over a datatype 𝜏1. We denote the set of available perturbation

operators as Θ.

Example 4.2. One possible set of perturbation operators for a target program that inserts an

integer into a binary search tree includes operations for finding the upper bound of all elements

in a binary tree (upper_bound); adding a new node to the leftmost leaf of a tree (append_right);
rotating a tree counter-clockwise (rotate_left); dropping all the nodes on the lowest level of a

tree (drop_bottom); as well as operations over integers (e.g., max and min).

Definition 4.3 (Hypothesis Space). For a program under test 𝑃 : 𝜏𝐼 → 𝜏𝑂 , perturbation operators

Θ, and a bound on the number of statements𝑚, the syntax of candidate solutions is:

𝑥,𝑦, 𝑧, 𝑓 ∈ variables 𝑏 ∈ B 𝜃 ∈ Θ
𝑐 ::= 𝑏 | 𝑥 | 𝑐 ∧ 𝑐 | 𝑐 ∨ 𝑐 | ¬𝑐
𝑠 ::= let 𝑥 B if 𝑐 then 𝜃 (𝑦) else 𝜃 (𝑦)
𝑝 ::= def 𝑓 (𝑥 : 𝜏) B 𝑠0; . . . ; 𝑠𝑚 ; return 𝑧

where · indicates a tuple of variables, and 𝑧 has type 𝜏𝐼 . We use 𝐻𝑦𝑝 (𝜏𝐼 ,Θ,𝑚) to denote the

corresponding hypothesis space of candidate perturbations. Every perturbation in such a hypothesis

space has a corresponding perturbation closure, per Theorem 3.9.

1 let f2' (s1: Stack.t) (s2: Stack.t) =
2 let (e1: int) = Stack.head s2 in
3 let (e2: int) = Stack.upper_bound s2 in
4 let (b3: bool) = e1 > e2 in
5 let (l4: Stack.t) = if b3
6 then Stack.snoc s1 e1
7 else Stack.snoc s1 e2 in
8 (l4, s2)

Example 4.4. As a revision of the bad pertur-

bation f2 we introduced in Section 2, f2' ap-

pends the head element of s1 to s2 only when

it is greater than the upper bound of s2. Note
that the statement Stack.head s2 is syntactic

sugar for: if true then Stack.head s2 else
Stack.head s2.
With this hypothesis space in hand, we next present the details of our MCMC-based algorithm

for exploring this space, including our choice of jump proposal and cost function.
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Algorithm 1: Perturbation Learning

Input : Target program 𝑃 : 𝜏𝐼 → 𝜏𝑂 , pre- and post-condition Σ and Φ, perturbation operators Θ,
initial buggy inputs 𝐴init, number of instructions𝑚, termination condition 𝐶 , the number of

perturbations to be learned 𝑛, and the cost function iteration count 𝑡 .

Output : Mapping from each initial buggy input to a set of perturbations.

1 foreach 𝛼 ∈ 𝐴init do
2 𝐹𝛼 ← ∅;
3 repeat 𝑛 times
4 do
5 𝐹 ← ArgAssign(𝐶ℎ𝑜𝑜𝑠𝑒𝑀 (Θ,𝑚), 𝜏𝐼 );
6 while 𝐹 = ∅;
7 𝑓 ← 𝐶ℎ𝑜𝑜𝑠𝑒𝑀 (𝐹, 1);
8 𝑐𝑜𝑠𝑡𝑓 ← CalculateCost (𝑓 , 𝛼𝑖 , Σ,Φ, 𝑡);
9 (𝑓𝑏𝑒𝑠𝑡 , 𝑐𝑜𝑠𝑡𝑏𝑒𝑠𝑡 ) ← (𝑓 , 𝑐𝑜𝑠𝑡𝑓 );

10 while 𝐶 do
11 𝑓 ′ ← Jump(Θ, 𝑓 );
12 𝑐𝑜𝑠𝑡𝑓 ′ ← CalculateCost (𝑓 ′, 𝛼𝑖 , Σ,Φ, 𝑡);
13 𝑓 ← Judge(𝑓 , 𝑐𝑜𝑠𝑡𝑓 , 𝑓 ′, 𝑐𝑜𝑠𝑡𝑓 ′ );
14 if 𝑐𝑜𝑠𝑡𝑓 < 𝑐𝑜𝑠𝑡𝑏𝑒𝑠𝑡 then

(𝑓𝑏𝑒𝑠𝑡 , 𝑐𝑜𝑠𝑡𝑏𝑒𝑠𝑡 ) ← (𝑓 , 𝑐𝑜𝑠𝑡𝑓 );
15 𝐹𝛼 ← 𝐹𝛼 ∪ 𝑓𝑏𝑒𝑠𝑡 ;

16 return [𝛼 ↦→ 𝐹𝛼 ];

17 Procedure Judge(𝑓 , 𝑐𝑜𝑠𝑡𝑓 , 𝑓 ′, 𝑐𝑜𝑠𝑡𝑓 ′ )
18 if 𝑐𝑜𝑠𝑡𝑓 ′ < 𝑐𝑜𝑠𝑡𝑓 then
19 return 𝑓 ′

20 else if 𝐶ℎ𝑜𝑜𝑠𝑒𝑀 ( [0.0, 1.0], 1) < 𝑐𝑜𝑠𝑡𝑓
𝑐𝑜𝑠𝑡𝑓 ′

then
21 return 𝑓 ′

22 else
23 return 𝑓

24 Procedure Sample(𝐴init, F , 𝑘)
25 𝐸 ← ∅;
26 foreach 𝛼 ∈ 𝐴init do
27 foreach 𝑓 ∈ F (𝛼) do
28 for 𝑖 ← 0 to 𝑘 do
29 𝐸 ← 𝐸 ∪ {𝑓 𝑖 (𝛼)};

30 return 𝐸;

5 ALGORITHM
The details of ourMCMC-based approach to perturbation synthesis are presented inAlgorithm 1. This

algorithm takes as input the components of the error generalization problem, the parameters that

define the hypothesis space, and a termination criterion 𝐶 . The algorithm returns a map from each

initial buggy input to a collection of 𝑛 perturbations. The main loop of the algorithm implements

the random walk described in Section 4 using three key subprocedures: the jump proposal Jump,
cost function CalculateCost, and the MCMC judgement Judge. The algorithm is nondeterministic,

which manifests as calls to a function 𝐶ℎ𝑜𝑜𝑠𝑒𝑀 (𝐴,𝑚). This function nondeterministically selects

𝑚 elements from the set 𝐴 at random, and can select the same element multiple times.

For each initial buggy input 𝛼 , the algorithm starts by initializing the corresponding set of

perturbations 𝐹𝛼 to the empty set (line 2) and then constructs 𝑛 perturbations for 𝛼 (lines 4 − 15).
The main perturbation learning algorithm begins by building an initial candidate solution (lines

4 − 9). This candidate is built by picking𝑚 perturbation operators from Θ at random until a set is

found that can be used to construct at least one well-typed program (line 5). One of these functions

is then randomly selected as the initial solution, and both this perturbation and its cost are assigned

to a pair of variables, 𝑓𝑏𝑒𝑠𝑡 and 𝑐𝑜𝑠𝑡𝑏𝑒𝑠𝑡 , that keep track of the best known solution for the current

buggy input. The algorithm then enters a loop that explores the solution space (lines 10 − 15) using
the MCMC-based strategy outlined in Section 4.

The body of this loop first uses Jump to propose a new solution based on the current one, and

then calculates its cost using CalculateCost. The loop then calls the Judge subroutine to decide

whether to adopt the newly proposed function as the current candidate. Judge uses the well-known
Metropolis–Hastings algorithm [Hastings 1970] to compare two perturbations 𝑓 and 𝑓 ′ (lines

18 − 23). If 𝑓 ′ has a lower cost than 𝑓 , it is always selected. Otherwise, 𝑓 ′ is chosen when

𝑐𝑜𝑠𝑡𝑓

𝑐𝑜𝑠𝑡𝑓 ′

is greater than a random number between 0.0 and 1.0. This strategy ensures that the likelihood
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the algorithm jumps to a worse solution is governed by its cost relative to the cost of the current

candidate. The random walk ends when the input termination condition 𝐶 is satisfied. In our

implementation, this is either a bound on the number of loop iterations or the total execution time

The algorithm returns a mapping from each initial buggy inputs to its corresponding set of

learned perturbations. Murphy then uses the Sample subroutine (lines 24 − 30) to construct an

error generalization from this result. Sample begins by initializing the generated buggy inputs 𝐸

to the empty set (line 25), then iteratively applies each learned perturbation to its corresponding

initial buggy input 𝑘 times (lines 26− 29), and finally returns 𝐸 as the final set of generalized buggy

inputs. We observe that as 𝑘 approaches∞, 𝐸 grows closer to

⋃
𝛼∈𝐴init

⋃
𝑓 ∈𝐹𝛼

lfp(𝑓 ↑𝛼 ).
5.1 Jump Proposal
The Jump subroutine takes the set of perturbation operators and the current solution 𝑓 , and

proposes a new candidate solution by slightly modifying 𝑓 . Inspired by stochastic approaches to

compiler superoptimization [Schkufza et al. 2016; Sharma et al. 2015], Jump nondeterministically

applies a type-safety-preserving transformation drawn from one of four classes:

(1) ReArgAssign: randomly reassign the arguments of the perturbation operators;

(2) SwapStatements: swap two statements;

(3) ReplaceOperator: replace the perturbation operator in a statement with another drawn

from Θ;
(4) ReplaceGuard: replace the guard in a statement with another one built from the current

variable context.

We add constant operators that do not need any inputs (e.g. true : bool) in Θ to ensure Jump can

(probabilistically) explore every state in the hypothesis space defined by Θ and𝑚.

Theorem 5.1 (Soundness of Jump Proposal). For an input type 𝜏 , set of perturbation operators
Θ, and bound 𝑛, there exists a finite path between any pair of perturbations in the hypothesis space
𝐻𝑦𝑝 (𝜏,Θ,𝑚) via Jump.

5.2 Cost Function

Algorithm 2: The CalculateCost subrou-
tine.

Input : A perturbation 𝑓 , buggy input 𝛼init,

program under test P, specification
Σ =⇒ Φ, and iteration bound 𝑡 .

Output : The cost of 𝑓 .

1 (𝐴, 𝑐𝐸 , 𝑐𝐷 , 𝑐𝑂𝑝 ) ← ({𝛼init}, 0, 0, 0);
2 for 𝑖 ← 1 to 𝑡 do
3 for 𝛼 ∈ 𝑓 (𝐴) do
4 if P(𝛼) raises exception then
5 𝑐𝐸 ← 𝑐𝐸 + 𝐸𝑥𝑐𝑝𝑡𝑛𝑃𝑒𝑛𝑎𝑙𝑡𝑦 (𝑖);
6 if 𝛼 ∈ 𝐴 then
7 𝑐𝐷 ← 𝑐𝐷 + 𝐷𝑢𝑝𝑉𝑎𝑙𝑢𝑒𝑃𝑒𝑛𝑎𝑙𝑡𝑦 (𝑖);
8 𝐴← 𝐴 ∪ {𝛼};

9 𝑐 ← |{𝛼 ∈ Σ ∧ ∃𝛽 ∈ P(𝛼) .𝛽 ∉ Φ | 𝛼 ∈ 𝐴}|/|𝐴|;
10 𝑐𝑂𝑝 ← 𝑐𝑂𝑝 − 𝐷𝑢𝑝𝑂𝑝𝑃𝑒𝑛𝑎𝑙𝑡𝑦 (𝑓 , 𝑥);
11 return𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑𝑆𝑢𝑚(𝑐, 𝑐𝐸 , 𝑐𝐷 , 𝑐𝑂𝑝 );

The “true” cost of a perturbation is determined

by the number of perturbations that improve

on it, i.e., those which contain its closure. As

it is computationally expensive (and likely im-

possible) to directly calculate this ideal cost,

the CalculateCost subroutine, presented in Al-

gorithm 2, instead tries to approximate it. The

final cost of 𝑓 is largely determined by gener-

ating a subset of its closure. This subset is ini-

tialized to 𝛼 and is then iteratively extended by

applying 𝑓 to all of its elements a fixed num-

ber of times 𝑡 , adding any newly discovered in-

puts to 𝐴 at each step. After generating this set,

CalculateCost records the ratio of buggy inputs

in 𝐴 to its total number of elements (line 9).

This ratio is not the final cost, however. In

order to achieve good coverage of the hypothesis

space, we also prioritize three properties of a

perturbation: it should not fail, it should produce
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(mostly) unique elements, and it should use the perturbation operators in interesting ways. Our

cost calculation includes three additional costs (𝑐𝐸 , 𝑐𝐷 , and 𝑐𝐼 ) to encourage the discovery of

perturbations with these features (line 11). To penalize exceptions inside the body of a perturbation,

which happens when, e.g., the candidate perturbation tries to take the head of an empty list, we

add an additional penalty for each generated input that triggers an exception (line 5). We also

penalize any duplicate tests (line 7) to encourage the generation of unique inputs. We assume that

the exceptions and duplicates that occur in later iterations are less harmful, and so we discount the

corresponding penalties based on which iteration of 𝑓 generated them.

1 let f0' (s1: Stack.t) (s2: Stack.t) =
2 let (e1: int) = Stack.last s1 in
3 let (e2: int) = e1 + 1 in
4 let (l3: Stack.t) = Stack.snoc s1 e2 in
5 let (e4: int) = e2 + 1 in
6 let (l5: Stack.t) = Stack.snoc l3 e4 in
7 (l5, s2)

Finally, we want to bias our search towards

candidate perturbations that use a diverse set of

perturbation operators. To see why, recall the tar-

get program merge and its corresponding pertur-

bation f0 from Section 2. The perturbation f0'
shown to the right is almost the same as f0, but
it adds an additional element to s1. The sequence
of inputs generated by these perturbations are as

follows:

( [1; 2], [3; 4] ) f0−−→ ([1; 2; 3], [3; 4] ) f0−−→ ([1; 2; 3; 4], [3; 4] ) f0−−→ ([1; 2; 3; 4; 5], [3; 4] ) f0−−→ ([1; 2; 3; 4; 5; 6], [3; 4] ) . . .

( [1; 2], [3; 4] ) f0'−−−−→ ([1; 2; 3; 4], [3; 4] ) f0'−−−−→ ([1; 2; 3; 4; 5; 6], [3; 4] ) . . .

Observe that applying f0' is equivalent to applying f0 twice, so the full closure of f0 includes that

of f0'. To avoid this sort of redundancy, we analyze the sequence of perturbation operations were

used to build each output value in a perturbation, and assess a penalty when some are repeated. As

an example, the sequence for l5 in f0' is Stack.last;+1; Stack.snoc;+1; Stack.snoc which uses

the operator +1 and Stack.snoc twice; causing f0' to have a greater cost than f0.

6 EVALUATION
To evaluate our approach, we have implemented an automated error generalization framework,

called Murphy, that targets functional OCaml programs which manipulate rich abstract datatypes

(ADTs) like stacks, heaps, and trees. Murphy takes five parameters: (1) a black-box target program,

(2) the program’s specification in the form of a pre- and postcondition, (3) a (possibly singleton)

set of buggy inputs, (4) a set of perturbation operators, and (5) bounds on training time, input

generation time, and the size and number of perturbations. Given these inputs,Murphy learns a

generator that produces a family of tests which generalize the original buggy inputs.Murphy comes

equipped with a standard library of transformations on common algebraic datatypes. This library

provides 20 operations for binary trees, for example, including functions like root, rotate_left,
and max.

Our experimental evaluation considers four key questions
3
:

Q1: Is Murphy effective? How does it generalize the provided buggy inputs compared to other

automated test frameworks?

Q2: IsMurphy efficient? Does it produce this family of tests in a reasonable amount of time?

Q3: DoesMurphy generalize well? DoesMurphy learn perturbations that explain most of the

buggy inputs representable in a given hypothesis space?

Q4: Is Murphy useful? Can it generate results that improve the results of other black-box

program analysis tools?

3
The supplementary material includes an evaluation of how sensitive Murphy is to the number of perturbation operators

provided.
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All reported data was collected on a Linux server with an Intel(R) Core(TM) i7-8700 CPU @

3.20GHz and 64GB of RAM.

Table 1. Experimental results. The |Θ| column indicates the number of perturbation operators used in each

benchmark. There are two main groupings of columns. The first presents the baseline results using the default

generators provided by QuickCheck to generate inputs for 500s. The second presents the results of using

Murphy to learn two perturbations using a 200s bound on training time and then generating inputs for 50s

each. Each group characterizes the quality of the tests generated with respect to the total number of tests

produced: the percentage of generated inputs that satisfy the precondition (Σ), the percentage of generated
inputs that are buggy, i.e. that produce an output violating the postcondition (Σ ∧ ¬Φ), and the percentage of

buggy inputs which are unique (Σ ∧ ¬Φ ∧ ∃!). As Murphy always generates unique buggy inputs, we omit Σ,
Σ ∧ ¬Φ and Σ ∧ ¬Φ ∧ ∃! in its columns. Each group includes the average time each tool needs to find a single

buggy input (𝑡 ). This average is computed by dividing the total execution time (500s) by the number of unique

buggy inputs generated. We also present the percentage of all feasible buggy inputs that are explained by the

learned perturbations (∪2/∪𝐻𝑦𝑝
).

QuickCheck Murphy

Benchmark |Θ| Σ Σ ∧ ¬Φ Σ ∧ ¬Φ ∧ ∃! t (ms) t (ms) ∪2/∪𝐻𝑦𝑝

BankersQ 16 0.022% 0.022% 0.022% 387.914 0.230 95.52%
BatchedQ 16 11.970% 11.822% 11.510% 0.727 0.180 80.15%
BinomialHp 17 7.523% 0.003% 0.003% 5891.519 0.143 91.48%
CustomStk 16 1.985% 0.524% 0.514% 18.397 0.216 97.90%
SortedL 16 1.987% 0.212% 0.211% 56.743 0.211 87.43%
SplayHp 20 47.321% 0.028% 0.028% 48.649 0.248 78.01%
Stream 17 1.467% 0.445% 0.425% 28.688 0.253 98.38%
Trie 30 4.293% 3.619% 3.616% 2.199 0.239 61.84%

UnbSet 20 62.029% 0.735% 0.723% 1.984 0.239 96.59%
UniqeL 16 13.460% 7.568% 6.137% 0.731 0.182 70.36%
RbSet 16 0.250% 0.129% 0.129% 16.495 0.169 87.29%

LeftistHp 19 21.867% 0.002% 0.002% 133.875 0.226 93.36%
PhysicistsQ 17 0.002% 0.001% 0.001% 20146.334 0.197 99.60%
RealtimeQ 17 0.025% 0.001% 0.001% 1219.821 0.214 97.16%
SkewHp 16 7.382% 0.001% 0.001% 35877.397 0.164 92.26%
PairingHp 16 12.272% 0.000% 0.000% ∞ 0.198 95.81%

Efficiency and Effectiveness. To address the first two questions, we constructed a corpus
4
of

abstract data type (ADT) implementations drawn from Okasaki [1999], the OCaml standard li-

brary [Leroy et al. 2014], Verified Functional Algorithms [Appel 2018], and Software Founda-

tions [Pierce et al. 2010]. We then conducted two sets of experimental evaluations ofMurphy using

sixteen benchmarks, each of which consists of the following components:

• Target Program: A single ADT operation into which we have manually injected a fault.

• Specification: A pair of pre- and post-conditions built from the representation invariant of

the ADT and the intuitive specification of the faulty operation.

• Initial Input: A single, manually written buggy input.

• Perturbation Operators: The operators provided byMurphy’s standard library for the

algebraic data type used as the representation type of the ADT.

The baseline point of comparison for our first set of experiments is the set of errors generated

by a blackbox automated testing framework that generates datatypes with zero knowledge of

4
All the benchmarks and results from our evaluation are provided in the supplementary material.
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the error. To establish this baseline, we chose the popular QuickCheck framework [Claessen and

Hughes 2000], and used the generators provided by the library to randomly sample values of the

underlying representation types used by each benchmark. The generator for lists of integers used

by CustomStk, SortedL and UniqeL, for example, uses the built-in small_nat generator for list

elements and a uniform distribution to select either nil or cons when generating a list. We use a

500s time limit when generating tests with both Quickcheck andMurphy. Per Algorithm 1,Murphy

has two phases: it first synthesizes perturbations for the initial inputs, and then uses the learned

function to generate additional test inputs. In order to ensure a fair comparison, our evaluation

includes the time for both phases: we first spend 200 + 200s synthesizing two perturbations and the
next 50 + 50s generating test inputs using each perturbation.

To judge the effectiveness of Murphy against our baseline (Q1 and Q2), we define the following
three criteria for measuring the quality of a set of tests:

Σ How many of the tests represent valid inputs, i.e. satisfy the precondition of the program

under test?

¬Φ How many of the tests are buggy, i.e. cause the program under test to produce an output

that violates the postcondition?

∃! How well does the set generalize the initial input, i.e., how many unique elements does the

set contain?

The subset of unique buggy inputs (i.e., those tests that satisfy all three criteria) represents the

set of high-quality tests generated by an automated testing framework. The detailed results of

our experiments are shown in Table 1. We note thatMurphy always generates high-quality tests

for each of the benchmarks, i.e. it was able to successfully learn a sound perturbation for each

benchmark. The baseline approach, in contrast, generates fewer (at most 62.0%) inputs satisfying

the precondition; after filtering out non-buggy tests, this decreases substantially to at most 11.5%.

There are two primary reasons behind the poor performance of the generators based on purely

random sampling:

(1) Some ADTs (e.g. real time queue, physicist’s queue) have strict representation invariants,

making it unlikely that a random generator will choose values satisfying the precondition

of the function (Σ). Equipped with perturbation operators for the underlying represen-

tation type, on the other hand, Murphy is able to learn perturbations that preserve the

representation invariant of each ADT.

(2) Even if the representation invariant is relatively permissive, it is difficult for a zero-knowledge

random generator to trigger an error when the program under test behaves correctly on

most inputs (Σ ∧ ¬Φ).
Taken together, these results demonstrate that Murphy can effectively generalize buggy inputs.

This set of experiments also provides evidence thatMurphy can efficiently generalize an error

(Q2). To demonstrate this, we calculated the average time needed to generate a unique buggy

input using both QuickCheck andMurphy (column 𝑡 in Table 1). Even accounting for the 200s of

training time per perturbation,Murphy is able to quickly generate a large family of high-quality

tests, averaging less than a tenth of a millisecond per unique buggy input. Even in the worst case,

this is more than 4x faster than the baseline Quickcheck implementation.

Our second set of experiments was designed to evaluate how wellMurphy can generalize from a

small set of buggy inputs to find perturbations that capture properties relevant to the error in the

program under test (Q3), e.g. 𝐸merge. Since the generalizationsMurphy can build are dictated by

the hypothesis space of possible perturbations, our point of comparison is the best solution in that

space: the generalization built from closures of every perturbation in the solution space, which we

call the set of feasible buggy inputs. We attempt to quantify how well a set of learned perturbations

, Vol. 1, No. 1, Article . Publication date: April 2022.



883

884

885

886

887

888

889

890

891

892

893

894

895

896

897

898

899

900

901

902

903

904

905

906

907

908

909

910

911

912

913

914

915

916

917

918

919

920

921

922

923

924

925

926

927

928

929

930

931

Plucking Buggy Inputs Out of Thin Errors: Synthesizing Test Generators via Perturbation Learning 19

covers the feasible buggy inputs by measuring how many of the inputs can be “explained” by

the learned perturbations. To do so, we first approximate the set of feasible bugs by exhaustively

enumerating every well-typed candidate perturbation, generating (bounded) sets of buggy inputs

from this enumeration, filtering out any non-buggy inputs from the resulting sets, and taking the

union of those sets.

Next, we use a specification inference tool [Zhou et al. 2021] to infer specifications for each of the

perturbations for the benchmarks in Table 1. The inferred specifications act as an explanation of the

sorts of bugs covered by each perturbation. As an example, the specification inferred for f2 from
Section 2 is “all the elements of the first stack are less than or equal to all the elements of the second

stack”, a specification that fails to explain a feasible bug like ( [1; 2; 3; 4], [3; 4]). Alternatively, the
specification inferred for f0 is “the head element in the first stack is less than or equal to all the

elements of the second stack”, which does explain the aforementioned buggy input. To measure

the quality of the learned perturbation, we look at the feasible buggy inputs we sampled from all

possible perturbations and calculate the percentage which satisfy the inferred specifications. The

results of these experiments are shown in Table 1. With two exceptions, the perturbations learned

byMurphy cover at least 75% of all sampled feasible buggy inputs. The first of these exceptions,

Trie, has the largest hypothesis space, since it requires perturbation operators for both lists and

trees, suggesting that Murphy needs more training time to fully explore the space. The other

exception is the UniqeL benchmark, which has one of the largest sets of buggy inputs, making it

hard for just two perturbations to cover the full region.

1 let rec insert (x: int) (s: int unbset) =
2 match s with
3 | Leaf -> Node (x, Leaf, Leaf)
4 | Node (y, a, b) ->
5 if x < y
6 then Node (x, a, insert y b)
7 else if y < x
8 then Node (y, a, insert x b)
9 else s

1 let f_unbset (x: int) (s: int unbset) =
2 let (lb: int) = upper_bound s in
3 let (s1: int unbset) = append_right lb s in
4 let (s2: int unbset) = rotate_left s1 in
5 let (s3: int unbset) = drop_bottom s2 in
6 (x, s3)

Fig. 12. Target program and synthesized perturbations for the unbalanced set benchmark (UnbSet).

Interesting Functions. Not surprisingly, our machine learning-based approach allows Murphy

to synthesize interesting and non-obvious generators. As one example, consider the UnbSet

benchmark, which targets a set ADT backed by an unbalanced binary tree. The operations of this

ADT assume the tree is sorted: 𝑙 < 𝑛 for all left children 𝑙 of node 𝑛, and 𝑛 < 𝑟 for all right children 𝑟 .

The insert operation that is shown on the left-hand side of Figure 12 fails to maintain this invariant

due to a bug on line 6, which recursively inserts the current node y instead of x. When given an

integer 0 and the tree shown in Figure 13a, for example, insert produces the unsorted tree shown in
Figure 13a'. Equipped with this buggy input and its stock set of tree perturbation operators, which

includes the upper_bound, append_right, rotate_left, and drop_bottom functions described

in Section 4, Murphy infers the f_unbset function shown on the right-hand side of Figure 12.

Although these stock tree perturbation operators do not know anything about the sorted tree

invariant, the learned perturbation nevertheless respects this invariant. Figure 13 gives an example

execution of f_unbset. This function first finds the upper bound of the elements of the input tree,

which it then appends to the right-most leaf of the tree (lines 2-3), producing the tree in Figure 13b.

Next, f_unbset rotates that tree (line 4) to construct the tree in Figure 13c (the rotated nodes are

boxed in the figure), before dropping all the nodes on the lowest level. Notice that the resulting

tree, shown in Figure 13d, is also sorted, but inserting 0 into it produces the buggy tree shown in

Figure 13d'.
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Fig. 13. An example execution of the learned perturbation (f_unbset) for the unbalanced set benchmark.

Utility. In order to evaluate the usefulness of the tests generated by Murphy, we used it to

augment the training data used by two learning-based blackbox program analyses (Q4). The quality
of results for any data-driven program analysis [Miltner et al. 2020; Padhi et al. 2016; Zhou et al.

2021] fundamentally depends on the data they are given. Granted access to the program source,

these analyses can improve their results by augmenting this data set by inspecting the program, e.g.,

by querying a verifier to find witnesses of unsafe behavior. When analyzing blackbox programs,

however, it is not always clear how to gather additional examples of, e.g., safety violations. Since

Murphy learns to generate precisely these sorts of inputs, we hypothesized that it could be used to

improve the performance of these tools. To investigate this hypothesis, we targeted two existing

data-driven specification inference tools, PIE [Padhi et al. 2016] and Elrond [Zhou et al. 2021].

The first of these, PIE, is a tool for inferring a precondition under which it is safe to execute a

program. LikeMurphy, PIE does not assume access to the source code of the program; instead it

learns an assertion that accepts a set of “good” tests satisfying some property while also rejecting a

set of “bad” tests that violate the property. PIE is biased towards learning the weakest consistent

assertion, so if the set of bad tests is too small, it may produce a precondition that is unsafe. We

thus investigated whether augmenting the set of bad tests with additional buggy inputs produced

by Murphy can help PIE to avoid this pitfall.

To do so, we looked for existing applications of PIE that align with the expected use case for

Murphy, namely programs that manipulate algebraic data types and that have at least one safe

input and one buggy input. We could identify two such programs in the original benchmark suite of

PIE [Padhi et al. 2016]. Both programs are accompanied by a postcondition used for distinguishing

between good and bad tests, and a precondition that represents the “correct” precondition for the

program. For each benchmark, we used PIE to generate a precondition from each of the following

test suites: a baseline set of 100 random tests produced by Quickcheck, the baseline set enhanced

with 100 additional randomly-generated tests, and the baseline set augmented with 5 bad tests

generated by a perturbation synthesized by Murphy. These three sets are respectively labelled 𝜙𝜋 ,

𝜙𝜋2 , and 𝜙𝜋+𝜇 in Table 2. To control for the randomness of automated test generation, we repeated

each experiment 60 times. The entry under each category reports the probability that PIE infers a

precondition that is logically equivalent to the precondition provided by the original benchmark.

As Table 2 shows, the accuracy of PIE on both benchmarks improves when augmented with

tests fromMurphy. For the failing cases for the first benchmark (RevInv) PIE inferred the incorrect

precondition 𝑙𝑒𝑛(𝑙) ≠ 0 ∧ 𝑙𝑒𝑛(𝑙) ≠ 1. Here, QuickCheck failed to produce a test with a list that was

not a non-trivial palindrome (i.e. one with more than one element). Using the “trivial” singleton lists

as buggy inputs,Murphy was able to find more “interesting” negative samples (e.g., palindromes

with more than a single element), which in turn guided PIE towards the correct precondition,

𝑟𝑒𝑣 (𝑙) ≠ 𝑙 . This example shows how the cost function’s use of heuristics to identify “interesting”

inputs can help improve the coverage of the learned perturbation. For the 10% of cases in LenApp
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Table 2. Experimental results of augmenting PIE’s test suite with additional tests from Murphy. The first

three columns report the name of the original benchmark, the desired postcondition, and the “correct” safe

precondition that should be inferred (Σ𝑠𝑎𝑓 𝑒 ). The last three columns indicate the probability that PIE infers a

precondition equivalent to Σ𝑠𝑎𝑓 𝑒 across 60 experimental runs using tests drawn from one of three categories:

𝜙𝜋 is a baseline set of 100 tests produced by zero-knowledge generators, 𝜙𝜋2 augments that set with 100

additional tests produced by zero-knowledge generators, and 𝜙𝜋+𝜇 augments 𝜙𝜋 with 5 bad tests generated

by a perturbation synthesized by Murphy.

Benchmark Postcondition Σ𝑠𝑎𝑓 𝑒 𝜙𝜋 𝜙𝜋2 𝜙𝜋+𝜇

RevInv list_rev(𝑙) ≠ 𝑙 rev(𝑙) ≠ 𝑙 41.7% 75.0% 100.0%
LenApp list_append(𝑙1, 𝑙2) = [] len(𝑙1) = 0 ∧ len(𝑙2) = 0 3.3% 5.0% 90.0%

where usingMurphy did not help PIE find the correct precondition, we observed that the set of

randomly-generated good tests was insufficient; in this benchmark, the tests did not include an

example in which both input lists were empty. We additionally observed thatMurphy was effective

at helping PIE refine an initial precondition: for each run, it was always the case that 𝜙𝜋+𝜇 =⇒ 𝜙𝜋 ,

i.e. Murphy always produced an input that strengthened the baseline precondition inferred by PIE.

Our second set of experiments targeted Elrond [Zhou et al. 2021], a data-driven tool that infers

specifications of library functions which are sufficient to ensure the safety of a given client of the

library. As with PIE, Elrond does not assume access to the source code of the library, and instead

probes blackbox implementations of its methods in order to infer their specifications. Elrond

uses data from Quickcheck to provide tests that are used to construct a candidate specification;

these tests are effectively treated by Elrond as counter-examples to refine its current proposed

specification. An additional SMT-based logical refinement phase is then used to further safely

weaken (or generalize) this specification. We hypothesized thatMurphy could find additional useful

inputs that QuickCheck could not, helping Elrond to infer better initial candidates. Doing so would

reduce the number of SMT queries needed by the second phase, and in turn, improve the overall

execution time needed to perform specification inference.

To test this hypothesis, we inserted an intermediate phase between Elrond’s initial learning

and weakening phases. This intermediate phase usesMurphy to learn two perturbations within

a 200 + 200s time bound, and then iterates each perturbation 2000 times to generate additional

tests. Those tests were then used to refine the candidate specifications one final time before the

specifications were handed off to the SMT-based weakening phase.

The results of this experiment for each of the 6 benchmarks that timed out in the original

evaluation of Elrond are shown in Table 3. In every benchmark,Murphy generates a significant

amount of additional data, which in each case helps generalize at least one of the inferred library

specifications. This corresponds to at least a 70.3% (at least 250minutes) reduction in the time spent

in the weakening phase across all benchmarks. This significant improvement happens because

many potential weakenings were covered by the additional data generated by Murphy, before the

beginning of the SMT-intensive weakening phase.

7 RELATEDWORK
Stochastic Search for Programs. The idea of using statistical sampling methods like MCMC to

explore a space of programs has also been investigated in STOKE [Schkufza et al. 2013; Sharma

et al. 2013], a stochastic superoptimizer that uses MCMC sampling to explore the space of possible

programs in search of one that is an optimization of the given target program. LikeMurphy, the

sampling-based framework employed by STOKE makes it necessarily incomplete; its experimental

results, however, demonstrate that it is capable of constructing programs that far outperform those
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Table 3. Experimental results of the Elrond case study, which includes the six benchmarks whose weakening

phase timed out in the original evaluation of Elrond. The first group of columns lists the benchmark name,

the number of distinct library functions it uses (|𝐹 |), and the total number of library function calls in the

client program (|𝑅 |). The next group of columns presents results from the unmodified version of Elrond.

The two columns report the total number of counterexamples generated byQuickcheck during the initial

learning (|𝑐𝑒𝑥 |) phase and the total weakening time in minutes (𝑡𝑤 ). An entry of 1000+ for 𝑡𝑤 indicates the

benchmark failed to finish after 16+ hours. The third group reports the results for the version of Elrond

augments with counterexamples generated byMurphy. The last three columns report the number of additional

counterexamples found by Murphy (|𝑐𝑒𝑥 |𝜇 ), the number of inferred specifications weaker than the initial

solutions produced by the initial learning phase (|𝐹 |𝜇 ), and the total weakening time needed for the refined

set of specifications (𝑡
𝜇
𝑤 ).

Benchmark |𝐹 | |𝑅 | |𝑐𝑒𝑥 | 𝑡𝑤 (𝑚𝑖𝑛) |𝑐𝑒𝑥 |𝜇 |𝐹 |𝜇 𝑡
𝜇
𝑤 (𝑚𝑖𝑛)

Stack 4 5 37 453.84 1764 2 126.91

Heap

3 8 78 1000+ 1885 2 94.47
2 21 155 1000+ 779 1 119.32
2 21 178 308.94 1161 1 56.02

Set
1 21 110 1000+ 910 1 94.10
2 8 85 351.64 1285 2 104.36

produced by traditional superoptimizers. Unlike Murphy, however, which uses MCMC to explore

the space of perturbations for the purposes of error generalization, STOKE’s sampling algorithm is

defined in terms of a cost function that integrates correctness of a proposed transformation (in

terms of results over test cases) and runtime performance improvement (statically approximated);

its search procedure therefore lacks any notion of generalization in determining the utility of

a candidate program. Liang et al. [2010] present an MCMC-based framework for synthesizing

programs in combinatory logic whose terms are defined in a probabilistic context-free grammar

and whose learning objective is determined from training examples. Their goals and methodology

are notably different from Murphy’s.

There has been much recent work in the program synthesis community on using machine

learning methods to synthesize and reason about programs [Allamanis et al. 2018; Alon et al. 2019;

Bielik et al. 2016; Murali et al. 2018; Pradel and Chandra 2021; Raychev et al. 2019], attempting to

generalize semantically-relevant properties by learning from (often very large) corpora. In contrast,

our approach relies on a probabilistic sampling method to construct a random walk over the space

of candidate perturbations, and crucially makes no assumptions on the availability of training data,

allowing it to generalize from a small (possibly single) set of buggy inputs. An et al. [2019] explored

how programming-by-example systems could leverage the hypothesis that candidate programs are

robust to user-specified semantic properties in order to generalize from a small set of examples.

Genetic Programming. Our technique also bears some similarity to genetic programming [Forrest

et al. 2009; Goues et al. 2012] and evolutionary search [Mendelson et al. 2021] methods insofar

as they all involve exploring a high-dimensional space of candidate programs. While Murphy

performs this search in service of error generalization, synthesizing functions that generate a family

of inputs guaranteed to trigger a bug from provided buggy inputs, genetic programming uses tests

that reflect both positive and negative executions in service of program repair or patch generation

tasks in order to prevent the defects that triggered these negative executions. This difference in

goals also leads to differences in approach - genetic programming methods rely on a predefined

set of heuristics that govern program evolution while Murphy leverages a statistical sampling

technique to search for high-quality perturbations.
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Automated Test Generation. Murphy shares superficially similar goals to fuzzing [Godefroid

2020], a commonly-used automated testing mechanism that seeks to improve test coverage by

mutating inputs. These techniques are generally categorized according to how much access they are

given to the program under test. Whitebox fuzzing approaches use program analysis [Bounimova

et al. 2013; Godefroid et al. 2012] and symbolic execution [Cadar et al. 2008; Godefroid et al. 2005]

to guide the construction of new inputs that result in execution of new program paths. Greybox

techniques such as AFL [Zalewski 2015] leverage instrumentation and dynamic execution to

drive subsequent fuzzing actions. DeepFuzz [Liu et al. 2019] is a blackbox technique that learns a

generative recurrent neural network which can generate syntactically well-formed C programs

for fuzz testing C compilers. The closure of a perturbation can be thought of a set of fuzzed

inputs derived from the original buggy input, each of which is guaranteed to generate an error,

constrained by the method’s precondition. Notably, however, the inputs generated by perturbations

are not tailored for improving program coverage, since the approach is fully blackbox, but for

error generalization. For similar reasons,Murphy is also distinguished from methods that explicitly

synthesize test cases in the form of client programs [Samak and Ramanathan 2015; Samak et al.

2015] used to drive execution through libraries; these techniques also rely on some form of static

analysis to guide the synthesis process.

Besides property-based random testing frameworks like QuickCheck [Claessen and Hughes

2000], metamorphic testing [Chen et al. 2018] uses the notion of metamorphic relations to define

properties that drive the generation of new test cases from existing ones, without the need for a

test oracle to ascertain the utility of the newly generated test. In contrast,Murphy generates inputs

via a test generator synthesis procedure that avoids the need for users to supply metamorphic

relations, using only the method’s pre- and post-conditions and MCMC sampling to drive its search.

While metamorphic testing is a general property-based testing technique, imposing few constraints

on the structure of supplied relations that are used to define the properties of interest,Murphy’s

approach is lighter-weight and fully automatable, and, as demonstrated here, offers significant

utility for error generalization tasks in functional programs.

8 CONCLUSION
This paper addresses the problem of error generalization, generalizing a small (possibly singleton)

set of buggy inputs into a large family of similar bugs. Error generalization can help developers

document, diagnose, and test fixes to software faults, as well as aid data-driven reasoning techniques

which rely on a body of error-generating inputs. Our proposed solution uses an MCMC-based

learning technique to synthesize perturbations, specialized test generators for these sorts of buggy

inputs. We have built a tool based on our approach, called Murphy, and shown that it is highly

effective at generalizing small sets of buggy inputs to blackbox functional programs that manipulate

structured datatypes. We have also demonstrated thatMurphy can help improve the efficacy of

data-driven specification inference and verification tools by supplying additional useful data to

these tools.
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A BENCHMARKS AND EXPERIMENT RESULTS
Our benchmark suite and experiment results are available on the following anonymous link:

https://anonymous.4open.science/r/Murphy-Supplementary-Material-3511

B PROOFS OF LEMMAS AND THEOREMS
Lemma B.1 (Perturbation Functors are Monotone). A perturbation functor 𝑓 ↑𝛼 built from a

buggy input 𝛼 and perturbation 𝑓 is always (non-strictly) monotone.

Proof. In order to show 𝑓 ↑𝛼 is monotone, it is sufficient to show:

∀𝐴1, 𝐴2, 𝐴1 ⊆ 𝐴2 =⇒ 𝑓 ↑𝛼 (𝐴1) ⊆ 𝑓 ↑𝛼 (𝐴2)
According to the definition of 𝑓 ↑𝛼 :

𝑓 ↑𝛼 (𝐴) ≜ {𝛼} ∪ {𝑓 (𝑎) | 𝑎 ∈ 𝐴}
and so:

𝑓 ↑𝛼 (𝐴1) ≜ {𝛼} ∪ {𝑓 (𝑎) | 𝑎 ∈ 𝐴1}
⊆ {𝛼} ∪ {𝑓 (𝑎) | 𝑎 ∈ 𝐴2} as (𝐴1 ⊆ 𝐴2)
≜ 𝑓 ↑𝛼 (𝐴2)

Qed.

Corollary B.2 (Perturbation Closure). For a given instance of the error generalization problem,
the least fixed-point of a perturbation functor 𝑓 ↑𝛼 , denoted as lfp(𝑓 ↑𝛼 ), for a given buggy initial
input 𝛼 exists. Furthermore, if 𝑓 is sound, lfp(𝑓 ↑𝛼 ) is a generalization of 𝛼 .

Proof. First we prove the least fixed-point of a perturbation functor 𝑓 ↑𝛼 exists via Scott’s

fixed-point theorem. The input space of the target program P : 𝜏1 × · · · × 𝜏𝑛 → 𝜏𝑂 is no larger than

𝜔 , and so the following theorem [Scott 1976] applies: all Scott-continuous functions 𝐹 have least fixed
point

⋃
𝑖<𝜔 𝐹 𝑖 (∅). Thus, to show lfp(𝑓 ↑𝛼 ) exists, it is sufficient to show 𝑓 ↑𝛼 is Scott-continuous,

that is, 𝑓 ↑𝛼 is monotone and preserves the all directed supremum. By the above lemma, we know

𝑓 ↑𝛼 is monotone. For arbitrary directed supremum

⊔
𝐴𝑖 of directed subset {𝐴𝑖 } of 𝑃𝜔 :

𝑓 ↑𝛼 (
⊔

𝐴𝑖 ) ≜ {𝛼} ∪ {𝑓 (𝑎) | 𝑎 ∈
⊔

𝐴𝑖 }

= {𝛼} ∪ {𝑓 (𝑎) | 𝑎 ∈
⋃

𝐴𝑖 } as ({𝐴𝑖 } ⊆ 𝑃𝜔 )

= {𝛼} ∪
⋃
{𝑓 (𝑎) | 𝑎 ∈ 𝐴𝑖 }

=
⋃
({𝛼} ∪ {𝑓 (𝑎) | 𝑎 ∈ 𝐴𝑖 })

≜
⋃

𝑓 ↑𝛼 (𝐴𝑖 )

=
⊔

𝑓 ↑𝛼 (𝐴𝑖 ) as ({𝑓 ↑𝛼 (𝐴𝑖 )} ⊆ 𝑃𝜔 )
Thus 𝑓 ↑𝛼 preserves the all directed supremum, and so the lfp(𝑓 ↑𝛼 ) exists.

Scott’s fixed pointed theorem additionally states:

lfp(𝑓 ↑𝛼 ) =
⋃
𝑖<𝜔

𝑓 ↑𝑖𝛼 (∅)

To show lfp(𝑓 ↑𝛼 ) is a generalization of 𝛼 when 𝑓 is sound, according to Definition 3.3, we first

prove:

𝛼 ∈ {𝛼} = 𝑓 ↑𝛼 (∅) ⊆
⋃
𝑖<𝜔

𝑓 ↑𝑖𝛼 (∅) = lfp(𝑓 ↑𝛼 )
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Moreover, we prove every element in the fixed point is reachable from 𝛼 via 𝑓 by induction. For

the initial case, 𝑓 ↑𝛼 (∅) = {𝛼} is reachable from 𝛼 ; assume 𝑓 ↑𝑖𝛼 (∅) = {𝛼} is reachable from 𝛼 ,

𝑓 ↑𝑖+1𝛼 (∅) = 𝑓 ↑𝛼 (𝑓 ↑𝑖𝛼 (∅))
= {𝛼} ∪ {𝑓 (𝑎) | 𝑎 ∈ 𝑓 ↑𝑖𝛼 (∅)} where 𝑓 ↑𝑖𝛼 (∅) is reachable

which is also reachable from 𝛼 via 𝑓 . Then every element in the fixed point is reachable from 𝛼 via

𝑓 , and is buggy as 𝑓 is sound. Thus lfp(𝑓 ↑𝛼 ) is a generalization of 𝛼 . Qed.

Theorem B.3 (Error Generalization Via Perturbations). Given an instance of the error
generalization problem and a non-empty set of sound perturbations 𝐹𝛼 for each 𝛼 in 𝐴init, we can
build a generalization of 𝐴init by taking the union of the closures of the perturbations for each buggy
input, i.e.

⋃
𝛼∈𝐴init

⋃
𝑓 ∈𝐹𝛼

lfp(𝑓 ↑𝛼 ) is a valid generalization of 𝐴init.

Proof. According to Definition 3.3, we first show 𝐴init is a subset of

⋃
𝛼∈𝐴init

⋃
𝑓 ∈𝐹𝛼

lfp(𝑓 ↑𝛼 ).

According to Corollary B.2,

∀𝑓 ∈ 𝐹𝛼 , 𝛼 ∈ lfp(𝑓 ↑𝛼 )

thus,

𝐴init ⊆
⋃

𝛼∈𝐴init

{𝛼} ⊆
⋃

𝛼∈𝐴init

⋃
𝑓 ∈𝐹𝛼

lfp(𝑓 ↑𝛼 )

On the other hand, as lfp(𝑓 ↑𝛼 ) is a generalization of 𝛼 , all elements in it are buggy, and so

every element in the union

⋃
𝛼∈𝐴init

⋃
𝑓 ∈𝐹𝛼

lfp(𝑓 ↑𝛼 ) is also buggy. Therefore, this union is a valid

generalization of 𝐴init. Qed.

Theorem B.4 (Soundness of Jump Proposal). For an input type 𝜏 , set of perturbation operators
Θ, and bound 𝑛, there exists a finite path between any pair of perturbations in the hypothesis space
𝐻𝑦𝑝 (𝜏,Θ,𝑚) via Jump.

Proof. As we introduced the “constant” operators which do not need any input (e.g. true : bool)
in Θ, a perturbation that only uses these operators can be a “hub” between two arbitrary perturba-

tions. More precisely, there is a “hub” perturbation 𝑓 ∗ that uses constant perturbation operator 𝑝

for each statement and returns input variables as result. As all perturbations are endo-functions

(the input and output types are the same), this 𝑓 ∗ is always type safe. We can then perform the

following transformation to jump to an arbitrary perturbation 𝑓 from 𝑓 ∗:

(1) Apply ReplaceGuard and ReplaceOperator to make the first statement of 𝑓 ∗ the same as 𝑓 .

Notice that, as there are no previous operators applied, all variables required by the operators

used in the first statement of 𝑓 can be found in 𝑓 ∗. After that, we apply ReplaceGuard and

ReplaceOperator to make the second statement of 𝑓 ∗ the same as 𝑓 . As now 𝑓 and the

current perturbation has the same first statement, all variables required by the operators

used in the second statement of 𝑓 are also available in current perturbation. By induction,

we can repeat these jumps until all statements in the current perturbation the same with 𝑓 .

(2) Apply ReArgAssign to make the variables returned by current perturbation the same as 𝑓 .

As all previous statements of two perturbations are the same, this step is also type safe.

We can reverse the above steps to jump from arbitrary perturbation 𝑓 ′ back to 𝑓 ∗. Thus there exists
a finite path between any pair of perturbations in the hypothesis space 𝐻𝑦𝑝 (𝜏,Θ,𝑚) via Jump.
Qed.
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C ROBUSTNESS
The set of programs considered by Murphy is ultimately defined by the set Θ of perturbations

provided to it. In order to synthesize useful perturbations, Θ should be large enough to include

meaningful operators that can guide Murphy towards a helpful solution. However, simply adding

more operators to Θ increases the size of the search space the learner must navigate, complicating

convergence. To investigate how sensitive Murphy is to the selection of perturbation operators

(Q4), we evaluated how the choice of Θ impacts the percentage of high-quality tests the tool

generates. Our evaluation examines three of the ADT benchmarks that use lists for their underlying

representation (CustomStk, UniqeL, and SortedL), as lists are the datatype with the highest

number of perturbation operators in our experiments (16). For our experimental setup, we limit the

number of statements in the perturbation to 4, then select 3 perturbation operators at random
5

to include in Θ. We next runMurphy for 500MCMC steps
6
, and then generate 10 tests. We then

randomly choose a new perturbation operator to add to Θ, and repeat the experiment, stopping

once all 16 list transformations have been included in Θ.

Fig. 14. Experimental results. These figures show the average accuracy of perturbations synthesized within a

500 step bound using different numbers of perturbation operators. In each sub-figure, the x-axis indicates the

size of Θ, and the y-axis indicates the percentage of high-quality tests (unique buggy inputs) (𝐴𝑐𝑐𝑃𝐹 ). The

dashed line indicate the average accuracy of all tests, and the black (grey) bar covers the range of accuracy of

50% (80%) tests.

Figure 14 reports the results of this process for each of the three benchmarks, averaged across

8 runs. For each benchmark, we observe that the ratio of high-quality tests (the dashed line)

increases rapidly as the number of perturbation operators grows, suggesting thatMurphy is able

to learn a fairly good (e.g., over 50% accurate) perturbations even when given relatively few (e.g.,

7) perturbation operators. With fewer perturbation operators, the quality of the resulting tests

can vary wildly, depending on whether the right operators are included. As the size of Θ grows,

however, the variance in the accuracy of the learned function decreases. We also observe that that

the quality of the perturbation synthesized byMurphy does not decrease much as this set grows

large, even when it has to consider the full set of candidate solutions (𝑂 (416)), suggesting that

Murphy is able to focus on the relevant operators when learning a perturbation function. Taken

together, these experiments suggest that Murphy is fairly robust to the inclusion of extraneous

perturbation operators, even when Θ is relatively large.

5
We begin with 3 operators to ensure that there are several well-typed candidate solutions in the hypothesis space.

6
We do not use a time bound because the execution time of the target program is different for each benchmark.
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