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Abstract—An adversary can deploy parasitic sensor nodes into wireless sensor networks to collect radio traffic distributions and trace back messages to their source nodes. Then, he can locate the monitored targets around the source nodes with a high probability. In this paper, a Source-location privacy Protection scheme based on Anonymity Cloud (SPAC) is proposed. We first design a light-weight \((t, n)\)-threshold message sharing scheme and map the original message to a set of message shares which are shorter in length and can be processed and delivered with minimal energy consumption. Based on the shares, the source node constructs an anonymity cloud with an irregular shape around itself to protect its location privacy. Specifically, an anonymity cloud is a set of active nodes with similar radio actions and they are statistically indistinguishable from each other. The size of the cloud is controlled by the preset number of hops that the shares can walk in the cloud. At the border of the cloud, the fake source nodes independently send the shares to the sink node through proper routing algorithms. At last, the original message can be recovered by the sink node once at least \(t\) shares are received. The simulation results demonstrate that the SPAC can strongly protect the source-location privacy in an efficient manner. Moreover, the message sharing mechanism of SPAC increases the confidentiality of network data and it also brings high tolerance for the failures of sensor nodes to the data transmission process.
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I. INTRODUCTION

Wireless sensor networks (WSNs) are composed of a large number of smart devices that collaborate with each other to perform various tasks. Due to the developments in sensor technology, circuit engineering, and information techniques, WSNs have been widely used in many fields, including wild habitat monitoring, target tracing and military surveillance [1]–[3]. In general, once the information is collected, it will be immediately delivered to the sink node in a multi-hop manner and then the information can be used by the network operator. The networks are likely to be deployed in harsh environments and all the nodes are strictly limited in resources such as energy, communication, computing, and storage capabilities. Meanwhile, some nodes may not function properly and fail to monitor the environment or to receive and transmit packets. It is a great challenge to design data collection schemes for WSNs which need to be light-weight, reliable, and robust.

WSNs are vulnerable to many threats [4]–[6]. Though numerous encryption and decryption techniques have been used to protect the security of data and networks [7]–[10], some contextual-information-based attacks cannot be processed properly. As a novel back-tracing attack, Hotspot-Locating attack proposed in [11] is a huge threat to source-location privacy. In WSNs, a source-location is defined as the location of the node that keeps the target monitored [12] and source-location privacy is the confidentiality of the source node’s location. Moreover, a set of neighboring source nodes form a hotspot that generates a large data transmission amount causing an obvious inconsistency in the network traffic. Once a hotspot is located, a set of source nodes can be found. In general, Hotspots can be formed for different reasons, e.g., when the monitored wild animals have high density or spend some time in one area due to the availability of food, water, shadow, shelter, etc. The nodes in WSNs are wirelessly linked and hence the adversary can detect the radio distribution through a spectrum analyzer. Considering that a sensor node keeps silent for most of time until targets are detected, the adversary can easily trace back to the source nodes by analyzing the radio behaviors of the nodes in the networks. At last, he can locate the surrounding targets monitored by the source nodes with a high probability. It can be observed that Hotspot-Locating attack is easy to implement with a low cost and it is a huge threat to WSNs.

As an example, a wildlife protection organization deploys a WSN to monitor wild pandas [13] and the collected information is periodically reported to the sink node for further analysis. In this scenario, the hunters can locate the pandas through Hotspot-Locating attack and apparently, this is a great threat to the pandas. Consequently, it is very meaningful to design source-location privacy protection schemes. For convenience,
we use pandas to represent the monitored target in the rest of this paper, though the target can be any monitored object in real WSNs.

In source-location privacy protection schemes, two adversary models, i.e., global adversary and local adversary, are widely employed [11], [14]–[18]. Global adversaries are assumed to be capable of monitoring the whole network and know all the radio transmissions in the data link layer. This model is impractical for extremely large WSNs. Moreover, if the adversaries can monitor the whole WSN, i.e., deploying a parasitic sensor network (PSN) with a similar size to that of the WSN, they can directly locate the targets (e.g., the pandas) by the PSN. How to stop the adversaries from locating targets directly by a PSN is very challenging and however this is not what we mainly concern in this paper. As a consequence, we employ the local adversary model which assumes that the adversaries have limited overhearing capability and a parasitic node can only monitor the local area at a given time. In general, the overhearing range \( R_o \) of the parasitic nodes is similar to the communication range of the sensor nodes \( R_c \) and for convenience, we set \( R_o \) equals to \( R_c \) in this paper.

In the common back-tracing attack, once a parasitic node monitors a package transmission made from node \( A \), it moves to \( A \) and waits until another package is sent from node \( B \). Then, it moves to \( B \) and waits to find another package transmission. The parasitic node repeats the above process until it locates the source node. Random routing algorithms [17], [18] can be employed to defend this attack. However, Hotspot-Locating attack is much stronger and the adversary uses traffic inconsistency caused by hotspot areas to locate pandas by analyzing the data collected by parasitic nodes. Though random routing algorithms can change the routing paths, they cannot hide the traffic inconsistency between hotspot areas and normal areas. Consequently, it is severe to propose novel source-location privacy protection approaches.

In this paper, we enhance Hotspot-Locating attack model to make it more practical and stronger. Then, to defend against the enhanced Hotspot-Locating attack, this paper proposes a source-location privacy protection scheme based on anonymity cloud named SPAC. We first design a lightweight \((t, n)\)-threshold message splitting and sharing scheme particularly for WSNs based on congruence equations [19]. When a message \( M \) is generated by the source node, we map \( M \) to a set of independent sub-messages \( s_1, s_2, \ldots, s_n \) called shares of \( M \) which are much shorter in length. Compared with message \( M \), the shares can be processed and transmitted in the anonymity cloud flexibly with much less energy consumption. Each share contains part information of \( M \) and any subset with at least \( t (1 \leq t \leq n) \) shares can reconstruct \( M \), or otherwise \( M \) is safe in confidentiality.

Based on the shares, we construct an anonymity cloud around the source node to hide its accurate location. In SPAC, an anonymity cloud is a set of active nodes with similar radio behaviors and the nodes in a cloud are statistically indistinguishable. Note that, the size of a cloud is greatly larger than that of a hotspot and much smaller than that of the whole network. Given \( n \) shares, the source node randomly selects a hop number \( h_j \) for each share \( s_j \) which indicates how many steps the share can walk in the cloud. Then the source node sends the shares along with the hop numbers to its neighbors randomly. In the process of expanding the cloud, the next hop of a share is chosen through sector-based directed random walk model rather than unbiased random walk model to avoid conflicts between walking steps. Meanwhile, some fake shares are also generated and transmitted along with the real shares to protect radio traffic privacy. Once an anonymity cloud is constructed by a source node, all the other nodes in the cloud need not to construct a new cloud and they just need to follow the rules about radio transmission behaviors.

To destroy the transmission patterns underneath these shares, a random time delay is generated for each share at each transmitting step. We generate time delays from a normal distribution for the fake shares. Moreover, we set the time delays for the real shares by the method proposed in [14] to increase the freshness of the real shares while guaranteeing their security. Once a sensor node receives a real share that has been delivered for \( h \) hops, the node is defined as a fake source node and it delivers the share to the sink node through proper routing algorithms immediately. All the fake source nodes of message \( M \) locate near to the boundary of the cloud and they are naturally dispersive. This increases the difficulty for the adversaries to trace back. Once at least \( t \) shares are received, the sink node can reconstruct \( M \) and the message transmitting process is completed.

In this paper, it is an interesting attempt to introduce the message sharing technique into source-location privacy protection schemes. This brings mainly three important advantages to SPAC. First, message sharing scheme improves the confidentiality of data delivered in the network and it protects the source-location privacy indirectly. In SPAC, the adversary cannot recover \( M \) even some shares are captured and this increases the difficulty of extracting the source-location information from \( M \). Second, without shares, the nodes in the cloud need to transmit the original message \( M \) and fake messages with the same length of \( M \). Apparently, it generates an extremely large data transmission amount, especially for a huge cloud. In our scheme, we replace the original messages by real shares and fake shares that are much shorter in length. In this case, energy-efficiency of the whole networks greatly improves which makes SPAC more practical. Third, message sharing scheme significantly improves the robustness of the package delivery process. This can be explained by the fact that the sink node can recover message \( M \) if it receives just \( t \) shares though some other shares are lost.

Simulation results show that SPAC can provide strong protection on source-location privacy and it is much more energy-efficient compared with existing cloud-based schemes and global-adversary-based schemes. In addition, the proposed scheme is of high fault tolerance on the failure of sensor nodes and hence it can provide a reliable data transmission process with proper \( t \) and \( n \).

The main contributions of this paper are summarized as follows:
• We present a novel network structure to show the back-tracing threat model clearly and then enhance the Hotspot-Locating attack model to make it stronger and more practical.
• We design a light-weight message sharing scheme particularly for WSNs based on congruence equations and maps the original message to a set of shorter shares which can be processed and delivered efficiently.
• An anonymity cloud with an irregular shape is constructed based on the shares to hide the accurate location of the real source node. The radio actions of the nodes are carefully designed to make them indistinguishable.
• A series of simulations are conducted to compare SPAC with existing routing-based schemes and cloud-based schemes in terms of source-location privacy protection, energy efficiency, and reliability.

The rest of this paper is organized as follows: A thorough review of the source-location privacy protection approaches and message sharing schemes is presented in Section II. Network model and the enhanced Hotspot-Locating attack model are presented in Section III. SPAC is presented in Section IV. The performance of SPAC is evaluated in Section V. We conclude this paper and mention our future research plan in Section VI.

II. RELATED WORK

A. Source-Location Privacy Protection Schemes

In global-adversary-based schemes, the adversaries can analyze the source locations based on all the traffic information of the entire network [14], [15], [20]. In this case, the best choice to defend against the back-tracing attack is sending dummy messages to confuse the adversaries. Most existing approaches attempt to find good balances among the security of source node, the overhead of dummy messages and message delivery delay. Alomair et al. [14] proposed the notion of “interval indistinguishability” in their scheme and mapped the source node anonymity problem to the statistical problem of binary hypothesis testing to minimize time delay while ensuring the security of the source node. To reduce messages delay time without an apparent increase of data transmission amount, Shao et al. [15], [20] proposed a statistically strong source location privacy protection scheme. In this scheme, the source node sends real messages as soon as possible while keeping them indistinguishable from the dummy messages. To decrease the overhead of dummy messages, Lu et al. [21] designed a scheme for cluster-based WSNs in which the cluster heads collect information from its members periodically and filter out the dummy messages. Then, only the real messages are sent to the sink node. However, it results in a longer time delay because of the fixed packages sending rate. In [16], the dummy messages are filtered out by proxy nodes rather than cluster heads to further decrease message transmission amount. For different proxy assignment methods, the lifetimes of the networks are thoroughly analyzed. Mehta et al. [22] computed a lower bound on the communication amount needed for a given level of location privacy and then provided two techniques to balance time delay and data transmission amount.

Most local-adversary-based source location protection schemes use random routing algorithms to make the routing paths more difficult to be traced backward. The phantom routing technique [17] is a classic random routing technique and it is composed of two phases: a random walk phase and a subsequent single path routing phase. Initially, a package is sent out by the source node and it randomly walks for \( k \) steps which are preset by the operators. To avoid the random walk steps canceling each other, some directed random walk models are designed. Then, the random walk phase is transformed into the single path routing phase. The fake source node can employ any existing routing algorithm to deliver the messages to the sink node. Wang and Zeng [18] proposed a random routing algorithm called ARR, in which the source node can predefine the rough shape of the routing path by randomly selecting a set of virtual locations which can decide a set of agent nodes on the path. Then, an extremely complicated mechanism is designed to guarantee that the packages can be properly sent to the sink node by the agent nodes in a relay manner. Except for routing-based schemes, some other schemes are also proposed. Recently, a cloud-based scheme is proposed [11] and it is strongly related to SPAC we propose in this paper. In [11], the cloud is filled with fake messages and it is constructed through a complex process. Though the adversaries can trace back to the boundary of the cloud, it is difficult to find the accurate location of the source node. However, this scheme is very energy-consuming and its performance can be further improved.

SPAC also improves the confidentiality of data transmitted in the network and some related work in this field are discussed as follows. Liu et al. [10] proposed a secure and energy-efficient multi-path routing algorithm for the message shares in WSNs. This algorithm first randomly delivers the shares all over the network before sending them to the sink node. Simulation results show that it performs well even in the network with black holes. Ozdemir et al. [7] integrate false data detection with data aggregation to improve data confidentiality. Specifically, the sensor nodes between two consecutive data aggregators verify the data integrity on the encrypted data rather than the plaintext data to support confidential data transmission. Mahmoud et al. [8] designed a secure and reliable routing protocol for WSNs by combing payment and trust systems. The protocol always chooses those highly-trusted nodes having sufficient energy to minimize the probability of breaking the route. Ren et al. [23] attempt to design a location-aware end-to-end security data transmission framework for large-scale static WSNs. In this scheme, secret keys of the nodes are bound to geographic locations and each node stores a few keys. This location-aware property effectively limits the impact of compromised nodes only to their vicinity without affecting end-to-end data security.

B. Message Sharing Schemes

A message sharing scheme allows one to map an original message \( M \) to several independent messages \( s_1, s_2, \ldots, s_n \), called shares. The shares can be distributed to a set of users \( P \) and only certain qualified subsets of users can recover \( M \). The collection of all the qualified sets of users is defined as the
access structure $\Gamma$. Since Shamir [24] first proposed the message sharing scheme with a threshold access structure, many researchers have contributed to message sharing methods and implementations. A comprehensive introduction of message sharing schemes is provided in [25], [26]. A $(t, n)$-threshold secret sharing scheme is a method of sharing a message $M$ among a set of $n$ users, in such a way that any $t$ users can reconstruct the message $M$, but no group which contains less than $t$ users can do so. Many classical $(t, n)$-threshold schemes have been proposed [27]–[30]. Marek and Urszula [31] presented a new message sharing algorithm based on the use of mathematical methods. This algorithm can be used as a new method or an intelligent component for message sharing. Zhang and Zhang [32] investigated the verifiable secret sharing scheme and they present an information-theoretical secure VSS scheme which can be further improved in terms of efficiency. A linear threshold verifiable secret sharing in bilinear groups is proposed in [26] and it is simple and energy-efficient. Huang et al. [33] computed a tight lower bound on the amount of communication amount between the users and the parties. Further, they generalized Shamir’s secret sharing scheme and proposed a simple and efficient scheme with minimal communication. Harn and Fuyou [34] proposed a multilevel threshold secret sharing scheme based on the Chinese Remainder Theorem. Some secret sharing schemes have been employed in distributed sensor networks to enhance data confidentiality [6]. However, these schemes cannot be directly employed to protect the source-location privacy and they are too energy-consuming. This can be explained by the fact that most message sharing schemes are of high computation complexities and the lengths of the shares are too large.

III. NETWORK MODEL AND ENHANCED HOTSPOT-LOCATING ATTACK

A. Network Model

In this paper, we consider a huge 2-D network composed of a large number of homogeneous sensor nodes. Each node in the network is assumed to be able to locate itself in proper manners [12], [35]. They can further get their neighbors’ locations easily based on simple beacon communications. We further assume that each node is capable of computing, communication, and storage to properly execute the instructions. In general, a sink node acts as a bridge between a network and the network operator and it is much more powerful than the common nodes [36]. Therefore, we assume that the sink nodes in our network have sufficient resources in terms of computing, storage, and data transmission.

The deployed nodes in the network employ the $k$-Nearest neighbors tracing approach [37] to monitor the targets. Specifically, each node follows a sleeping schedule and keeps silent when no target is detected. However, if a node detects a target in its region of responsibility, it needs to keep active until the target moves out of the region. In general, a target is simultaneously detected by a set of nodes and we assume that these nodes can locate the target accurately in a cooperative manner. At last, the information of the target is sent to the sink nodes in time.

Similar to [17], [27], we consider a scenario that a hunter attempt to trace back to the source nodes and find the panda. To present the back-tracing threat clearly, we decompose the whole network into three levels, i.e., target level, WSN level, and PSN level, as shown in Fig. 1. The target level is the foundation of the whole network. Individuals or organizations need to deploy WSNs to collect the information about the targets such as the locations and physical conditions which can be used by the zoologist to analyze the habit of the pandas. To find the panda, the adversary deploys some parasitic nodes into WSNs to locate the source nodes. Once the source nodes are located, the pandas can be found with a high probability considering that the source nodes are naturally near to the pandas. All the parasitic nodes compose the PSN level. Compared with searching the pandas randomly in a boundless wild area, back-tracing attack based on PSN greatly improves the efficiency of the searching process.

B. Enhanced Hotspot-Locating Attack

We assume that the parasitic nodes are well equipped with modules of power, movement, communication, spectrum sensing and analysis, storage and computing. Each parasitic node can monitor radio signals locally and locate the sender of the messages. However, they cannot locate the receiver of the packages, because any node in the transmission range can be the receiver. The parasitic nodes can communicate with each other by wireless links and they can share the collected data in time. In this way, a set of parasitic nodes in a near area can form a more powerful organization and the monitor radius greatly enlarged compared with a single node.

In this paper, we employ an enhanced attack model of Hotspot-Locating attack model proposed in [11]. As an example, the process of Hotspot-Locating attack is presented in Fig. 2. A parasitic node is initially deployed around the sink node and some others are distributed in the network randomly. In back-tracing phase, the parasitic nodes collect traffic information including the coordinates of the nodes that sent a packet and the time of sending the packet. Then the parasitic nodes analyze the collected information and judges whether they find a hotspot or they can move to a more promising area that can lead to the hotspot. Two types of information including time correlation and packet sending rate are analyzed simultaneously to locate the hotspot.
Specifically, the adversary identifies a hotspot by using the fact that more packets are sent out by the nodes near to the hotspot compared with the nodes far away from the hotspot. Therefore, the adversary can continuously move toward the hotspot by analyzing the traffic rather than track back by a packet. As shown in Fig. 2, Hotspot-Locating attack comprises of two patterns including inside back-tracing pattern and boundary back-tracing pattern. In the inside back-tracing pattern, the parasitic nodes follow the high packet sending rates of the nodes which relay the hotspot’s packets and finally reach a suspect region. In Fig. 2, a parasitic node moves from area $A_4$ to $A_5$ by employing the inside back-tracing pattern. Apparently, if a parasitic node moves out of the hotspot, the packet sending rate greatly decreases suddenly and hence it can infer the hotspot region. In the boundary back-tracing pattern, the parasitic nodes can identify the boundary easily by observing the large difference in packet sending rates between the two sides of the boundary. The parasitic nodes move on the boundary of a large packet sending rate until they reach a suspected region. In Fig. 2, a parasitic node moves from area $A_4$ to $A_2$ and then to $A_3$ by employing the boundary back-tracing pattern.

Once the adversary finds a small suspect area, we assume that the adversary collects all his resources and deploy them in this area. In the extreme case, the adversary can monitor all the nodes in suspect. Consequently, we can treat the adversary as a global adversary and he knows all data transmission behaviors in this area. This assumption makes the Hotspot-Locating attack proposed in [11] more practical and stronger and it increases the difficulty of source-location privacy protection. We call this model the enhanced Hotspot-Locating attack model.

It can be observed that the proposed attack model in this paper is much stronger than packet-based back-tracing attack. Existing global-adversary-based source-location privacy protection schemes consume an extremely large data transmission amount and they are impractical for large WSNs. Though random routing algorithms are energy-efficient, they cannot defend against this attack effectively. As a consequence, it is of great importance to design an efficient and effective scheme.

IV. SOURCE-LOCATION PRIVACY PROTECTION BASED ON ANONYMITY CLOUD

In this section, we present the pre-deployment phase of WSNs in Section IV.A. Then, a light-weight message sharing scheme is particularly designed for WSNs based on congruence equations, and two important properties of this scheme are stated through provable Theorems in Section IV.B. The method of constructing the anonymity cloud based on the shares is presented in Section IV.C. Finally, we discuss the method of delivering the shares from the fake source nodes to the sink nodes and how to reconstruct the original messages based on the received shares at the sink nodes in Section IV.D.

A. Pre-Deployment Phase

To protect data privacy between a pair of nodes, we first design a pairwise key negotiation algorithm based on bilinear map. Before scattering all the sensor nodes into the monitored area, each node $n_i$ is assigned with a unique identifier $ID_{n_i}$, a public key $PK_{n_i}$ and a secret key $SK_{n_i}$ which are used to negotiate session keys with its neighbors. Let $\mathbb{G}_0$ and $\mathbb{G}_1$ be two multiplicative cyclic groups of prime order $p$. Let $g$ be a generator of $\mathbb{G}_0$ and $e$ be a bilinear map $e : \mathbb{G}_0 \times \mathbb{G}_0 \rightarrow \mathbb{G}_1$ with the following properties:

1. Bilinearity: $\forall u, v \in \mathbb{G}_0$ and $a, b \in \mathbb{Z}_p$, $e(u^a, v^b) = e(u, v)^{ab}$.
2. Non-degeneracy: $e(g, g) \neq 1$.

Let $H$ be a hash function and $H : \{0, 1\}^* \rightarrow \mathbb{G}_0$. The public key of node $n_i$ is calculated as follows:

$$PK_{n_i} = H(ID_{n_i})$$

(1)

Private key generator (PKG) randomly chooses a master key $s$ from $\mathbb{Z}_p^*$. The secret key of node $n_i$ is calculated by PKG as follows:

$$SK_{n_i} = PK^{s}_{n_i}$$

(2)

Note that, though node knows $PK_{n_i}$ and $SK_{n_i}$, it cannot obtain $s$ because of discrete logarithm difficulty. Similarly, node $n_j$ has the public key $PK_{n_j}$ and the secret key $SK_{n_j}$.

In the deployed network, a pair of neighbor nodes $n_i$ and $n_j$ can negotiate a session key as follows:

1. Node $n_i$ selects a random number $a \in \mathbb{Z}_p^*$ and computes $N_i = PK^a_{n_i}$. Node $n_i$ sends $N_i$ and $PK_{n_i}$ to node $n_j$.
2. Node $n_j$ selects random numbers $b \in \mathbb{Z}_p^*$ and computes $N_j = PK^b_{n_j}$. Node $n_j$ sends $N_j$ and $PK_{n_j}$ to node $n_i$.
3. Node $n_i$ calculates the session key as follows:

$$S_{n_i,n_j} = e(SK_{n_i}, N_j \cdot PK^a_{n_i})$$

(3)

4. Node $n_j$ calculates the session key as follows:

$$S_{n_j,n_i} = e(N_i \cdot PK^b_{n_j}, SK_{n_i})$$

(4)
Based on the properties of $e$, we can prove that:

$$S_{n,n_j} = e \left( SK_{n_i}N_j \cdot PK_{n_j}^s \right)$$
$$= e \left( PK_n^s \cdot PK_{n_j}^b \cdot PK_{n_j}^a \right)$$
$$= e \left( PK_n^s \cdot PK_{n_j}^a \right)^{s(a+b)} = S_{n,n_i}$$  \(5\)

At last, nodes $n_i$ and $n_j$ get a session key which can be used to securely transmit data. These session keys are dynamic and related to the nodes’ public keys. In this paper, we assume that each pair of node communicate with each other based on the session key and the adversary cannot decrypt the packets in the network.

**B. Light-Weight Message Splitting and Sharing Scheme**

In this section, we first design a \((t,n)\)-threshold message splitting and sharing approach based on congruence equations and then prove its correctness and security in Theorem 1 and Theorem 2, respectively. Note that, \(t\) and \(n (t \leq n)\) are preset by the network operators. For message \(M\) generated by a source node, we first encode it by an interleaving coder and then split it into \(t\) pieces of sub-messages \(x_1, x_2, \cdots, x_t\) with equal lengths. The interleaving coder is employed to destroy the semantic meanings of each single sub-message [38]. For example, if the original message \(M\) is “aabbbcccc”, then the encoded form is “abacabacbc”. Then, the \(n\) shares \(x_1, x_2, \cdots, x_t\) are constructed based on \(x_1, x_2, \cdots, x_t\) by the following equations where \(p = \max(x_1, x_2, \cdots, x_t)\).

$$s_i = \begin{cases} 
    x_1 + x_2 + \cdots + x_t \mod p, & \text{if } i = 1 \\
    s_1 + \cdots + s_{i-1} + x_i + \cdots + x_t \mod p, & \text{if } 1 < i \leq t \\
    s_1 + 2^{i-1} s_2 + \cdots + t^{i-1} s_t \mod p, & \text{if } t < i \leq n
\end{cases}$$  \(6\)

It can be observed from equation (6) that all the shares can be constructed based on \(n(t-1)\) additive operations and \((n-1)(t-1)\) multiplicative operations, if all the constant coefficients \(2^{i-1}, 3^{i-1}, \cdots, t^{i-1} (1 \leq i \leq n)\) are pre-calculated and stored. In Shamir’s secret sharing scheme, the shares are constructed based on \(n(t-1)\) additive operations, \((n-1)\) multiplicative operations and \((n-1)\) exponential operations. Therefore, our scheme is of lower computation complexity compared with the classic secret sharing scheme. In addition, considering that \(p = \max(x_1, x_2, \cdots, x_t)\), the length of the shares in our scheme is about \(1/t\) to that of message \(M\). Constructing an anonymity cloud based on the shares is much more energy-efficient than constructing the anonymity cloud based on message \(M\). Overall, the proposed secret sharing scheme is lightweight and it suits WSNs well.

Having obtained \(n\) message shares \(s_1, s_2, \cdots, s_n\), if the source node can successfully deliver at least \(t\) shares to the sink node by employing any existing routing algorithms, the sink node can reconstruct message \(M\) based on the received shares. Meanwhile, if the adversary intercepts less than \(t\) shares, he cannot recover message \(M\). In the following, we prove the correctness and security of the proposed message sharing scheme in Theorem 1 and Theorem 2, respectively.

**Theorem 1 (Correctness):** If the sink node receives at least \(t\) shares constructed by congruence equations (6), the sink node can reconstruct message \(M\).

**Proof:** Having received at least \(t\) shares, the sink node first needs to construct congruence equation set \(CE\) based on any \(t\) received shares with the same manner as equation (6). We need to prove that the sink node can get \(\{x_1, x_2, \cdots, x_t\}\) by solving \(CE\) and further construct \(M\) through an interleaving decoder. In other words, we need to prove that equation set \(CE\) has a unique solution and it is proved by considering two cases in the following.

Case 1: The \(t\) equations that compose equation set \(CE\) are the first \(t\) equations of the congruence equations (6) and hence \(CE\) can be presented as follows:

$$\begin{align*}
  s_1 &= x_1 + x_2 + \cdots + x_t \mod p \\
  s_2 &= x_1 + x_2 + \cdots + x_t \mod p \\
  \vdots \\
  s_t &= x_1 + x_2 + \cdots + x_t \mod p \\
\end{align*}$$  \(7\)

Equivalently, we can express \(CE\) in the form of matrix as follows:

$$s_1 = \begin{pmatrix}
    1 & 1 & \cdots & 1 \\
    1 & 2 & \cdots & 2 \\
    \vdots & \vdots & \ddots & \vdots \\
    2^{t-1} & 2^{t-2} & \cdots & 2^{t-1}
\end{pmatrix}
\begin{pmatrix}
    x_1 \\
    x_2 \\
    \vdots \\
    x_t
\end{pmatrix} = B
\begin{pmatrix}
    x_1 \\
    x_2 \\
    \vdots \\
    x_t
\end{pmatrix}$$  \(8\)

We can obtain a unit matrix from \(B\) by means of simple elementary transformation and thus \(B\) is invertible. Further, we know that \(CE\) has a unique solution \(\{x_1, x_2, \cdots, x_t\}\) and message \(M\) can be reconstructed.

Case 2: The first \(i (0 \leq i < t)\) equations of \(CE\) are chosen from congruence equations in (7) and the other \(t-i\) equations of \(CE\) are chosen from the last \(n-t\) congruence equations in (6) which are presented in the following:

$$\begin{align*}
  s_{i+1} &= s_1 + s_2 + \cdots + s_t \mod p \\
  s_{i+2} &= s_1 + 2s_2 + \cdots + ts_t \mod p \\
  \vdots \\
  s_n &= s_1 + 2^{n-t} s_2 + \cdots + t^{n-t} s_t \mod p \\
\end{align*}$$  \(9\)

We now prove that any subset of \(t\) shares from \(\{s_1, s_2, \cdots, s_t, s_{i+1}, \cdots, s_n\}\) is equivalent to the subset of the first \(t\) shares \(\{s_1, s_2, \cdots, s_i\}\). Suppose that we choose \(i (0 \leq i < t)\) shares: \(\{s_1, s_2, \cdots, s_i\}\), \(1 \leq k_1 < k_2 < \cdots < k_t \leq t\) from \(\{s_1, s_2, \cdots, s_t\}\) and choose another \(t-i\) shares: \(\{s_{k_1+1}, s_{k_1+2}, \cdots, s_{k_t+1}\}\). It follows that \(k_{i+1} < k_{i+2} < \cdots < k_t \leq n - t\) from \(\{s_{i+1}, s_{i+2}, \cdots, s_n\}\). In this case, \(CE\) can
be expressed in the form of matrix as follows:

\[
\begin{pmatrix}
    s_{k_1} \\
    \vdots \\
    s_{k_t} \\
    s_{t+k_1} \\
    \vdots \\
    s_{t+k_t}
\end{pmatrix} = 
\begin{pmatrix}
    0 & \cdots & 1 & \cdots & 0 & \cdots & 0 \\
    \vdots & & \vdots & & \vdots & & \vdots \\
    0 & \cdots & 0 & \cdots & 1 & \cdots & 0 \\
    1 & \cdots & k_{i+1} & \cdots & k_i & \cdots & 1 \\
    \vdots & & \vdots & & \vdots & & \vdots \\
    1 & \cdots & k_i & \cdots & k_i & \cdots & 1 \\
    \vdots & & \vdots & & \vdots & & \vdots \\
    \vdots & & \vdots & & \vdots & & \vdots \\
    \vdots & & \vdots & & \vdots & & \vdots \\
    \vdots & & \vdots & & \vdots & & \vdots \\
    \vdots & & \vdots & & \vdots & & \vdots \\
    s_t & \cdots & s_t & \cdots & s_t
\end{pmatrix} \begin{pmatrix}
    s_1 \\
    \vdots \\
    s_t \\
    s_{t+1} \\
    \vdots \\
    s_n
\end{pmatrix}
\]

(10)

Now we need to prove that the equations constructed by \(\{s_{k_1}, s_{k_2}, \ldots, s_{t+k_1}, \ldots, s_{t+k_t}\}\) is equivalent to those constructed by \(\{s_1, s_2, \ldots, s_t\}\). In other words, these two equation sets should have the same solution. We can compute determinant of \(D\) and find that \(|D| \neq 0\). Therefore, the matrix \(D\) is invertible and \(\{s_1, s_2, \ldots, s_t\}\) can be linearly expressed by \(\{s_{t+k_1}, s_{t+k_2}, \ldots, s_{t+k_t}\}\). Based on Case 1, we prove that the equations in Case 2 also have a unique solution.

In fact, we can rewrite the congruence equations (6) in the form of the matrix in the following:

\[
\begin{pmatrix}
    s_1 \\
    \vdots \\
    s_t \\
    s_{t+1} \\
    \vdots \\
    s_n
\end{pmatrix} = H_{n \times t} \begin{pmatrix}
    x_1 \\
    x_2 \\
    \vdots \\
    x_t
\end{pmatrix}
\]

(11)

Any subset of \(t\) shares from \(\{s_1, s_2, \ldots, s_n\}\) corresponds to \(t\) rows of the matrix \(H\). By Case 1, we know that the first \(t\) shares \(\{s_1, s_2, \ldots, s_t\}\) can uniquely decide \(\{x_1, x_2, \ldots, x_t\}\). By Case 2, we know that any subset of \(t\) shares is equivalent to first \(t\) shares \(\{s_1, s_2, \ldots, s_t\}\). Combine Case 1 and Case 2, we know that any \(t\) rows of the matrix \(H\) are linearly independent and any \(t\) shares can uniquely decide \(\{x_1, x_2, \ldots, x_t\}\). Further, message \(M\) can be reconstructed successfully by an interleaving decoder. This completes the proof.

According to Theorem 1, we know that the sink node can reconstruct message \(M\) if at least \(t\) shares are successfully received. This can significantly improve the robustness of the data transmission process and besides, it can also enhance the security of the transmitted messages in the networks. In tradition, message \(M\) is sent to the sink nodes through only one routing path and once an adversary finds this routing path, it can intercept \(M\) and begin to decrypt the message. However, in our proposed approach, all the shares are delivered through independent paths and they may be transmitted to different sink nodes. It is extremely difficult for the adversaries to capture a set of shares. Even if an adversary eavesdrops several shares, it is impossible that message \(M\) can be reconstructed. In the worst case, i.e., \(t1\) shares are collected by the adversary, we prove that they cannot reconstruct message \(M\) even if all the shares are decrypted successfully in Theorem 2.

**Theorem 2 (Security):** If the adversary intercepts less than \(t\) shares of message \(M\), he cannot reconstruct message \(M\) accurately.

**Proof:** We first assume that the strong adversary has intercepted \(t - 1\) shares and all the intercepted shares have been successfully decrypted. Then, to reconstruct message \(M\), the adversary needs to solve the equation set that is constructed by \(t - 1\) shares. Apparently, if the adversary cannot reconstruct message \(M\) from the \(t - 1\) shares, he cannot reconstruct message \(M\) from a set of shares with less than \(t - 1\) shares. Let \(F\) be a field and \(H = (h_{ij})_{n \times t} = (H_1, H_2, \ldots, H_n)^T\) be a matrix over \(F\). Given \(n\) numbers \(s_1, s_2, \ldots, s_n\) from the field \(F\), consider a matrix equation:

\[
H_{n \times t} \begin{pmatrix}
    x_1 \\
    x_2 \\
    \vdots \\
    x_t
\end{pmatrix} = S \Leftrightarrow HX = S, \text{ where } X = \begin{pmatrix}
    x_1 \\
    x_2 \\
    \vdots \\
    x_t
\end{pmatrix}
\]

(12)

Consider the worst-case scenario: the matrix \(H\) has a rank \(t - 1\) and we need to show the matrix equation has no solution or has \(|F|\) solutions.

Consider matrix \(H\) and let

\[
\begin{pmatrix}
    H_1 & s_1 \\
    H_2 & s_2 \\
    H_3 & s_3 \\
    \vdots & \vdots \\
    H_n & s_n
\end{pmatrix} = \overline{T}
\]

(13)

Case 1: If the rank of \(H\) is not equal to the rank of \(\overline{H}\), the matrix equation has no solution and in this case, the adversaries cannot recover message \(M\).

Case 2: If the rank of \(H\) is equal to the rank of \(\overline{H}\), the matrix equation has a special solution:

\[
\begin{pmatrix}
    a_1 \\
    a_2 \\
    \vdots \\
    a_t
\end{pmatrix} = A, \quad H A = S
\]

(14)

and the matrix equation \(HX = 0\) has a solution vector space of 1-dimension over \(F\) generated by vector \(Y\). Hence it has \(|F|\) solutions: \(kY (k \in F)\). Hence, \(HX = S\) has solutions: \(kY + A(k \in F)\). Combining Case 1 and Case 2, Theorem 2 is proved.

Based on Theorem 2, we can observe that even the adversary captures some shares of message \(M\), he cannot recover \(M\). Consequently, the message sharing scheme improves the confidentiality of data in the network.

When executing the scheme with pre-selected parameters \(t\) and \(n\), we can pre-compute the coefficient matrix \(H\) in (11) and preload them into the sensor nodes before deploying the networks. Then, there are only add and multiply operations both of which are very energy-efficient compared with most
existing message sharing schemes. Overall, this scheme performs very well in terms of energy efficiency in the whole process and as a result, it is an extremely suitable message sharing scheme for WSNs.

C. Anonymity Cloud Construction Based on Message Shares

1) Spreading the Anonymity Cloud: To protect source-location privacy, the source node uses the shares $s_1, s_2, \ldots, s_n$ to construct an anonymity cloud of an irregular shape in the around area. In this way, the adversary cannot locate the source node by analyzing the shape of the cloud. In our scheme, the size of an anonymity cloud is defined as the number of nodes covered by the cloud and it is indirectly decided by the number of average hops $h$ that the shares can be transmitted in the cloud. According to different security demands, parameter $h$ needs to be preset by the operators. For a network with a high-security requirement, the size of the anonymity cloud should be increased and on the contrary, if the network has a low-security requirement, the size of the anonymity cloud should be decreased. In theory, if we increase $h$ of a cloud by $\alpha$ times, the size of the cloud would increase by $\alpha^2$ times. As a result, the total energy consumption of constructing the cloud also increases by $\alpha^2$ times. Therefore, the operators of the networks should select parameter $h$ carefully to find a good balance between security and energy consumption.

We assume that each share $s_i$ has a random hop count $h_i$ which is generated by a uniformly random distribution with mean value $h$. In this paper, $h_i$ is generated by a uniform distribution $U(0.1h, 1.9h)$ whose mean value is $h$. Though $h$ is a constant number for an anonymity cloud, the shape of the anonymity cloud is random and irregular. This can be explained by the fact that some shares’ hop counts are larger than $h$ and some other shares’ hop counts are smaller than $h$. A brief example of constructing an anonymity cloud is shown in Fig. 3. Initially, source node $T$ generates message $M$ and 3 message shares are constructed by the message sharing scheme presented in Section IV.B. We assume that $h = 3$ and the corresponding hop counts for the three shares are 2, 3 and 4, respectively. Then the source node sends the three shares to its neighbors randomly and the real shares are delivered in the network along with the three red paths. Meanwhile, some fake shares are also generated and broadcasted in the network to protect the real shares from being identified by the adversary. The cloud stops spreading once the hop counts of the shares decrease to 0 and the corresponding nodes, i.e., $F_1, F_2, F_3$, that receive the real shares are defined as the fake source nodes. Meanwhile, all the nodes that receive either real shares or fake shares with hop counts 0 are defined as candidates of fake source nodes and they may become a fake source node for the next share.

At last, the fake source nodes send the real shares to the sink node through proper routing algorithms immediately, which will be discussed in the next section. It can be observed that the cloud is constructed in a totally distributed manner and the fake source nodes are selected in a random way which increases the difficulty of back-tracing.

### Algorithm 1 ConstructionOfAnonymityCloud

1: An event is monitored by the source node $T$ and a message $M$ with identifier $ID_M$ needs to be sent to the sink node;
2: Node $T$ generates $n$ shares $s_1, s_2, \ldots, s_n$ of message $M$ and they share the same identifier $ID_M$;
3: Node $T$ randomly selects a hop count $h_i$ for each share $s_i$;
4: for each node $N_j$ receiving a share $s_i$;
5: $N_j$ decrypts $s_i$ and checks whether $s_i$ is a real share;
6: if $s_i$ is a real share and $h_i$ is zero;
7: $N_j$ send the share to the sink node immediately;
8: else if $s_i$ is a real share and $h_i$ is not zero;
9: $N_j$ updates $h_i$ by $h_i - 1$ and randomly sends $s_i$ to a neighbor node with a random delay $t_{\text{real}}$;
10: $N_j$ generates several fake shares which have the same hop count and identifier with $s_i$ and send them to the other neighbors with a random delay $t_{\text{fake}}$;
11: else if $s_i$ is fake and $h_i$ is not zero and $N_j$ has never received other shares with the same identifier;
12: $N_j$ updates $h_i$ by $h_i - 1$ and sends the fake shares to all its neighbors with a random delay $t_{\text{fake}}$;
13: else;
14: $N_j$ drops $s_i$;
15: end if;
16: end for;

The detailed process of anonymity cloud construction is presented in Algorithm 1. We assume that message $M$ has a unique identifier and the identifier is added into the heads of all its shares including real and fake shares. For each node $n_i$ that receives a share $s_j$, it starts to check whether the share is a real share. As shown in line 6 to 10, if the share is real and its hop count is zero, node $n_i$ becomes a fake source node and it sends the share to the nearest sink node immediately; if the share is real and the hop count is not zero, node $n_i$ needs to subtract the hop count by one and then send the share to one of its neighbors with a time delay $t_{\text{real}}$. Meanwhile, some fake shares with the same identifier are generated and sent to the other neighbors of $n_i$. As shown in line 11 to 15, if node $n_i$ receives a fake share and has never received a fake share with the same identifier, it subtracts the hop count by one and then
send the fake share to all its neighbors with a random time delay $t_{fake}$; if $n_i$ has received a fake share with the same identifier, it just drops the share. Thus, fake shares are not transmitted repeatedly in the cloud. We will discuss how to choose the next hop of $s_i$ and generate $t_{real}$ and $t_{fake}$ in the following.

The shape of the cloud performs an important role in protecting source location and it is decided by the hop counts of the shares. Note that, a once a cloud is constructed, its shape keeps stable and hence the candidates of fake shares are constant. When a new message is generated by a node in the cloud, the node needs not to generate hop counts for the shares and instead the shares just need to be delivered in the cloud until they reach a candidate of fake source node. At last, the candidate fake node becomes a fake source node and it sends the share to sink node.

2) Choosing the Next Hop of a Real Share: We now discuss how to choose the next hop when delivering a real share in the cloud. If the nodes send a real share to a neighbor node in a totally random manner, it is likely that the real share is transmitted around the real source node repeatedly and the walk steps conceal with one another. This is a bad phenomenon for protecting the source location considering that the cloud cannot spread in time and it also increases the workload of the sensor nodes around the source node. In this paper, we design a new strategy to choose the next hop of a real share based on the sector-based directed walk model. As shown in Fig. 4, a real share $s_i$ is sent from node $A$ to node $B$ and node $B$ needs to select the next hop of $s_i$. We assume that the communication radius of node $B$ is $R_c$ and it has 6 neighbors namely $A$, $C$, $D$, $E$, $F$, and $G$. Apparently, it is unacceptable that node $B$ sends $s_i$ back to node $A$ and hence the choice of the next hop must be one of the nodes in $C$, $D$, $E$, $F$, and $G$. Considering that we do not want the real shares to be sent back and forth, we divide the whole communication range of node $B$ into two half-circles, i.e., sector $a$ and sector $b$, based on line $l$ which is perpendicular to line $AB$ and goes through node $B$. Then, only the nodes in Sector $a$, i.e., $C$, $D$, and $E$, are legal candidates of the next hop and the other nodes, i.e., $F$ and $G$, are illegal candidates. Node $B$ can randomly choose a legal candidate as the next hop of share $s_i$. In Fig. 4, node $B$ selects node $C$ as the next hop of $s_i$. However, in some cases, node $B$ may have no legal neighbors in its communication range, in which case node $B$ needs to choose the neighbor nearest to line $l$ as the next hop.

3) Generating Time Delays for the Shares: Another challenge is to select proper time delays for both the fake and real shares. In a cloud, the fake shares contain no valuable information and they are employed to hide the real shares. When delivering fake shares in the cloud, a randomly generated time delay $t_{fake} \sim N(\mu, \sigma^2)$ is employed by all the nodes to destroy the regular time patterns beneath the shares. If $t_{fake}$ is too small, the time pattern cannot be destroyed thoroughly, because the shares of different messages cannot coexist in the same cloud and it is easy for the adversaries to analyze the orders of the nodes in the process of transmitting shares. If $t_{fake}$ is too large, the freshness of message $M$ decreases which is unacceptable for the data users. Overall, we need to set $t_{fake}$ in a proper way to achieve a balance between security of the source node and timeliness of the data. We assume that the source node generates messages with a constant frequency $f$ and hence the period is $1/f$. In this paper, we set $\mu = 1/f$ and $\sigma = 1/3f$ which is an extension of the distribution of the real shares. In this case, we can hide the real shares in the fake shares and they are generated with the same frequency in the cloud. In fact, the radio actions of the nodes in the cloud are similar to that of the nodes in the global-adversary-based source-location privacy protection schemes.

Different from the fake shares, the real shares carry the information about the monitored targets and their timeliness should be improved compared with that of the fake shares. To decrease time delay, the best method is transmitting the real shares immediately once they are received by a set of nodes. However, the time delays of fake shares in the cloud follow an approximate constant distribution and sending a real share without a proper time delay can be detected by the adversary through analyzing the radio actions of a node [14]. For example, the adversary can observe radio transmissions of a set of nodes over an extended period of time and perform sophisticated statistical analysis to compare the observed data transmission pattern with the known distribution of fake shares. If the observed pattern cannot match the traditional models properly, the adversary would suspect that some real shares are transmitted by the nodes recently. However, if $t_{real}$ is too large, the total time delay of delivering message $M$ from the source node to the sink node increases and it decreases the timeliness of the monitored data. Therefore, in this paper, we employ the approach in [14] to set minimal time delays for the real shares. It has been detailedly analyzed in [14] that the adversary cannot distinguish whether some real shares are sent by a node in a period of time by employing specific fit test models including the AndersonDarling (A-D) test [39], the Kolmogorov-Smirnov (K-S) test [40] and the Jarque-Bera (J-B) test [41]. By doing this, the adversary cannot find particular statistical rules of time delays in the cloud and all the nodes in the anonymity cloud are indistinguishable no matter whether they have sent some real shares in a period of time.

4) Updating and Merging the Anonymity Cloud: Though the cloud keeps stable in general, the parameter $h_i$ of the shares need to be updated if the monitored target stays in a field for a long time and hence the cloud will be updated. The process of constructing a new cloud is straightforward as discussed previously.
When a new source node is generated near to an existing cloud, the new constructed cloud may intersect to the old one. In this case, we need to merge them to a larger anonymity cloud. Specifically, if a sensor node receives multiple fake shares from different clouds, it sends just one fake share that has the largest number of hop counts and drops the other fake shares. However, if several real shares are received by a candidate fake source node, the fake source node sends them to the sink node in order with proper time delays. Note that, the outside shares cannot be delivered to a cloud without the help of border nodes, i.e., the candidates of fake source node, considering the cloud construction process presented in Algorithm 1.

All the shares generated from a message $M$ are sent out by the source node at one time and hence only one anonymity cloud is constructed for message $M$. We define the whole process of delivering a message from the source node to the sink nodes based on message sharing scheme as a message delivery round. In average, each node in the cloud needs to transmit less than one fake share in a round and some nodes may transmit at least a real share with an extremely low probability. Overall, each node in the cloud needs to transmit about one packet with the same length of real shares. As a consequence, the nodes in our scheme are much more energy-efficient than the nodes in the existing cloud-based schemes.

D. Message Delivery to the Sink Node and Reconstructing Message $M$

As discussed in Section IV.C, the fake source nodes send the shares to the sink node. Any existing routing algorithm can be employed to deliver the shares including both constant routing algorithms and random routing algorithms. Intuitively, random routing algorithms (e.g., Phantom routing algorithm) can be seamlessly integrated into our scheme and they can make the proposed approach perform better in protecting the source location privacy. This is reasonable considering that random routing algorithms can further disperse the routing paths and improve the difficulty of back-tracing. In addition, to make a message indistinguishable in the routing path, we can employ the pseudonym technique in [11]. However, in this paper, we focus our attention on the anonymity-cloud-based source-location protection method. Though several shares are sent to the sink node, the total data transmission amount does not increase significantly considering that the length of the shares is much shorter than that of message $M$.

Once the sink node receives at least $t$ shares, it can reconstruct the original message $M$ based on the shares received. For each share $s_i$, the sink node can construct an equation as follows:

$$
s_i = \begin{cases} 
\sum_{j=1}^{i-1} x_j (\sum_{i=1}^{t} 2^{i-1} - 2^{i-j-1}) + 2^{i-1} x_t \mod p, \\
\sum_{j=1}^{i} x_j (\sum_{i=1}^{t} 2^{i-1} - 2^{i-j-1}) \mod p, \\
\sum_{j=1}^{n} x_j (\sum_{i=1}^{t} 2^{i-1} - 2^{i-j-1}) \mod p,
\end{cases} \quad \text{if } 1 \leq i \leq t
$$

$$
\text{if } t < i \leq n
$$

which is equivalent to equation (6).

Considering that any $s_i (1 \leq i \leq n)$ can be linearly expressed by $\{x_1, x_2, \ldots, x_t\}$, we can get $t$ linearly independent equations with $\{x_1, x_2, \ldots, x_t\}$ as unknown variables. Based on Theorem 1, we can solve the equations by the Gauss Elimination Method for a unique result of $\{x_1, x_2, \ldots, x_t\}$. At last, message $M$ can be reconstructed through an interleaving decoder based on $\{x_1, x_2, \ldots, x_t\}$ and then the message delivery process is completed. As discussed in Section III, we assume that the sink node is of sufficient power and hence the energy consumption of reconstructing message $M$ is ignored in our scheme.

V. PERFORMANCE EVALUATION

A. Simulation Settings

In this section, we evaluate the performance of SPAC on packet delivery layer based on ns-3 discrete event simulator (version ns-3.21). In our simulation, 6000 sensor nodes are scattered in a 4000 m $\times$ 4000 m square region. The sink node locates in the center of the network and the farthest distance between a source node and the sink node is about 40 hops. We construct the routing paths between fake source nodes and the sink node based on geographic information of the nodes. This is reasonable considering that geographic routing algorithms are of great scalability and do not strictly limit the hop counts in routing process. Therefore, they suit large WSNs very well. For convenience sake, we assume that only one panda exists in the network. The motion model of the panda is defined as follows. First, a preset moving path is generated by a cubic polynomial and the moving speed is set to be 1 m/s. Specifically, we build a coordinate system with the original point at the center of the network. Then, we randomly generate three numbers to act as the coefficients of the cubic polynomial and employ the shape of the polynomial in the coordinate system as the preset path. At last, the initial location of the monitored hotspot is randomly chosen on the path and the panda moves to the direction of the initial point. The preset path generated by polynomial $y = x^3$ is shown in Fig. 5 and the panda moves from the top right corner to the bottom left corner of the network.

In the simulation, the network employs the 3-nearest neighbors tracing approach [37] to monitor the target and the source node sends the collected information to sink nodes once a target is monitored. In the process of monitoring, the generated messages are transmitted to the sink nodes continuously with a period of 1 second. Each message $M$ is 1024 bits and
the head of each package is 32 bits. In the message sharing scheme, \( t \) and \( n \) are set to be 4 and 7, respectively. Therefore, 7 shares are generated and any 4 of them can recover the original message \( M \). The size of the anonymity clouds \( N_a \) is selected from the set \((40, 80, \ldots, 320)\). In addition, \( N_p \in (4, 8, \ldots, 32) \) parasitic nodes are initially deployed around the sink nodes and they try to trace back to the source nodes.

The simulation parameters are summarized in Table 1.

In this paper, we mainly compare the performance of SPAC with that of the shortest path routing algorithm, phantom routing algorithm and the cloud-based scheme [11]. In the shortest path routing algorithm, the source node always selects the nearest sink node as the destination of the messages and ignores the back-tracing threat. In phantom routing algorithm, the number of random walk steps is set to be equal to the average hop count of the shares \( h \) which is related to the size of the anonymity cloud \( N_a \). After the random walk phase, the fake source node sends the message to the nearest sink node.

The cloud-based scheme shares the same parameters with SPAC and it is the most important benchmark to be compared with SPAC. Each simulation is operated for 100 times independently. We terminate a simulation if the distance between a parasitic node and the source node is smaller than \( R_c \) or the simulation lasts for 1000 seconds.

B. Source Location Security With Different Number of Parasitic Nodes

We apply the source detection probability to evaluate the performance of SPAC in terms of privacy preservation. The source detection probability is defined as the probability that the parasitic nodes can locate the source nodes successfully. In our simulation, it is measured by the number of times that the parasitic nodes locate the source nodes, relation to the total number of the simulation runs. With different number of parasitic nodes, simulation results are presented in Fig. 6. The size of anonymity cloud \( N_a \) is set as 160 and we observe that with the increasing of parasitic nodes’ number, the source detection probabilities increase for all the four approaches. The shortest path routing algorithm cannot provide any protection on the source-location privacy, because it always chooses similar routing paths for the same source node and sink node. As a result, it is very easy for the adversaries to trace back to the source node. When \( N_p = 32 \), i.e., the adversaries deploy 32 parasitic nodes in the network, they can find the source node with a probability higher than 90%. Apparently, this is unacceptable for most network users. Phantom random routing algorithm always outperforms the shortest path routing algorithm. This can be explained by the fact that a random walk phase is employed to destroy the constant routing paths which can confuse the adversaries to some extent. However, when \( N_p = 32 \), the adversaries can find the source node with a probability of about 45%, which is also hard to satisfy the network users.

Compared with routing-based approaches, SPAC and cloud-based scheme perform much better in protecting source-location privacy. Though the methods of constructing the anonymity clouds are totally different, both of the two clouds can hide the real source node among a set of members. With the increasing of the parasitic nodes’ number, the source detection probability increases slowly. As shown in Fig. 6, SPAC outperforms the cloud-based scheme and it is difficult for the adversary to locate the source node accurately. Specifically, source detection probability of SPAC is about 30% of that in the cloud-based scheme. This can be explained by the fact, the radio actions of the nodes in the anonymity cloud is carefully designed and that in cloud-based scheme is not considered. When \( N_p = 32 \), the adversaries can find the source node with a probability of about 4% in SAPC which is much smaller than that of routing-based approaches and the cloud-based scheme.

C. Source Location Security With Different Size of the Cloud

To further compare the two cloud-based approaches, we present source detection probability with different sizes of clouds. In this simulation, we set \( N_p \) as 16 and change the size of cloud from 40 to 320. Apparently, the size of the
Fig. 7. Source detection probability with different size of the cloud.

Fig. 8. Total message transmission with different size of the cloud.

cloud has no effect on the routing-based schemes including shortest path routing algorithm and phantom routing algorithm. With the same parameter, the source detection probabilities for the routing-based approaches are 0.77 and 0.38 respectively which are much larger compared with that of cloud-based schemes. For simplicity, we present only the simulation results of the two cloud-based approaches and ignore that of the routing-based schemes. As shown in Fig. 7, with the increasing of the cloud size from 40 to 320, the source detection probability decreases significantly for both of the two cloud-based approaches. However, SPAC performs much better than the cloud-based scheme in protecting the source locations. This can be explained by the fact that the radio behaviors of the nodes in our scheme are carefully designed.

D. Data Transmission Amount

The data transmission amounts of source-location privacy protection approaches are greatly affected by the sizes of clouds. As shown in Fig. 8, the total data transmission amounts of routing-based schemes are not affected by the size of the cloud. However, data transmission amount of SPAC and the cloud-based scheme increase significantly with the increasing of the cloud size. SPAC and cloud-based scheme transmit more messages than routing-based approaches, because many redundant messages are transmitted in the cloud to protect the real messages. Considering that the anonymity clouds cover a large number of nodes and the routing paths cover just several nodes, the performance gaps between SPAC, the cloud-based scheme and the other two routing-based schemes are very large. However, SPAC performs much better than the cloud-based scheme which can be explained by the fact that we employ shares to construct the anonymity cloud rather than the original message $M$. Besides, the proper time delay of the fake shares also decreases the total data transmission amount.

E. Energy Consumption

Though most energy is consumed in the process of sending and receiving messages in WSNs, a large amount of energy is consumed in the computing process. In this section, the average energy consumptions per round of the schemes are discussed. Note that, the energy consumption of the sink node is not reflected in simulation results considering that the sink node has enough power.

In this simulation, we employ the radio energy dissipation model proposed in [42] and the computing energy consumption model proposed in [43]. For each round of message delivery, the average energy consumption is presented in Fig. 9. Similar to the data transmission amount, the energy consumptions of routing-based schemes are stable with the increasing of the cloud size and that of SPAC and the cloud-based scheme monotonously increase with the increasing of the cloud size. However, our scheme performs much better than the cloud-based scheme and this shares the same reason with that of data transmission amount.

F. Reliability of Data Transmission in the Network

Besides providing strong source-location privacy protection with low energy consumption, our approach provides reliable data transmission between the source nodes and the sink node and hence SPAC greatly improves the robustness of the networks. We use success rate of receiving message $M$ by the sink node to illustrate the robustness of our approach. In SPAC, $M$ is broken into $n$ shares and the sink node does not receive $M$ directly. Instead, if at least $t$ shares are received, $M$ is recovered by the sink node and this corresponds to receiving $M$ in our simulation. In the other three approaches, the definition of receiving $M$ is unambiguous. The success rate is measured by the number of times that the sink node receives $M$ to the total number of messages sent by the source nodes. The simulation
results with different average failure probabilities of the sensor nodes are presented in Fig. 10.

It can be observed that the reliability of the nodes has significant effect on the success rates of message delivery. All the three existing approaches including the shortest path routing, Phantom routing and cloud-based scheme have poor performances on providing reliable data transmission. In these three approaches, even the average failure probability of the nodes is only 0.01, the link between a source node and a sink node fails with a probability of about 35%. With the increasing of the average failure probability, the success rate of delivery of messages decreases rapidly. When the average failure probability increases to 0.018, more than 50% messages are dropped in the delivery process and this is unacceptable.

In theory, the success rate of message delivery is strongly related to the average hop counts between the source node and sink node. We can find that the cloud-based scheme and Phantom routing approach share similar performance because of their similar average hop counts of packages. The shortest routing approach performs some better because the shortest routing approach has the smallest average hop counts.

SPAC has a high fault tolerance on the failure of nodes, because it employs the message sharing scheme with proper parameters. In simulation, we set $n = 7$ and $t$ is chosen from the set of \{1, 2, 3, 4\}. For all the combinations of parameters, SPAC outperforms the other three approaches and the success rates are all larger than 99% when the node failure probability is 0.005. When we set $t = 1$, the sink node almost always receives message $M$ with node failure probability ranging from 0 to 0.017. This is reasonable considering that the sink node needs to receive only one of seven shares successfully. For each $t$, the success rate decreases with the increasing of node failure probability, and the larger $t$ turns, the faster the success rate decreases. For each network, the operator needs to set the parameters properly based on the quality of the sensor nodes and reliability requirements of the network. For example, if node failure probability is 0.005 and the user requires a success rate higher than 95%, $t$ can be selected from \{1, 2, 3, 4\}; however if node failure probability is 0.02 and the user requires a success rate higher than 90%, $t$ can be selected from \{1, 2\}.

G. Performance Discussion

Through a series of simulations, we can observe that the routing-based approaches cannot provide strong protection to the source-location privacy under the enhanced Hotspot-Locating attack. The shortest path routing algorithm is the most vulnerable approach because the paths of the messages are always very similar with each other. Though this approach is greatly energy-efficient, it is useless in protecting source-location privacy. The Phantom routing algorithm adds a random walk phase into the routing process. Apparently, this makes the routing paths diverse with each other even the source node and the sink node are constant. However, it is also likely for the adversaries to trace back to the source node. When a stream is continuously transmitted to a sink node, the parasitic nodes can first trace back to the fake sources which are about $h$ hops away from the source node. Considering that the adversary can deploy all its sources in the suspected region, he can easily locate the source node. Though some extra energy is consumed in the random walk phase compared with the shortest path routing algorithm, the Phantom algorithm is still very energy-efficient. Phantom routing algorithm provides weak protection on the source-location privacy with a very slight increasing of energy consumption. For the networks with extremely limited sources and very weak security requirements, it is a good choice to employ the Phantom routing algorithm. However, for networks with high safety requirements, routing-based approaches are not sufficient.

Compared with the routing-based approaches, SPAC and the cloud-based scheme can provide much stronger protection on the source locations. For the cloud in [11], only one message is valuable and all the other messages are fake ones. Most energy is consumed in the transmission of fake messages, particularly when the cloud is enormously large. The greatest disadvantage of this approach is its low energy-efficiency. Before constructing the cloud, a Bootstrapping phase is needed to construct the groups and the fake source nodes. Once the topology of the network changes, another Bootstrapping phase needs to be re-executed, which significantly decreases the dynamic of the approach. Moreover, the authors have not yet designed a method properly to set the random delays when transmitting messages in the cloud and it is possible for the adversary to locate the source location accurately once he finds the boundary of the cloud. In summary, the cloud-based scheme is a qualified approach in protecting source location privacy, but there is still room for improvement in terms of both source-location protection effect and efficiency. SPAC is a totally distributed approach and it is unnecessary to consider the change of network topology. For each source node, it needs not to decide the fake source nodes in advance and it just needs to send the packages to its neighbors. In addition, our random delay mechanism completely destroys the time patterns beneath the packages in the cloud. This makes it almost impossible for the adversaries to locate the source node accurately. As for fault tolerance, our scheme outperforms the other three schemes significantly because of the employing of message sharing scheme. In summary, for the networks with limited resources and high-security requirements,
the best choice is employing SPAC to improve network security.

VI. CONCLUSION AND FUTURE WORK

In this paper, we propose a novel anonymity-cloud-based source-location privacy protection approach to defend against the enhanced Hotspot-Locating attack. We first design a lightweight message splitting and sharing scheme particularly for WSNs based on congruence equations. The correctness and security of the scheme are proved in theorems. Based on the shares, an anonymity cloud is constructed to hide the source node in which all the nodes are indistinguishable. At the boundary of the cloud, some fake source nodes send the shares to the sink node. Lastly, the original message is reconstructed by the sink node based on the received shares. We evaluate the performance of the proposed approach through a series of experiments and compare it with existing source-location privacy protection approaches such as routing-based schemes and cloud-based schemes. Simulation results show that the proposed approach provides strong privacy protection with an energy-efficient manner. In addition, data confidentiality in the network and fault tolerance for the failure of sensor nodes is also greatly improved.

In terms of our future work, we plan to design a two-fold source-location privacy protection scheme in which an anonymity cloud is first constructed around the source node to hide the source node and then an all-direction random routing algorithm is designed based on the geographic information to send the shares from the fake source nodes to the sink nodes. This approach is a combination of routing-based schemes and cloud-based schemes and it may provide all-around protection to source-location privacy in WSNs.
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