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ABSTRACT

We present a hole boundary detection algorithm for sensor network which identifies the geographical boundary of voids in
the network assuming the relative geographic information of only 2-hop neighbors. We formalize the fuzzy notion of a hole
by relating it to the graph theoretic concept of a chordless cycle enclosing a face in an arrangement of lines. Furthermore,
the algorithm for detecting such topological holes is distributed, O(k) per node computation (for k 2-hop neighbors) and
requires synchronization between nodes that are no more than 2-hops away. The algorithm takes a local best-effort approach
and does not verify if the nodes indeed form a closed polygonal loop. We believe that this local effort is sufficient based
on theoretical observations and experiments. In the simulation tests we conducted, this was hardly a restriction in correctly
identifying the simple, closed polygonal loops. We discuss the security implications of the hole detection framework in the
context of sensor networks. Copyright © 2010 John Wiley & Sons, Ltd.

KEYWORDS

geometric algorithm; hole detection; security; sensor networks

*Correspondence

Amit Shirsat, US Office: 2GA 4358, 4401 Great America Parkway, Santa Clara, CA 95054, USA.
E-mail: shirsat@alumni.purdue.edu

1. INTRODUCTION

1.1. Hole boundary detection problem

Ad hoc sensor networks find applications in environments
which require little external control over network con-
figuration. The ad hoc networks distinguish themselves
from other networks in that they are self-configurable to
a significant extent. Automated network configuration is a
fundamental task for ad hoc networks. Sensor nodes may
have to be deployed randomly in a region during a crisis
situation. Such a distribution may create sub-regions with
sparse density of nodes in the network. The network level
routing protocols have to adapt to the distribution and the
energy-levels of the sensor nodes. In order to realize the
goal of environmental awareness, we envision that the
sensor network be also topology aware. This means that the
network by itself can figure out sub-regions which are defi-
cient in sensors or the regions in the sensor map which have
low energy content or even terrains which cannot be moni-
tored due to geographical constraints or obstructing objects.
One or more of these prevailing conditions creates voids or
sub-regions which are devoid of sensors. Higher-level appli-
cations or protocols can then determine a strategy to either

reinforce such voids with new sensors or discover alternate
routes to avoid such voids. In this paper, we discuss and
develop the formal definitions required to represent such
voids. The topology-awareness problem must not conflict
with the goal of energy-awareness, that is, the network must
not spend too much energy on creating and maintaining the
overlay. Therefore, any solution for topology-awareness
must be designed with the view to keep the overheads of
communication to a minimum. Communication is the most
energy intensive operation for sensor networks, and the
energy consumption varies between the second and fifth
power of the transmission distance between the nodes [1].
This property drives the design principle of distributed algo-
rithms to be predominantly local; the nodes become aware
of the network state using more nodes near-by rather than
far-off. Furthermore, this is even more so crucial for net-
works when topology changes substantially with respect to
time either due to mobility, or link failures or node failures.
For a targeted measure of efficiency, localized algorithms
are designed with a view that any arbitrary node keeps
track of at most O(logd n) nodes where there are n nodes
in a fixed d-dimensional space—the distribution of these
tracked nodes decreases exponentially from the tracking
node.

Copyright © 2010 John Wiley & Sons, Ltd. 1
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Hole boundary detection in sensor networks A. Shirsat and B. Bhargava

In this paper, we present a O(k) per node (where k is
the number of 2-hop neighbors) hole boundary detection
protocol, which identifies the nodes on a hole boundary
assuming the geographic information of only 2-hop neigh-
bors. We formalize the notion of a hole by relating it to the
graph theoretic concept of a chordless cycle. Furthermore,
the algorithm is distributed and requires synchronization
between nodes that are no more than 2-hops away. The
algorithm takes a local best-effort approach and does not
verify if the nodes indeed form a closed polygonal loop. In
the simulation tests we conducted, this was hardly a restric-
tion in correctly identifying the simple (non-intersecting),
closed polygonal loops.

Since, topology-aware ad hoc sensor networks create a
virtual network overlay on top of the physical distribution,
we envisage the hole detection framework to be stacked
in between the MAC and the network layers in the OSI
protocol stack. In the rest of this section we motivate the
discussion on the hole detection problem in the context of
applications.

1.2. Motivation

In the scenario discussed in this paper we assume that,
the sensor nodes reconfigure themselves into a network
topology using a completely decentralized ad hoc mecha-
nism. The sensor nodes are self-aware—they discover their
neighboring network topology by exchanging beacons or
heartbeat messages between nodes within their communi-
cation ranges. Power optimal connectivity and coverage are
some of the challenges to self-configuration discussed in
literature [2]. With power optimal connectivity, we require
that the network graph is connected and typically has a large
component which is k-connected for 1 < k ≤ 3. The range
on k ensures that the network is resilient to node failures and
congestion. At the same time, we do not require the graph
to be dense, because this would lead to more nodes being
active routers in the network causing hop delays and inter-
ference problems. The coverage problem in sensor networks
refers to how much fraction of a region is sensed by the sen-
sors. The detection of voids or holes precisely addresses this
problem. The simple, closed polygonal region is a represen-
tation of the topological boundary of a void in the network
graph. The holes represent the closed regions which are pos-
sibly under-populated with sensors and are left uncovered.
Thus, hole detection is a crucial problem which needs to
be addressed to ensure coverage while self-configuring the
network topology.

Hole detection can play an important role in greedy state-
less geographic routing. In these schemes, a node forwards
a packet to one of its neighbors (based on an optimization
criteria such as closest neighbor to the destination) without
maintaining a partial routing table of intermediate nodes to
the destination. A few examples of such stateless protocols
are GFG [3], GPSR [4], and compass routing [5]. In the
stateless protocols each forwarding node keeps track of at
most O(1) nodes in its neighborhood. All greedy forward-

ing protocols suffer from the local minimum phenomenon.
This happens when a packet gets stuck on a node which is a
local minimum w.r.t. the greeding forwarding criteria. The
stuck nodes are part of the hole boundary in the network. If
the network is aware of hole boundaries, it can route pack-
ets around the holes until the packet gets out of the local
minimum position.

The topological boundary detection can be used for stor-
ing Geographic Hash Tables (GHTs) [6]. In geographic
hashing [7], the hash of a node identifier I is mapped to
a geographic position, represented by its Cartesian coor-
dinates (x, y). Different geographic hashing protocols map
this geographical position to a node which is typically close
to (x, y). Few examples of such protocols are GLS [8],
GLHS [7] for geographic location. If the position (x, y)
is enclosed inside a hole boundary, then it could be possible
that there is no node close enough to that position, in which
case it is hashed to partial subset of nodes on the bound-
ary of the hole. A query packet for the node I would hit
the hole boundary and by traversing the hole boundary, it
would eventually reach a node that stores the geographic
information for I.

The topological boundary detection can also be used to
detect boundaries between secure and insecure nodes, if
the insecure nodes are localized and confined to a closed
region. Since, the hole detection framework is topological,
the definition of an edge can be extended to be a secured con-
nection between two secure nodes which are geometrically
proximal. The entire argument for hole boundary detection
will still fall through with this renewed definition. The hole
boundary will then correspond to the boundary between
secure and insecure nodes (and voids) in a network.

The organization of this paper is as follows. We present
a brief overview of the existing work in Section 2. Q3We Q3

describe the algorithm for hole detection in Section 4. We
follow it up in Section 3.2 with some geometrical proofs to
bring in some insights into the workings of the algorithm.
In Section 5, we remark on the quality of the algorithms
by validating through simulations. Finally in Section 7, we
conclude with directions for future work and applications.

2. RELATED WORK

The concept of a hole is well defined in Graph Theory
[9]. From a graph-theoretic viewpoint [10], any chordless
cycle of size at least 5 is a hole. A chord of a cycle C is
defined as an edge connecting two non-consecutive vertices
of C. A chordless cycle of a graph G is a cycle of length
at least four in G that has no chord. Several algorithms
exist to detect chordless cycles in simple graphs [11] with
variations in definitions of holes and algorithmic complex-
ity. Nikopoulous and Palios [10] describe an O(|V | + |E|2)
serial algorithm which uses a specialized form of depth-first
search (DFS) traversal attributed as (P4-DFS) for detecting
the existence of chordless cycles of length at least 5 in arbi-
trary graphs. Here, P4 refers to a path of length 4, without a
chord. The algorithm works analogous to the standard DFS

2 Security Comm. Networks 2010; 3:1–10 © 2010 John Wiley & Sons, Ltd.
DOI: 10.1002/sec
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A. Shirsat and B. Bhargava Hole boundary detection in sensor networks

[12], except that, in its general step instead of extending a
P1 : {a} into P2 : {a− b} it tries to extend a P3 : {a− b− c}
into P4 : {a− b− c − d}. Our definition of hole is related to
finding chordless paths; however, since our notion of hole
is geometrical we need to include only those P4’s whose
geometric embedding is non-intersecting. The exposition
of our algorithm is geometrical since it makes use of the
structure of a simple closed looped polygon to annotate the
hole nodes.

More recently, Fang et al. [13] describe one of the first
algorithms for hole detection in sensor networks. For each
node p, they identify using a simple local conservative
criteria if that node is stuck; a node is stuck if the circum-
center of at least one triangle including itself and a pair of
adjacent neighbors lies outside the communication radii of
p. Roughly, this means that p and the pair of nodes with
respect to which it is stuck correspond to a direction which
could be a potential local minimum for greedy forward-
ing. They define a hole as closed region bounded by a non
self-intersecting polygonal loop and the one which on its
boundary includes the stuck nodes. The polygonal loop is
then defined to be the boundary of the hole. They use the
geometric right-hand rule [14] starting at the stuck nodep to
discover a non-self-intersecting cycle that starts and ends at
p. Our method does not worry about the cycle completion
step—(though it can be easily incorporated as a verifica-
tion step at an additional cost of a trip around the cycle);
however, it still detects the holes as validated through the
simulations. Our definition of a hole is slightly different
from that of Reference [13]. We define a hole to be a simple
polygonal curve of size at least 5. This definition subsumes
the case of a simple, closed polygonal loops of size 5 or
greater. However, our approach would exclude polygonal
loops of size less than 4 contrary to the definition of Refer-
ence [13]. We believe, this is a reasonable assumption since
a polygon of size 4 has diameter 2, and could arguably be
not considered as a hole boundary. Funke [15] presents a
hole detection algorithm assuming just topological infor-
mation. The approach is based on selecting appropriate
landmark nodes to seed the hole detection process, and
then flooding the network infrequently for exploration.
In contrast, our approach does require topological and
geometrical information of 2-hop nodes but is restricted
locally and therefore less amenable to network topological
fluctuations.

In a related, but a completely different approach, Ghrist
and Muhammad [16] describe the richness of simplicial
complexes: the Nerve complex and the Rips complex to iden-
tify holes by means of homology—a branch from algebraic
topology. Their solution is coordinate free; however, the
criterion they develop to detect a Rips complex is central-
ized and computation takes into account arbitrary number of
nodes. It is an open algorithmic problem to adapt these tech-
niques from algebraic topology to compute the holes in a
decentralized framework assuming no geographic informa-
tion. We next develop our notion of a hole. The simulation
experiments confirms that this coincides with the intuitive
notion of voids in the sensor fields.

Figure 1. The solid boundary of a hole encapsulating a shaded
face.

Definition (Arrangement of Segments). A subdivision of
a plane into vertices, edges, and faces formed due to the
intersection of line segments.

Computing arrangements of line segments is an exten-
sively researched area in computational geometry. Berg et
al. [14] present a detailed exposition on the topic. To define
a hole we make use of the notion of faces in the arrange-
ments. The shaded face in Figure 1 shows a face in the
arrangement.

Definition (Line Edge). Let ē be an edge of a face f̄ in the
arrangement. Then, the line segment that contains ē denoted
as e is the line edge for ē.

Remark. The edge of face is defined by its line edge and
zero or more intersecting line edges in the arrangement.

Definition (Hole Edge). The line segment ê of a minimal
enclosed simple polygon f̂ is a hole edge if it is mapped to
the edge ē of a face f̄ in an arrangement.

Definition (Hole). A hole is a minimal simple closed poly-
gon of hole edges of size at least 5 that encloses in its interior
a face in the arrangement of line segments such that no ver-
tex of the face lies in the exterior of the polygon. The solid
boundary in Figure 1 depicts a hole.

We use the following notation in description that follows:
the line segments or line edges as e, the corresponding edge
of the faces of the arrangement as ē and the hole edge of
the minimal enclosing polygon that corresponds to ē as ê.
In what follows, the discovery of a hole will derive the
mapping from a face edge ē to a hole edge ê using the line
edge e and the line edges that intersect it to form ē. We refer
to the first (tail) and second (head) vertices of an line edge
in counter-clockwise orientation of the face as e.first and
e.second, respectively.

3. PROBLEM DEFINITION

3.1. High level description

The hole detection problem for sensor networks is sim-
plified if we supplement the topological arrangement of

Security Comm. Networks 2010; 3:1–10 © 2010 John Wiley & Sons, Ltd. 3
DOI: 10.1002/sec
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nodes with their geometrical information. Stated differently,
detecting chordless cycles is easier if we know the rela-
tive clock wise orientation of all the immediate neighbors
of a node. We believe that this is reasonable assump-
tion considering the wide spread prevalence of GPS and
accelerometer enabled mobile devices. We assume the sen-
sor nodes can detect their self-coordinates and those of their
neighbors with local mechanisms. A sufficient requirement
is that a node is aware of the anti-clockwise ordering of
all its neighbors. In practice, however, we only need to
know the neighbors which are the part of a network over-
lay, since these nodes form the routing backbone of the
sensor network and are typically of size O(1) per node.
Moreover, the decision of the self-identification as a hole
boundary node is based on the nodes no further than 2-
hops from it. Let G = (V, E) be a geometric graph induced
by the distribution of nodes. Let the number of nodes
be n = |V |. Any, two nodes v1, v2 are joined by an edge
e = (v1, v2) ⇐⇒ d(v1, v2) ≤ 1, where we have normal-
ized the uniform transmission/reception radii to a unit for
the simplicity of exposition. We would interchangeably
refer to the nodes as points and edges as lines. The alter-
nate naming convention refers to the geometric embedding
of the graphical entities. Each node v, maintains a counter-
clockwise(CCW) ordering of its incident edges. The two
consecutive edges in the CCW-ordering of incident of v

together with the incident vertices form a Cone centered at
v. The algorithm identifies Cones which satisfy a topologi-
cal criteria and marks its nodes and edges as hole edges. If
an edge is hole-marked, then so are its incident vertices. The
set of hole edges and vertices induce the geometric hole-
graph. Since, we require the holes to be simple polygons, the
hole graph must be planar, i.e., no two hole edges intersect.
In order to achieve that, at any given step of the protocol we
consider only those edges which do not intersect an existing
hole-marked edge.

3.2. Geometrical insights

We begin this section with remarks about some known geo-
metric facts and lemmas which are key to the development
of the hole detection algorithm.

Lemma 3.1 (Visibility). If two edges of a unit disk graph
intersect, then there exists at least one vertex among the
four end vertices which is visible to the rest.

Definition (Visible Vertex of Intersection). The vertex
among the four vertices of a pair of intersecting edges which
is visible from the rest of the vertices is called a visible vertex
of the intersection.

Definition (Triangle of Intersection). Any visible vertex
of an intersection forms a triangle between the endpoints
of the edge which it is not incident on.

Remark. There is at least one visible vertex per pair of
intersecting edges (and at least one triangle of intersec-
tion) by Lemma 3.1. In case of a clique all four vertices

in the intersection would be visible and there would be four
triangles of the intersection.

Definition (Essential Edge). An intersecting edge e is
essential only if it is not contained in any triangle.

Remark. Essential edge can be determined locally.

Since an essential edge is intersecting and not contained
in a triangle, removing the edge will possibly disconnect
the graph induced by the vertices of the essential edge and
the edges it intersects. Essential edges can occur only when
the intersection is very skew. An intersecting edge e may
be contained in a triangle of intersection with one edge and
may not be contained in a triangle of intersection with some
other edge—in that case it is not essential. e is essential only
if it is not contained in any triangle. Refer to Figure 3 for
the picture of the concepts developed in the section.

Lemma 3.2 (Essential Edge Intersection). Two essential
edges do not intersect.

Proof. If two edges e1 = (u1, v1), e2 = (u2, v2) inter-
sect, then by Lemma 3.1 at least one vertex, wlog say
u1 should be visible to the rest. In particular, u1 is visi-
ble to u2, v2. Thus, u1, u2, v2 form a triangle. Therefore
e2 = (u2, v2) cannot be an essential edge by definition �

Lemma 3.3 (Edge Intersecting Two Essential Edges). If
there is a common intersecting edge between two essential
edges, then the two essential edges are connected by an
edge.

Proof. Let e = (u, v) intersect the essential edges e1 =
(u1, v1), e2 = (u2, v2). By Lemma 3.1 and 3.2, in the graph
induced by the intersecting edges e is contained in a tri-
angle and e1 (similarly e2) is not. wlog, let u1 and u2 be
on the same side of line e. Then, ∠uu1v1 > π

3 , ∠vu1v1 >
π

3 and ∠vu2v2 > π

3 , ∠uu2v2 > π

3 . Thus, ∠uu1v > 2π

3 and
∠uu2v > 2π

3 . Now ∠uu1u2 = ∠uu1v+ ∠vu1u2 > 2π

3 >
π

2 . Thus, u− u2 is the longest side in the �uu1u2. Since
d(u1, u2) < d(u, u2) and (u, u2) is an edge (a side of�uu1v)
so is (u1, u2). �

Remark. Lemma 3.2 and 3.3 imply that even after remov-
ing the edges intersecting the essential edges the graph
induced on the vertices of essential edges and their inter-
secting edges is connected.

We present a constructive proof for the polygon that
encloses the face of an arrangement in its interior. Con-
sider a closed face f̄ of an arrangement enclosed with
the counter-clock wise sequence of edges ē0, ē1, . . . ¯en−1

(indices modulo n ≥ 5), with respective (possibly inter-
secting) line edges e0, e1, . . . , en−1. If none of eis were
intersecting then the hole polygon would be just the
sequence of eis if (n ≥ 5). However, consider a face edge ēi

with its line edge ei intersecting with ei−1 and ei+1 in CCW
orientation. Based on the different scenarios and the order
in which neighboring edges are mapped to hole edges ēi

4 Security Comm. Networks 2010; 3:1–10 © 2010 John Wiley & Sons, Ltd.
DOI: 10.1002/sec
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would be mapped to a line edge close to the face bound-
ary. The proof attempts to construct such mapping based on
different scenarios of interaction between ei−1, ei, and ei+1.

Theorem 3.4 (Construction of Hole). There exists a sim-
ple hole-polygon which tightly encloses the inward closed
face of an arrangement.

Proof. wlog, pick an ordering of line edges along a
face of an arangement such that e0 is a simple edge (non-
intersecting with any ei); else an essential edge or else if it
intersects with en−1, let en−1 be contained in the triangle of
intersection. Note that if no such e0 exists, then there are
no essential edges and every consecutive edge belongs to
a triangle of intersection and we can pick e0 arbitrarily. In
the course of the proof, we would construct the correspon-
dence between the face edges ēi and the hole edge êi, which
is selected from some line edge close to the face boundary.
If the hole edge êi is same as the line edge ei we say that
the correspondence is simple. The Figure 4 illustrates the
different cases of the interaction between three consecutive
line edges of a face of an arrangement, i.e., ei−1, ei, ei+1 the
corresponding hole edges are marked with bi-directional
arrows.

case (i < 1): Let

ê0 = e0,

then,

ê1 = (e0.second, e1.second)

If e1 follows e0, then ê1 = e1; otherwise e1 intersects with e0

and since e1 is contained in the triangle of intersection (by
choice of e0), there exists an edge (e0.second, e1.second) in
the triangle.

case (2 ≤ i < n− 1): All the correspondences until
index 2 ≤ i < n− 1 have been defined. Consider edge ¯ei+1

� if ei is essential or simple then êi = ei; since the prior
mapped edges êj, j < i would not intersect with ei.

� If ei+1 is an essential edge, then by Lemma 3.2, ei

cannot be essential.

ˆei+1 = ei+1

êi = ( ˆei−1.second, ei+1.first)

There are two situations to consider in this case if
ei−1 is essential, then, by 3.3 there is an edge connect-
ing the two and in that case êi.first = ˆei−1.second =
ei−1.second. If ei−1 is not essential, then we can always
keep êi.first = ei.first when we process ei and set
êi.second = ei+1.first as shown in Figure 4(a)

� Else ei+1 is not essential, again there are two situations
to consider. If ei is in the triangle of intersection, then

êi = ( ˆei−1.second, ei.second)

and

ˆei+1 = (êi.second, ei+1.second)

as shown in Figure 4(b) or

êi = φ

and

ˆei+1 = ei+1

as depicted in Figure 4(c). Otherwise ei+1 is in the
triangle of intersection and

êi = ei

ˆei+1 = (êi.second, ei+1.second)

as shown in Figure 4(d)

case: (i = n− 1). By choice of e0, en−1 cannot be essential
by 3.2.

� If en−2 is essential or a simple edge, then by 3.3 there
is an edge which connects them

ˆen−1 = (en−2.second, e0.first)

� Else If en−2 is in the triangle of intersection with en−1,
then

ˆen−2 = ( ˆen−2.first, en−1.first)

ˆen−1 = (en−1.first, e0.first)

� Else en−1 is in the triangle of intersection with en−2

ˆen−1 = ( ˆen−2.second, ê0.first)

�

Corollary 3.5. All line edges of a face n ≥ 5 which are
either simple or essential are hole edges.

Corollary 3.6 (Chordless Enclosing Polygon). The poly-
gon described by the oriented hole edges is closed and
chordless inside the interior face.

Proof. The choice of the hole edge is almost always
along the line edge of a face in the arrangement or incident
on one of the end vertices of adjacent line edges. Only in the
case when two adjacent intersecting line edges are essential,
the hole edge ê is not incident on both vertices of the line
edge e. Also, all vertices of the hole polygon are exterior or
on the face boundary. If there exists a chord in the interior
of the hole then that chord will be a line in the arrangement
which will intersect the interior of the face. This contradicts
the observation that the hole polygon encloses the face in
its interior. The Theorem 3.4 ensures that the hole-polygon
is closed. �
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Remark. The choice of the hole edge êi depends exclu-
sively on the pre-selection of atmost two adjacent hole edges

ˆei−1 and ˆei+1.

3.3. Overview of the hole detection
approach

The last subsection provided insights into existence of hole
polygons tightly surrounding large faces of arrangements.
In the subsequent section, we followup with a distributed,
geometric hole-polygon detection algorithm. Consider con-
secutive edges w, x, y, z which form a chordless path of
length 4. In that case, we can mark x, y as hole edges
but not commit to w, z (because they can only be com-
mitted after looking at their other adjacent edges. This idea
is used in designing the hole detection algorithm in Section
4 A node is marked as a hole by the first rule if there is
a Cup-like structure centered on it. A Cup is essentially a
chordless P4, i.e., a path on 5 vertices with the hole-marked
vertex at its center (see Figure 5 and the chordless P4 path
u1 − u0 − v− w0 − w1). Thus, identifying nodes like v is a
pre-cursor to chordless-cycle detection, our approach uses
local geometry to find such nodes. Unlike the approach by
Reference [13] we do not search a cycle around marked
nodes.

4. THE EMPTY I-CONE BASED HOLE
DETECTION ALGORITHM

4.1. Defining graphical structures

There are two rules to mark a node as a hole. The first one, is
more conservative and discovers the essential edges which
are the must candidates if it is adjacent to a hole boundary.
The second rule which is the local rule, attempts to mark the
hole edges which do not conflict the first rule or the edges
which are marked asynchronously by a node executing the
same rule.

Definition (i-Cone). An i-Cone is a pair of successive
edges in CCW ordering incident on a vertex v which do not
intersect any previously hole-marked edge or an essential
edge in the graph.

Remark. We prefer not overloading the affine geometric
concept of a cone, hence to differentiate from that structure
we chose the prefixed term i-Cone. Note that the definition
of i-Cone depends only on the local geometry of nodes
adjacent to v.

Refer to Figure 5 for the rest of the section. Thus, the def-
inition of i-Cones is hinged on the earlier choices made by
the algorithm in marking hole edges. Let us denote as i-Cone
(u0, v, w0), the i-Cone in which w0 follows u0 (w0 �= u0)
in the CCW orientation of edges about v. v is called the
central vertex of the i-Cone (u0, v, w0). If the angle made
at the central vertex in the CCW orientation (turning from

u0 to w0 about v CCW) is less than π, then the i-Cone (u0,
v, w0) is convex else it is concave. Cone (u1, u0, v) (Cone
(v, w0, w1)) is defined as the left (resp. right) Cone of i-
Cone (u0, v, w0) if it exists. For each convex i-Cone (u0,
v, w0) we define an extended i-Cone (u0, v, w0) = Cone
(u1, u0, v)∪ i-Cone (u0, v, w0)∪ Cone (v, w0, w1). Note
that u1 is uniquely determined by v as its CCW neigh-
bor around the central vertex u0. Similarly, w1 is uniquely
determined as a CCW neighbor of v about the central ver-
tex w0. The hole detection algorithm is based on finding
specific extended i-Cones, which we refer to as an empty
i-Cones. An i-Cup (u0, v, w0) is the one in which the graph
induced by the vertex set {u1, u0, v, w0, w1}. An i-Cone is
empty if the i-Cup is a simple chordless path or a chordless
cycle. In other words, the only permissible induced graph
between the vertex set of an empty i-Cup (u0, v, w0) is
the chordless path u1 − u0 − v− w0 − w1 or the chordless
cycle u1 − u0 − v− w0 − w1 − u1. v is called the central
vertex of the i-Cup (u0, v, w0).

(1) Essential Edge Rule mark all the essential edges
which are determined locally. The essential edges are
those which are intersecting and yet not contained in
a triangle. The next rule would never choose edges
which intersect with the essential edges

(2) Empty i-Cone Rule. i-Cone (u, v, w) is empty if it
is concave or has an i-Cup (u, v, w) which is chord-
less. The i-Cone (u, v, w) edges must not intersect a
previously marked hole edge or an essential edge.

Algorithm 4.1 Hole detection

Input G(V, E,VLF : V → (x, y))
BEGIN

1: for all v ∈ V do
2: if v.hasConesGreaterThan( π

3 ) then
3: if v.acquireTwoHopNeighborLocks()

then
4: for all C ∈ v.getEmptyIConesGreater-

Than( π

3 )
do

5: C.markHole()
6: end for
7: v.releaseTwoHopNeighborLocks()
8: end if
9: end if

10: end for
END

4.2. Algorithm description

The lines 2–4 in Algorithm 4.1 correspond to marking holes
by the empty i-Cone rule. Observe that, based on unit disk
graph geometry there can be at most 5 convex Cones around
any central vertex each of which could potentially form

6 Security Comm. Networks 2010; 3:1–10 © 2010 John Wiley & Sons, Ltd.
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Algorithm 4.2 V ::getEmptyIConesGreaterThan(double θ)

Input G(V, E,VLF : V → (x, y))
BEGIN

1: v.ccwSortIncidentEdges()
2: C← v.getIncidentIConesGreaterThan(θ)
3: for all c ∈ C do
4: if c.isConcave() then
5: continue// c is an empty i-Cone so do not remove
6: Else //c is convex
7: cwe0 ← c.getRightEdge()
8: ccwe0 ← c.getLeftEdge()
9: u0 ← v.getOpposite(cwe0 )

10: w0 ← v.getOpposite(ccwe0 )
11: cwe1 ← u0.getNextCWEdgeTo(cwe0 )
12: ccwe1 ← w0.getNextCCWEdgeTo(ccwe0 )
13: u1 ← u0.getOpposite(cwe1 )
14: w1 ← w0.getOpposite(ccwe1 )
15: if (u1, u0, v, w0, w1)is NOT chordless

then
16: C← C \ c //remove c from the set C
17: end if
18: end if
19: end for
20: return C

END

an i-Cup (u, v, w) or at most one concave i-Cone (u, v,
w). We refer to Algorithm 4.2 for the further discussion on
the computation of empty i-Cones. Line 1–2 compute the
candidates for empty i-Cones. These are all i-Cones which
are greater than θ. The rest of the Algorithm 4.2 simply
prunes the i-Cones which do not satisfy the empty i-Cup
definition. Lines 4–5 deal with concave i-Cones. Note that
by definition any concave i-Cone (u, v, w) is an empty i-
Cone regardless of whether a u–w edge exists or not as
shown in the Figure 2. The intuition being that sweeping

Figure 2. Hole marking the vertex v using the first criteria.

Figure 3. Visible vertices u, v and the essential edge e.

Figure 4. Hole construction proof (hole edges are indicated by
bidirectional arrows, line edges are shown in bold).

u to w about v in the CCW sense does not encounter any
edge since the angle is concave. Lines 7–16, prune convex
i-Cones which do not correspond to chordless i-Cups. Let C
be a i-Cone with central angle greater than π

3 centered at v

Security Comm. Networks 2010; 3:1–10 © 2010 John Wiley & Sons, Ltd. 7
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Figure 5. u1 − u0 − v −w0 −w1 is a chordless cycle.

(see Figure 2). Let cwe0 (ccwe0 ), be the pair of ordered Cone
edges in the clock-wise (resp. counter-clockwise sense). In
the forQ4 loop on lines 9–14, the algorithm computes the Q4

edges cwe1 (ccwe1 ), as the CW (resp. CCW) neighbor of the
edges cwe0 (ccwe0 ), about the vertex u0 (resp.w0). The CW
(resp. CCW) edges which intersect a previously marked
hole edge or an essential edge are filtered (and the next one
in order are considered). This traversal is similar in fashion
to the the edge traversal along the boundary of a simple
planar polygon using the familiar right hand rule. Thus, if
the Empty i-Cup exists or equivalently the graph induced
by the nodes u1 − u0 − v− w0 − w1 is a chordless path or
a chordless cycle, then the i-Cone is empty otherwise it is
removed from the set of i-Cones on line 16. If such an empty
i-Cone (u, v, w) exists, then the Algorithm 4.1 (lines 4–6)
marks u, v, w as hole vertices and (u, v) and (v, w) as hole
edges. Since the definition of empty i-Cups is relative to
convex i-Cones, it can be easily computed once each node
keeps an updated list of empty i-Cones centered on it.

4.3. Algorithm psuedocode

We present the psuedocode for hole detection in Algorithm
4.1. The sub-routine to compute empty i-cones is presented
in Algorithm 4.2

5. EXPERIMENTAL RESULTS

We tested the Empty i-Cone based hole marking algorithm
by simulating random geometric graphs on varying distribu-
tions of nodes. We used the JUNG (Java Universal Network
Graph) [17] framework for extending the graph library for
geometric graphs. We verified the mechanisms for hole
information updation by enforcing mobilty on a subset of
nodes. The results prove the self-configuring behavior of
the hole-detection protocol on different node densities. The
visualization snapshots for the simulation are presented in
Figures 6 and 7. We simulated the uniform hole distributions
for 300 and 600 nodes in a 10× 10 square unit area. We also
created the non-uniform distributions for 300 and 600 nodes
by inserting voids in the same region. The hole detection
algorithm identifies the external boundary of nodes cor-
rectly. The visualization also demonstrates that the voids

Figure 6. Simulation results for 300 nodes in 10× 10 square
units: (a) Original distribution and (b) Hole boundary distribution.

in the original distribution are correctly identified with a
closed polygonal loop. The hole boundary identified with
closed polygonal edges in Figures 6(b) and 7(b), respec-
tively capture the geometry of the void space reasonably
well.

6. SECURITY IMPLICATIONS WITH
HOLE DETECTION

The hole detection algorithm requires geometrical co-
ordinates of its 2-hop neighbors. Since, the empty i-Cone
algorithm identifies candidate convex cones at each node,

8 Security Comm. Networks 2010; 3:1–10 © 2010 John Wiley & Sons, Ltd.
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Figure 7. Simulation results for 600 nodes in 10× 10 square
units: (a) Original distribution and (b) Hole boundary distribution.

it is sufficient to authenticate the convex cones identi-
fied by its neighbors, since the empty i-Cone at v is the
union of i-Cones of its CW and CCW neighbors. The hole
detection algorithm relies heavily on correctly identifying
essential edges and circular orientation of edges incident
on a node and the link authentication can ascertain the
geometric coordinates accurately. In this sense, link layer
security mechanisms are sufficient to detect the local i-
Cones securely. Furthermore, if a link is deemed insecure by
a node, then it can eliminate the node and the edge from its
local graph during hole computation. Marking a hole edge
requires synchronization between its incident vertices, only
secure links can be marked as hole edges. However, since

the hole detection framework does not verify the closure of
polygons, insecure links could create disconnected chord-
less paths in the network, especially so if there are insecure
nodes along the boundary of the face. This is a serious defi-
ciency of the local algorithm that eliminates insecure edges.
If we assume that the insecure nodes advertise their coordi-
nates precisely and consistently then we can instead include
them in computing the hole boundary. So now we have a
hole boundary of secure and insecure nodes and links. We
would then need a non-local multi-party security algorithm
to maintain the integrity of the hole. Depending on the size
of the insecure nodes in the hole this may or may not be
practical. The secret has to be shared by atleast a significant
fraction of nodes on the hole boundary and the nodes which
share that secret should verify the integrity of the choices
made by nodes on the hole boundary.

Sybil attacks [18], where an adversary poses as an
imposter by advertising different or falsified location coor-
dinates to different nodes can potentially attack geography
based protocols. In this situation, the secure protocol will
need a third party verification of node identities and certifi-
cates verifying their geographic positions. This approach
will however require a more detailed analysis on the secu-
rity aspects of the algorithm and a modified protocol can be
a subject matter of discussion outside the scope of this paper.
We believe a pure topological approach [10] on detection
of hole boundary will alleviate the security concerns stirred
from falsfied geometry. However, the known approaches are
non-local.

7. CONCLUSION

We have presented a local, distributed hole detection algo-
rithm. We implemented the algorithm and verified it using
random geometric graphs for both uniform and non-uniform
distributions. We formalized the notion of a hole deriving
ideas from computational geometry. The chapter unifies
geometry and graph-theoretic ideas to find a closed polyg-
onal boundary encapsulating voids in an ad hoc network.
Our method for hole detection is simpler, localized, and
performs well on experimental simulations. We discussed
the relevance of the hole detection framework for topology-
awareness, routing, and the potential security pitfalls.
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