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**1. Abstract**

Attacks against networked systems are becoming more complex and powerful. Individual attackers can collaborate to cause more problems for the intruder-identification and defense mechanisms. Models for cooperation need to be studied along with adaptable defense mechanisms. We also need to characterize various types and models of attacks through experimental studies of detailed attack logs that are available from various intrusion detection systems (IDS). We thus plan to study the impact of collaborative attacks on throughput, data delivery, denial-of-service, and routing. This research will lead to guidelines for developing adaptable defenses that can deal with type, severity, timing, extent, duration, and collaboration present in attacks. We will study Internet as well as mobile ad hoc environments. Experimental studies will integrate ideas from networking, distributed systems, and security/reliability research and will answer questions about performance and implementation of large networks under multiple attacks. They will also provide us with empirical parameters and observations that can be used in peer to peer, cooperative systems, and large-scale applications.

**Intellectual Contribution:** Collaborative attacks are an emerging threat in the cyber space, but little is understood. Understanding, characterizing, and modeling them will bring insights into better defending against them. The intellectual merits of this project are:

* *Characterizing failures and attacks:* This research will contribute towards a comprehensive study and characterization of the type, duration, ordering, and impact of failures and attacks. It will benefit and contribute to better understating of how the networks of future will self heal and provide non-stop operational capability.
* *Identification of intruders:* Techniques to identify malicious nodes which give false information about distance to destination and claim to have the most recent routes in mobile ad hoc networks. The ideas of suspicion list, black lists and bypassing the misleading nodes will be investigated to provide algorithms for routing during black hole and wormhole attacks.
* *Modeling adaptable defense:* Theoretic models will be developed to help understand, analyze, and defend against attacks from a whole-system perspective. We are interested in answering questions such as: Which aspects of a networked system have a significant impact on its vulnerability, and how to tune system configurations or parameters to defend and improve security?
* *Adaptability to attacks:* The research in adaptability to failure will be extended for enhancing defense mechanism against various models and scenarios of attacks. The overheads of dealing with threats will correspond to the severity and timing of the attacks and the potential for damage to QoS and performance. Better models and specifications for adaptability will emerge based on guidelines derived from experimental studies and allow us to build future networks that are dynamically reconfigurable and autonomic.
* *Vulnerabilities and Safe/Secure Configurations:* The research will use attack graphs and causal graphs to model mischievous event ordering to identify defense events that can thwart progress towards unsafe operational modes. Coordinated defense events can be launched to protect the network and self heal wit dynamic reconfiguration.

**Industry Collaboration:** Experiments will be conducted on test beds or using simulation tools to study the impact of this work on self-healing of various aspects of networks. We will collaborate with our industry partner to develop specific experiments. One Ph. D student is working on these issues and will participate in research. We have built a reliable and adaptable distributed system called RAID which has demonstrated self-healing and tuning capabilities. The research received the best paper award in a database conference in 1988.
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# 2 Introduction

Security is a key challenge in network environments since most prominent protocols in use were designed without considering any prevention against miscreants. In particular, wired network environments like the Internet are faced with myriad of security attacks, including worms and viruses, denial-of-service (DoS), spam and phishing attempts, route manipulations, and domain name system (DNS) exploitations. Wireless networks, especially ad-hoc networks, also suffer from attacks such as denial-of-messages (DoM) where malicious nodes may prevent some honest ones from receiving broadcast messages, and replication attacks where adversaries insert hostile nodes into the network after obtaining secret information from

Captured nodes or infiltration. In addition wormhole and blackhole attacks along with collaboration among malicious nodes are problems.

The current approach to dealing with attacks is to deploy individualized security solutions. For example, anti-virus software is used to defend against worms and viruses, intrusion detection tools guard against scanning and DoS attacks, firewalls aim to protect against unwanted connection attempts, and mail filtering tries to foil spam and phishing attempts.

An important piece missing from the current research is an understanding of the coordination among attacks and/or the collaboration among various attackers. Attacks in Internet are so sophisticated that it is hard to imagine that individual attackers, even having taken over many machines, can launch complex and powerful attacks (i.e., without any coordination or collaboration between them). Many examples of likely coordinated attacks exist [40,42,43]. For instance, an illegal DNS zone transfer typically used to reveal the IP addresses of hosts present in an organization followed by scanning attempts to find vulnerable machines could involve coordination among attackers with varying expertise. The vulnerable machines could then initiate Web requests to download backdoors from sites hosted by the attacker and join attacker's army of machines. Similarly, spammers could collaborate with attackers in control of a set of Internet routers to get fake Internet routes installed. These routes can then be used to send spam and phishing emails without fear of detection. Yet another example of coordinated attack could occur in wireless ad-hoc networks, where various attacking machines could collude to incorrectly report routes. Unlike single and uncoordinated group attacks, coordinated attacks may cause more devastating impacts on the Internet or wireless environments as they combine efforts of more than one attacker. In mobile ad hoc network, identification of malicious activity is hard when one node misbehaves in route formation [3]. If multiple nodes act maliciously, simultaneously, or alternately, the schemes to deal with them will become very slow at most nodes.

In this proposal, we propose to address issues of characterizing, modeling, and defense against coordinated/collaborative attacks for wired and wireless environments. From one perspective, attacks may be classified into the following two categories: *Multiple attacks* occur when a system is disturbed by more than one attacker. *Attacks in quick sequence* is another way to perpetrate a coordinated attack by launching sequential disruptions in small intervals (usually shorter than one second). The attacks may also be concentrated on a *group of nodes* or spread to a *different group of nodes* just for confusing the detection/prevention system in place. From another perspective, coordinated attacks can be classified into *short-lived* and *long-lived* attacks. We develop and enhance the science to develop self-healing networks through theoretical models, simulations and experiments.

## Research Problems and Directions

The following research problems and ideas are proposed:

* *Characterizing attacks in the Internet:* An understanding of the modi operandi of attacks is essential for defending the network environments. Data from thousands of Intrusion Detection Systems (IDSs) and various darknets will be characterized and correlated to determine: Who do the attackers target over short and long periods of time? What kind of attack vectors do various organizations witness and is there any correlation between the attack vectors at various organizations? Could future attacks be predicted based on attack sequences that have already been witnessed? Do the machines used in launching attacks stay the same over time?
* *Modeling attacks in the Internet:* Theoretic models will be developed to help understand, analyze and defend such attacks from a whole-system perspective. Some problems of particular interest are: Which aspects of a networked system have a significant impact on its security, and how to tune system configurations or parameters so as to improve security? Can we quantify the attackers’ gain in power because of their coordination? Can we quantify the gain, if any, of defender’s power because of the attackers’ coordination? As we will show through a preliminary result, novel stochastic models could be built for this purpose.
* *Identification of intruders and coordinated defense for the Internet:* Two systems to defend against coordinated and collaborative attacks will be developed. The goal of the first system, BehaviorAlert, is to reliably record behavior of Internet hosts in a timely fashion so servers and other Internet entities can prioritize trustworthy clients and refuse packets and connections from known miscreants. The second system, BGP-Wayback, named after the routing protocol used in the Internet, aims to prevent misuse of Internet routing to launch coordinated attacks. To accomplish its goal, it will capture, record, and analyze precise routing information required to apprehend cyber-criminals that exploit vulnerability in Internet routing.
* *Modeling and defending against attacks in mobile ad-hoc networks:* The research will involve dealing with a variety of attacks in AODV, DSR, DSDV protocols and exploring approaches that minimize communication and data structures at each node. The objective is to ensure that all nodes in ad hoc network do not get classified as suspicious. How distributed trust can be used to identify malicious nodes?

# 3 Characterizing Collaborative Attacks in the Internet

## 3.1 Problem Statement

An understanding of the mechanisms used in launching coordinated attacks is critical to devising adequate defense mechanisms. Little is known about coordinated attacks in the Internet. In particular, answers to following questions need investigation. Who do the attackers target over short and long periods of time? What kind of attack vectors do various organizations witness and is there any correlation between the attack vectors at various organizations? Could future attacks be predicted based on attack sequences that have already been witnessed? Do the machines used in launching attacks stay the same over time? For coordinated attacks, many factors have to be considered such as the type of attack, the severity of attack, the extent of attack, and the communication between attackers among many others. An appropriate way of measuring the full impact composed of each one of these factors is needed.

## 3.2 Related Work

## Many research works have characterized specific Internet attacks or phenomenon using one or more sources of data. For instance, work in [17] has characterized spammer behavior. Works in [1, 94] focus on specific worm outbreaks and work in [93] characterizes DoS attacks in the Internet. The Internet Motion Sensor Project [120] has analysed botnets [122] and malware in peer-to-peer networks has been characterized in [123, 124]. Very few works have focused on correlating various attacks. Among the few such efforts is work in [11] which used data from approximately 1700 intrusion detection systems (IDSs) logged by the Dsheild project to perform the first Internet-wide attack correlation. Using one month of attack data, they found that 20% of the attacking IPs attack multiple networks and contribute to 40% of the total attacks in their data set. They looked at attacker behavior only on the order of minutes and found that shared attackers attack different networks within a few minutes of each other. Further, they found that IDSs can be divided into small groups of 4-6 members which experience highly correlated attacks, whereas IDSs in different groups see uncorrelated attacks. In addition to short-term correlations of the type discussed in this work, we are interested in understanding correlations among Internet attacks on a much longer time scale, on the order of many months and even years. Further, the novelty of our approach lies in consolidating the multiple views offered by the darknet and IDS data.

The idea of trust relationship is used [100, 4] to limit the number of clones a malicious node and defend against sybil attacks. However, no coordinated model is discussed in these works. In RIP of Internet [2], the detection of invalid routing announcements has been suggested. The response after detection and how to defend against such attacks remains a challenge. In [38], a stochastic model of coordinated internal and external attacks is used to study the characterization of attacks and defenses. In [53, 54], Data Routing Information (DRI) Table and Cross Checking are used to identify multiple black hole nodes cooperating as a group. In [14], general intrusion detection scheme for detecting local anomalies caused by adversaries is discussed. In [63], An on-demand routing protocol is proposed for ad hoc wireless networks to provide resilience to byzantine failures caused by individual or colluding nodes. In [40], a signature-based model is used to detect coordinated attacks. In [78], examination of differences observed between unused address blocks is used to detect distributed blackhole placement. In [79], clustering and merging functions are used to recognize alerts that correspond to the same occurrence of an attack and create a new combined alert. In [83], a coordinated system using multicast, annotated topology information, and blind detection techniques to detect Distributed DoS attacks is discussed. In [101], Hidden Markov Models are used to detect coordinated attacks. In [57], many cyber attacks that consist of mutliple sub-attacks have studied. The coordinated attacks are a strict superset of these multistep attacks. Further, we are interested in 1) classifying different types of coordinated attacks in the Internet using IDS data, 2) creating taxonomy of prevalent methods of launching coordinated attacks, and 3) modeling coordinated attacks.

## 3.3 Proposed Work and Sample Research Task

The goal is to characterize attacks occurring in the Internet using intrusion logs from thousands of IDSs and using the darknet data. We plan to characterize attacks and by gaining an understanding of the mechanisms their perpetrators use. Toward this goal, we will use logs from multiple sources. Our first source of data includes intrusion data from a large number of intrusion detection systems (IDSs). In collaboration with Prof. Minaxi Gupta at Indiana University,we have already acquired 1.5 years of data from the Dshield project [91] which contains voluntarily submitted intrusion logs from about 2000 IDSs from all over the world. Dr Gupta is in the process of acquiring data from the myNetWatchman project [92], which also contains IDS logs from over a thousand IDSs. Our second source of data includes darknet data, which is essentially a capture of packets directed at unused IP address ranges. Such packets are malicious or misdirected by their very nature and many organizations and universities are beginning to advertise their unused address ranges to contribute toward understanding attacker behavior. An example of a project that collects darknet data is the Internet Motion Sensor Project [120]. REN-ISAC center [121] at Indiana University is beginning to collect darknet data through a strategic alliance of many universities. The research involves correlating data from these two very diverse sources to infer attacker behavior over a period of time. In preliminary findings using five months of Dshield data, we observe:

- A significant percentage of attacking machines continue to be active month after month. The networks to which these machines belong continue to stay active in even higher percentages. This indicates that blacklisting offending machines and networks could be viable defense.

- Upwards of 90% attackers are active only for a day in any given month. The same is true of the subnets that these machines belong to.

The research task is to investigate if any patterns exist in how attacking machines are rotated. We plan to study who these machines attack against over long periods of time, where they are geographically, who they belong to, which attack vectors they use, and if any correlations exists among the organizations being attacked. The output of this research will offer insights into defending against organized Internet crime.

Another task is to identify and classify multiple attacks.Examples of attacks include replication attacks [33], sybil attacks [34, 35], spam attacks, phishing attacks, worms and viruses, DNS-related attacks, routing-related attacks, denial-of-messages (DoM) attacks [36], and denial-of-service (DoS) attacks [110, 111, 112]. The research invovles comprehensive feature analysis encompassing feature detection and feature extraction toward a robust classification of coordinated attacks. This will require a mechanism for learning the patterns of the attacks based on adaptive learning algorithms [114, 115, 119] such as fuzzy logic [56]. The approach is to classify the attacks in some order such as a hierarchy. Three possible categories are as follows:

1. **Independent:** Attacks in this category have no knowledge of other attacks. But this type of attacks can be launched at the same time as other attacks.
2. **Collaborative**: Attacks in this category can be launched simultaneously. From high-level functional point of view (e.g., target of the attack, which could be contents of email, files stored on the server, or the access logs of users, etc), we further identify the relationships between the launched attacks and classify the attacks as: i) overlapping, ii) non-overlapping, and iii) fully-overlapping*.* Attacks may target different parts of the network and be launched together to deplete the resources of defenders.

From low-level technical point of view (e.g. techniques employed by attackers, such as packet spoofing, packet eavesdropping, etc), attacks can be categorized into: attacks that may overtake each other, attacks that may diminish the effects of each other, attacks that damage each other, attacks that may expose other attacks, attacks that may be launched after each other, and attacks that may target different areas of the network

1. **Replicated**: The replication attack is an attack with which adversaries can insert additional replicated hostile nodes into the network after obtaining some secret information from the captured nodes or by infiltration [5, 6]. Thus, the replicated nodes are likely to have the shared secrets with the uncompromised neighboring nodes. Encrypted communication links are established between the replicated node and the nodes in the original network. As the result, the compromise of even a single node might allow an adversary to gain partial or even full control of the network by cloning the nodes and deploying them into the original network.

**Sample Experiment**

Coordination parameters have been studied in a different context other than attacks in Internet and wireless networks [105, 106, 117, 118]. We propose to identify parameters for classifying coordinated attacks. We plan to conduct experiments to determine the coordination parameters.

**Objectives:** We plan to conduct experiments and simulations to identify the conditions when two or more attackers coordinate to cause more damage. We also conduct experiments to identify essential coordination parameters.

**Performance Metrics:**

How many nodes in the network are attacked by the coordinated attacks?

How many nodes in the network are infected by the coordinated attacks?

What is the effect of collaboration attacks on packet flow and recovery time?

What parameters can be used for adaptability to attacks?

Can the coordinated attacks cause more damage to computer networks and systems? If yes, under what conditions?

Can coordinated attacks leave more traces and evidences than individual attacks?

**Variable Parameters:** number of attackers, number of concurrent coordinated attacks, number of nodes in network, and number of distinct types of attacks involved. Other parameters for attack classification are: type, timing, severity and strength of attack, extent of attack, familiarity and role of attacker, communication between attackers, and attack and defense strategies.

**Method:**

a. Use a combination of different parameters to identify the attacks and find the essential parameters. We will use feature extraction to learn the patterns of the attacks based on learning algorithms and fuzzy logic [56].

b. After the essential parameters are identified, we will build a robust and precise classification model to classify attacks, using learning algorithms such as SVM [108].

c. Utilize the experimental tools such as DETER and EMIST [8, 107, 113] to do real-world evaluation of the attacks and generate real-world data. We plan to build the database for at least 5,000 coordinated attacks.

d. Build another database for evidence and trace analysis by running experiments and simulations. We will identify the attacks first, then order the coordinated attacks based on the amount of traces and evidences.

**Observations and Directions for Conclusions**

Based on the data from experiments, we like to tune the attack parameters for which adaptability defense mechanisms need to be developed. Administrators can understand the severity of the attacks, know the probability of tracing back the attackers and collecting evidences, and use this value to determine how much manpower to assign to the corresponding attack.

**3 Summary:**

Adaptability and self-healing algorithms and protocols can be developed based on a series of experiments. The costs will involve monitoring of network and evaluating the extent of vulnerabilities and strengths of attacks and impact of failures in a run-time system. Dynamic reconfiguration ideas and virtualization technologies will be used to see which self-healing schemes can provide the best results. More details can be provided in an extended document.
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