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Abstract— With the continuous development of sensor technol-
ogy, more and more users hope to monitor and collect information
in a certain area safely and efficiently by deploying heterogeneous
wireless sensor networks (HWSNs). However, nodes in HWSNs
have limited capabilities, which leads to many security challenges.
Existing data transmission schemes in HWSNs take measures to
resist these security threats, which aggravate the node compu-
tation overhead and increase the network energy consumption.
This paper proposes a Lightweight and Secure Data Transmission
(LSDT) scheme against malicious nodes in heterogeneous wireless
sensor networks. Firstly, considering node capabilities limitations
in HWSNs, we design a lightweight secret sharing scheme
based on XOR operation, which maps data to multiple shares
and makes it convenient to transmit shares separately to the
sink node via multiple paths. While guaranteeing data security,
this scheme can greatly reduce the computation overhead of
nodes compared with traditional secret sharing schemes. Further,
during the delivery of shares, the network may be attacked
by malicious nodes, causing the interruption of message trans-
mission. Therefore, we design a malicious node detection and
feedback mechanism, which can quickly respond to malicious
node attacks and update the reputation degree of malicious nodes.
Finally, we propose a routing selection scheme based on reference
path which comprehensively considers the energy and reputation
degree of heterogeneous nodes. It makes message transmission
bypass malicious nodes while achieving network energy load
balance, significantly extending the network lifetime. The security
analysis proves that our scheme guarantees the security of data
transmission. Theoretical analysis and experiments show that our
scheme has significant advantages over the existing HWSNs data
transmission schemes in terms of network lifetime extension and
malicious node resistance.
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I. INTRODUCTION

WITH the continuous progress of technology, small and
cheap wireless sensors are widely deployed, providing

solid support for the development of wireless Internet of
Things (IoT). Wireless sensor networks (WSNs) have become
one of the most potential technologies in the IoT technology,
playing an important role in such fields as industrial detection
[1], intelligent city environmental monitoring [2], wildlife
monitoring [3] and so on. According to the similarities and
differences of node structure, energy, function and link, WSNs
can be divided into homogeneous wireless sensor networks
and heterogeneous wireless sensor networks (HWSNs) [4].
However, compact and inexpensive sensor nodes have many
limitations, such as small energy reserves, weak computing
and storage capabilities, short-distance communication ability,
and node updating difficulty [5]. This means that the sensor
node cannot interact directly with the terminal server and must
conduct multi-hop routing transmission through relay sensor
nodes. In addition, due to a large number of nodes in HWSNs
and the difficulty to monitor the deployment locations all the
time, the adversary is prone to corrupt some of the nodes
and thus damage the availability of the network, such as
tampering or deleting the transmitting messages [6]. Therefore,
data transmission in HWSNs faces many challenges.

Due to the limited resources of wireless sensors, how
to extend the network lifetime is the first problem to be
considered. Researchers’ ideas are mainly divided into two
categories. One is to optimize the energy loss of data trans-
mission by designing lightweight data processing schemes
or reducing the transmitted messages [7], [8]. Another starts
from energy load balancing. Through dynamic route selection,
they balance the energy consumption of each node to avoid
the impact of the energy loss of some nodes on the overall
network lifetime [9], [10]. The representative of the first type
is scheme in [8], which reduces the node communication
overhead and improves energy efficiency by transmitting the
key index instead of the key itself. In the second type of
solutions to network energy load balancing, the environment
fusion multi-path routing protocol (EFMRP) proposed by Fu
et al. [10] is relatively typical. The basic idea of this method
is to trade off communication delay, energy consumption and
route lifetime to get the best route decision. Although the
above schemes can prolong the network lifetime, the security
of data transmission is not considered enough.
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HWSNs is vulnerable to attacks because of its open wireless
communication pattern and great management difficulty [11].
Common attacks include eavesdropping and tampering attack
[12]. The multi-path routing algorithm has the ability to
mitigate the impact of malicious nodes on data transmission
routes, thus ensuring the successful delivery of data to the
intended sink node. Despite its robustness against tampering
and other forms of attacks, the algorithm is not immune to
eavesdropping attacks, whereby adversaries can intercept and
access transmitted data. This problem can be effectively solved
by introducing encryption and secret sharing [13], [14] into
the multi-path routing scheme. After the data is encrypted,
it is divided into multiple shares and transmitted separately
in the established multiple routes. The original data is finally
recovered by the sink node. Thus, under the (t, n)-threshold,
the adversary needs to intercept at least t shares in order to
eavesdrop on the encrypted message. Therefore, the multi-path
routing protocol based on secret sharing greatly improves the
fault tolerance rate of data transmission. Meanwhile, the data
confidentiality and integrity are guaranteed.

In addition, in recent HWSNs attack schemes, researchers
pay more attention to route attack [15], such as wormhole
attack, black hole attack, grey hole attack, deception attack,
Sybil attack and so on. Nodes corrupted by adversary are said
to be malicious nodes. Taking black hole attack as an example,
malicious nodes claim that they have great transmission advan-
tages, attracting surrounding nodes to transmit data to them.
However, they do not forward the data, thus destroying the
availability of the network within the communication range.
The existing schemes to resist malicious node attacks mainly
include three categories [11], which are based on anomaly
[16], feature [17] and general intrusion detection extension
scheme [18] respectively. While the aforementioned schemes
employ diverse mechanisms to safeguard against malicious
node attacks and ensure secure data transmission in HWSNs,
they still suffer from issues such as limited detection efficiency
and slow response speed [12].

To solve these problems, we propose a Lightweight and
Secure Data Transmission (LSDT) through multi-path routing
based on XOR operation for HWSNs. Specifically, we use
the XOR operation to encrypt ciphertext data after splitting it,
quickly generate multiple shares, and then transmit them to
the sink node through multi-path routing. The sink node only
needs to obtain part of shares to recover the complete original
data. In addition, the routing function is designed properly
so that the relay node can consider both load balancing
and resisting malicious nodes when choosing the routing
path for message transmission. Thus it ensures the security
of message transmission and prolongs the network lifetime.
Further, in order to quickly detect malicious behaviors and
locate malicious nodes, we introduce a dynamic malicious
node feedback management mechanism. Finally, the security
analysis proves that our LSDT scheme effectively protects
the integrity, confidentiality and availability of transmitted
messages under malicious node attacks. The theoretical anal-
ysis and experimental results show that compared with other
similar schemes, LSDT significantly reduces the node calcula-
tion cost, balances the energy consumption of each node and
prolongs the service lifetime of the network. At the same time,
the malicious node resistance mechanism effectively prevents
attacks, thus avoiding the influence of malicious nodes and
guaranteeing the network availability.

The innovations and contributions of our scheme are sum-
marized as follows:
• We design a lightweight and secure multi-path routing

data transmission scheme for HWSNs. We innovatively
propose a threshold secret sharing technology based on
XOR operation. In this way, the node computation cost is
reduced and the sink node can recover the original data
despite partial loss.

• In order to balance the energy consumption of each part
of the network, extend the network lifetime, and resist
malicious nodes, we design a real-time decision routing
scheme. The scheme chooses the optimal path to transmit
messages by considering the information of node energy,
malicious nodes and transmission path length.

• As for malicious node attack, we also propose an efficient
malicious node management mechanism. This mecha-
nism enables fast localization of malicious nodes and
make the message transmission path bypass malicious
nodes, improving the robustness of the system.

• We conduct a comprehensive analysis of the scheme from
the perspectives of theory and experimental simulation.
The results show that, compared with similar schemes, the
LSDT scheme significantly prolongs the network lifetime
and ensures the transmitted data security.

The rest of the paper is organized as follows. Section II
reviews the previous related works. Section III shows the
preliminaries. Section IV describes the system model and
problem statement. Section V elaborates on the main design
of the LSDT scheme. The security analysis in theory for the
LSDT scheme is provided in Section VI. Section VII gives
the performance of the LSDT scheme. Finally, the conclusion
and future work are discussed in Section VIII.

II. RELATED WORK

In HWSNs, conventional data transmission schemes often
transmit the data collected by sensor nodes to the sink node
through fixed routing paths. However, due to the limited
energy, the heavily loaded nodes will fail prematurely, making
the routing through the node invalid. Accordingly, the data
collected by the corresponding sensor nodes will be lost [19].
An intuitive solution is to establish multiple feasible routing
paths to improve the robustness of data transmission and meet
the load balancing requirement of each node. In the earliest
multi-dataflow topologies algorithm [20], data is transmitted
through two routing paths at the same time. Even if there
is a malicious node on one routing, the data can be normally
transmitted to the sink node. Later multi-path routing schemes
[21], [22], [23] were optimized for energy consumption and
load balancing. Sajwan et al. [21] proposed an algorithm
that maximizes energy efficiency using planar and hierarchical
routing schemes. They used a multi-hop routing scheme and
cluster head communication to reduce energy consumption
in the network. Sakthidasan et al. [22] used the ant colony
algorithm to select the path with high reliability based on fuzzy
logic according to link stability, residual energy and packet
loss rate. Jemili et al. [23] proposed a cross-layer multi-path
routing approach considering different context information. In
this way, node-disjoint paths are established to concurrently
transport multimedia content from sources to the sink, which
minimizes energy consumption and extends network lifetime.
These schemes [21], [22], [23] provide a variety of feasible
multi-path routing scheme design ideas and extend the network
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lifetime by designing lightweight algorithms. But they do not
guarantee the security of the transmitted data.

In order to ensure the confidentiality and integrity of data
during transmission, Louet al. [24] introduced a secret sharing
mechanism into the multi-path routing scheme and proposed
the hybrid multi-path scheme. Then, the end-to-end data
transmission security in this scheme is enhanced. After that,
Deryabin et al. [25] used the secret sharing scheme based on
Residue Number System (RNS), which contributes to solving
the problem of confidentiality and integrity of transmitted data.
In addition, reducing the energy consumption of share-based
multi-path routing schemes is also a concern of researchers.
Chen et al. [14] designed a lightweight secret sharing scheme
and an appropriate random routing algorithm to transmit shares
to the sink node through multiple paths. Simulation results
show that this method effectively reduces network energy con-
sumption and resists eavesdropping and backtracking attacks.
Haseeb et al. [26] proposed an energy-aware and multi-hop
routing protocol by using equal-amount secret sharing scheme
based on XOR operations. That improves energy efficiency
and data security against malicious behaviors.

The above schemes [24], [25], [26] can resist eavesdropping
and tampering attacks in the process of data transmission.
Unfortunately, these schemes do not take the routing attacks
of HWSNs into account, causing low system availability.
Jahandoust et al. [18] proposed a distributed adaptive frame-
work based on the subjective logic and probabilistic extension
of timed automata. It captures the behavior of the entire
network to deduce the probability that each node is affected
by black hole attacks. Merlin et al. [27] proposed a trust-based
energy-aware routing mechanism to detect black hole attacks
as quickly as possible by dynamically generating multiple
detection paths. At the same time, it obtains node trust to pro-
vide better data routing security. Moreover, comprehensively
considering energy consumption and security issues, [28], [29]
proposed lightweight schemes to resist black hole attacks.
The lightweight trust-enhanced ad hoc on-demand multi-path
distance vector protocol proposed in [28] only uses passive and
local monitoring information to evaluate the behavior of enti-
ties. Thus it achieves the effect of lightweight black hole attack
resistance. Liu et al. [29] presented an active detection-based
secure and trust routing scheme named ActiveTrust. This
scheme significantly improves the probability of successful
data transmission and the ability to resist black hole attacks,
as well as prolonging the network lifetime.

In order to further improve the robustness of the system,
a feasible idea is comprehensively considering secret sharing
and attack resistance to design a multi-path routing scheme.
Shu et al. [30] designed a mechanism for generating random
multi-path routes where the routes adopted for the shares
of different packets change over time. Besides, the resulting
paths are highly decentralized and energy efficient, allowing
them to bypass the black hole. Liu et al. [31] described
the multi-path routing problem based on secret sharing as
an optimization problem. The goal is to maximize network
security and longevity in the case of energy constraints. Both
theoretical and simulation results show that the scheme can
significantly improve network security with single black hole
and multiple black holes.

To sum up, the proposed schemes have solved part of
the security and energy consumption problems in HWSNs.
However, it is challenging to achieve a proper balance

of network load and lightweight data transmission while
mitigating the effects of malicious nodes. To this end,
we design a lightweight and secure multi-path routing data
transmission scheme for HWSNs.

III. PRELIMINARIES

A. Encryption Schemes

Encryption schemes can be divided into symmetric encryp-
tion schemes (e.g. AES) and asymmetric encryption schemes
(e.g. ECC). For the convenience of expression, the crypto-
graphic primitives involved in the system are expressed in
formal language as follows.

1) Symmetric Encryption Scheme SE: In our system, the
symmetric encryption scheme SE is used to encrypt data
during data transmission. SE consists of three algorithms:
• SE .Setup(1κ)→ key: Input the security parameter κ to

generate a random symmetric key key.
• SE .Enc(dat, key)→ datE : Input the plaintext dat and

symmetric key key, and output the ciphertext datE .
• SE .Dec(datE , key) → dat : Input the ciphertext datE

and symmetric key key, and output the plaintext dat .
2) Asymmetric Encryption Scheme AE: In our system,

the asymmetric encryption encryption scheme AE is used to
encrypt the session key. AE includes three algorithms:
• AE .Setup(1κ)→ (pk, sk): Input the security parameter

κ to generate a random public/private key pair (pk, sk).
• AE .Enc(key, pk) → keyE : Input session key key and

public key pk, and output session key ciphertext keyE .
• AE .Dec(keyE , sk) → key: Input session key ciphertext

keyE and private key sk, and output session key key.

B. Hash Function

As a common cryptographic tool, hash is widely used in
integrity verification, encryption, digital signature and other
problems [32], [33]. Our scheme uses the hash function to
provide integrity verification of the transmitted data. Com-
pared with the scheme based on random oracle [33], the hash
function used in our scheme only needs to satisfy the collision
resistance. For the convenience of presentation, this subsection
gives the definition of this property:

Definition 1 (Collision Resistance): Hash function H is
collision resistance if and only if for any message m, there are
different messages m′ ̸= m such that the following equation
holds.

Pr[H(m′) = H(m)] < ϵ, (1)

where ϵ is a function whose value is negligible.

C. Secret Sharing

The concept of secret sharing was suggested by Shamir [34]
in 1979. It is necessary to design a lightweight scheme in
order to meet the requirement of low energy load in HWSNs.
(t, n)-threshold secret sharing schemes generally contain two
algorithms: secret distribution and message recovery.
• Secret distribution. For the input message m, n shares

S = {si }1≤i≤n are generated.
• Message recovery. Take at least t shares S′⊂S, |S′|≥t as

input, and output m.
Its security is defined for subsequent security analysis.
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Definition 2: A (t, n)-threshold secret sharing scheme is
secure if and only if, for a probability polynomial time (PPT)
adversary A, the following formula holds:

Pr
[
m = A

(
S′

)]
< ϵ, S′ ⊂ S,

∣∣S′∣∣ < t, (2)

where ϵ is a function of negligible value.

IV. PROBLEM FORMULATION

This section describes the data transmission system model
of HWSNs and lays the foundation for the design of the
LSDT scheme. First, we give the LSDT system model in
Section IV-A, detailing the heterogeneous sensor nodes and
the specific process of message transmission in the network.
Then, we introduce the network lifetime model and security
model in the HWSNs in sections IV-B and IV-C, respectively.
Finally, in Section IV-D, we give the design goals of the
LSDT scheme and verify that this scheme achieves the design
goals in the later scheme analysis and simulation experiments.

A. The System Model
Consider a data transmission scenario in heterogeneous

wireless sensor networks (HWSNs) in the real world, as shown
in the concrete model in Fig. 1. Sensors with different entities
in a certain area would collect data and transmit messages
to a base station. The base station then transmits messages
to the Internet. There may be malicious sensors trying to
disrupt the transmission of messages. The abstract model in
Fig. 1 is obtained by abstracting the entity in the concrete
model. Among them, heterogeneous sensor nodes are ran-
domly deployed in the sensing field and divided into two
roles: sensor nodes and the sink node. Data transmission
in the system consists of two processes: internal message
transmission and external network communication. Sensor
nodes (i.e., source nodes) collect data nearby and generate
messages. Then they establish routing paths to the sink node,
and transmit messages to the sink node through relay nodes.
Finally, the sink node processes the messages and transmits
the original data to the user through the external network.

Sensor nodes. A group of heterogeneous sensor nodes is
deployed in the sensing area as shown in Fig. 1. Among them,
the different shapes of nodes represent their heterogeneity, and
the difference in color represents the difference in residual
energy of nodes. For example, green means energy abundance,
while red means energy scarcity. Each sensor node u has
initial energy Eu and fixed transmission radius Du . Also,
it has unique identity IDu and fixed location coordinate
Lou = (xu, yu). The node u has the ability to broadcast
radio messages in Du and know the distance information of
neighbor nodes in Du . They mainly perform the functions of
collecting data in the Du area and transmitting messages to
neighbor nodes. It should be noted that heterogeneous nodes
have different initial energy and transmission radii.

The sink node. In HWSNs, the sink node s is responsible
for interacting with the remote Internet and has fixed position
coordinate Los = (xs, ys). In the network initialization phase,
all nodes know the location coordinate of the sink node. The
sink node has high energy and the ability to broadcast to
the whole network. It is mainly responsible for receiving and
summarizing the data collected in the network and managing
the whole network. The sink node has the highest authority of
HWSNs and manages sensor nodes, while sensor nodes cannot
affect other nodes.

Fig. 1. The system model.

Internal message transmission. In the network initialization
phase, each node needs to establish a routing table Tu leading
to the sink node according to the routing paths initialization
algorithm. The routing table stores the routing paths through
relay nodes to the sink node. Sensor node u sends the message
to the sink node by forwarding it through multiple hops
according to the reference paths in Tu . Here, each sensor node
plays two roles. As a source node, the sensor node collects
data and processes it to generate messages, which are then
transmitted to neighbor nodes. As a relay node, it must select
an appropriate next-hop node in order to forward the message
to the sink node.

External data transmission. The sink node has the ability
of the whole network broadcast and it can interact with the
external Internet. The user obtains the data collected by the
whole HWSNs through the external Internet.

B. Network Lifetime Model
1) Energy Consumption Model: In this paper, the com-

monly used energy consumption model [35] will be introduced
to analyze the energy consumption of wireless transmission.
Suppose that the energy consumption of node u sending
message to node v is expressed as follows:

ET (duv, L) =

{
L Eelce + Lξ f sd2

uv, duv ≤ D0;

L Eelce + Lξmpd4
uv, duv > D0.

(3)

where duv represents the distance between nodes u and v. And
the energy consumed by node v to receive data from node u
is calculated as follows:

ER(duv, L) = L Eelce, (4)

where L is the message bit length. Eelce is the unit energy
consumption coefficient. ξ f s,ξmp represent the power amplifier
parameters under the free space model and the multi-path
attenuation model, respectively. D0 is the distance threshold.

2) Network Lifetime: To quantitatively analyze the lifetime
of HWSNs, we configure all source node within the network to
transmit data collected during a single cycle to the sink nodes
in a single round of data transmission. We hereby define the
package delivery rate (PDR) as r:

r =
m

M
, (5)

where m denotes the amount of data successfully received and
recovered by the sink node while M denotes the total amount
of data sent by all nodes per round. PDR r effectively reflects
the network availability situation. Without considering the
influence of malicious nodes, if the r is low during a round
of data transmission, it indicates that the network is affected
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by low energy nodes and cannot complete data collection
work. For this reason, we define the network lifetime as the
maximum number of data transmission rounds that maintain
r > 50% starting from the deployment of the network.

C. Security Model
1) Threat Model: In HWSNs, there is a finite number of

malicious nodes. Each malicious node d has extremely large
energy and limited communication range Dd and is included
in the routing table of nearby sensor nodes. Considering the
process that the source node sends message Meg including
dat to the sink node through the path in routing table Ts ,
the behavior patterns of the malicious node d are shown as
follows:
• When the malicious node is a relay node forwarding

message Megi , it modifies Meg′i ̸= Megi and forwards
to the next-hop node v j .

• The malicious node d will listen to all messages {Megi }
in the Dd range, and look for a protocol algorithm B :
B({Megi })→ dat to crack the plaintext data dat .

• The malicious node d declares its own energy Ed = ∞
to other nodes v j in the Dd range, so that I F(v j , d)
has a significant advantage when the neighbor node v j
calculates the relay node selection parameter I F . In this
way, all nodes in the Dd range will forward messages to
d . d may selectively forward some packets [36] or not
forward [37].

2) Security Goals: As a data transmission and communi-
cation scheme, we focus on data security. According to the
standard CIA definition [38] of data security, data security
includes three properties: integrity, confidentiality and avail-
ability. Under our threat model defined in Section IV-C, all
three security properties will be compromised. For example,
malicious nodes tamper with the forwarded message, which
disrupts data integrity; Malicious nodes attempt to access the
original data dat , which destroys confidentiality; Malicious
nodes withhold forwarding message, which compromises data
availability. Therefore, our security goals are to resist the threat
of malicious nodes to achieve CIA security. The security goals
of the solution are formally defined as follows:

Definition 3: A PPT adversary A is set to tamper the
message m into m′ ̸= m. Then a scheme is called data integrity
protected if and only if

Pr
[
H

(
m′

)
= H(m)

]
< ϵ, (6)

where ϵ is a function with negligible value.
Definition 4: For any PPT adversary A, if the following

formula holds, the data in the scheme is assumed to satisfy
confidentiality:

Pr [dat ← A ({(i, si )})] < ϵ, (7)

where ϵ is a function whose value is negligible.
Definition 5: Ideally (sufficient energy, etc.), in HWSNs

with finite malicious nodes, for the set Message = {mi }
composed of N message mi sent by source nodes in network,
messages received by the sink node is denoted as Message′ =
{m′i } after being transmitted. If the following formula is true,
then the scheme meets the data availability:

∀i ∈ [N ],
∑

Pr([mi ̸= m′i ])
N

< ϵ, (8)

where ϵ is a function of negligible value.

D. Design Goals
In order to achieve a lightweight and secure transmission

scheme in HWSNs, our scheme LSDT should meet the fol-
lowing design goals.
• Low computational overhead. Due to the limited energy

of sensor nodes, data generation and procession should
be lightweight and efficient to reduce the computational
overhead of source nodes.

• Load balancing. Considering the energy constrained
HWSNs, the designed data transmission scheme should
be load balanced, which can comprehensively think about
the energy consumption of each node in the network and
prolong the network lifetime.

• Data integrity and confidentiality. The designed transmis-
sion scheme should protect the integrity and confidential-
ity of the data sent by the source node and transmit the
messages to the sink node.

• Resisting malicious nodes. The proposed data transmis-
sion scheme should be able to resist malicious node
attacks and maintain network availability.

V. CONSTRUCTION OF LSDT SYSTEM

Given the relevant model in the previous section, as shown
in Fig. 2, our scheme LSDT is divided into four processes
in order of operation, which describe the initialization of
the network, data encryption and shares generation, mes-
sage transmission, and original data recovery. In this section,
a lightweight secret sharing algorithm and malicious node
management mechanism are designed.

A. Initialization
The initialization of the network requires the participation

of all nodes. This process is divided into two steps. First,
during the deployment of the HWSNs, public parameters such
as the public key of the whole network and the location of the
sink node, and private parameters such as the key, energy and
detection radius of each node need to be generated one by one.
Then, in order to connect to the sink node, each node needs
to establish the initial routing path to ensure that all sensor
nodes can receive the public parameters broadcast by the sink
node. In the following, we give the detailed structure of public
parameters, node initialization information and then propose
the maximum P-hop routing broadcast construction algorithm
of this scheme. In this way, each node in the network obtains
the necessary information and the whole network is connected.
The initialization process completes.

1) Initialization of Parameters: Suppose that HWSNs is
static networks in a two-dimensional plane area, and N nodes
are randomly deployed in the target monitoring area with
the size of W × W . As mentioned in the system model in
Section IV-A, nodes are divided into two categories, namely,
heterogeneous sensor nodes and the sink node. For heteroge-
neous sensor nodes, we use a set of parameters to characterize
their capabilities, while the sink node is responsible for gener-
ating public parameters of the entire network and broadcasting
them to each node.

Since the network consists of a group of heterogeneous
sensor nodes, the initial energy and communication radius
of each node are different. We assume that heterogeneous
nodes are equipped with different initial energy values in
the interval [E0, (1+ θ)E0], where E0 is a basic unit of
energy, θ is a coefficient variable and θ > 0. Each node u
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Fig. 2. Process flow of LSDT. (Take (3,4) secret sharing scheme as an example. In the left subfigure, only two routes successfully reached the sink node
due to the black hole attack carried out by the malicious node, and the first round of data transmission failed. After δ rounds data transmission, as shown in
the right subfigure, the network can evade the malicious node and successfully recover the message).

can communicate with neighbor nodes in the range of Du .
It should be noted that for two heterogeneous neighbor nodes
with different communication radii, the distance between them
must be less than the communication radius of either node.

Parameters initialization is performed by the sink node
during the system deployment phase. The sink node s needs
to conduct the following operations:
• Get its location coordinate Los = (xs, ys).
• Run the algorithm AE .Setup(1κ), and generate pub-

lic/private key pair (pk, sk) for asymmetric encryption.
• Set the value of weighting coefficient of routing selection

parameter λ, the integrity authentication hash function H
and the calculation function f of the maximum number
of hops P .

• Construct the multiplicative cyclic group Gq , q is a large
prime number, and g ∈ Gq is a generator.

• Generate initialization information

PPK =
{

Los, pk, f, λ, H, Gq , g
}
, (9)

SM = {P P K , hop = 0, R = {}}, (10)

where hop is the hop count recorder of the SM when the
network executes the broadcast initialization, and R is a
list to store the routing path, which is initially empty.

2) Reference Routing Path Initialization: After the public
parameters are generated, the sink node needs to broadcast
them to the whole network, which needs to construct the initial
routing paths from all nodes to the sink node. In order to adapt
to a multi-path routing scheme, we design a maximum P-hop
routing broadcast. The routing algorithm aims to find all the
maximum P-hop route to the sink node for each node, so as to
establish multiple transmission routes for the data collected by
sensor nodes. During the initialization process, the node needs
to build the initial maximum P-hop route in three steps.

First, the sink node broadcasts the network initialization
information SM to nodes within the distance D0. After receiv-
ing the initialization information and storing PPK , the node u
adds R in SM as a new path to the local storage routing tables
Tu and adds its own IDu to R to generate new initialization
information SM ′ = {P P K , hop + 1, R∥I Du}. After that,
SM ′ is sent to the neighbor node v within the distance Du .
The distance between node v and the sink node s should
be greater than that between node u and the sink node s,
i. e. dvs > dus .

After the first step, for node u that is broadcast to, set n to
be the maximum number of hops of the storage routing paths
in Tu , and dus to be the physical distance between node u

Algorithm 1 Reference routing path initialization
Require: PPK , Tu, Tv, Pv

Ensure: Tv, Pv

1: Node v receives the routing update information PPK , Tu
sent by the neighbor node u, and sets change = 0

2: if Pv == NULL then
3: Store the public parameter PPK , set change = 1
4: Calculate dvs = ∥Los − Lov∥2
5: Take the maximum number of hops in the paths in Tu

as n
6: Calculate Pv = f (n + 1, dvs)

7: Append IDv to each path of Tu and save them as Tv

8: else
9: if There is a set of paths in Tu that do not belong to Tv

and whose routing hops are less than P then
10: Append IDv to each path in the set and update them

to Tv

11: set change = 1
12: end if
13: end if
14: if change == 1 or routing update information is received

for the first time then
15: Send PPK , Tv to v’s neighbor nodes except u.
16: end if

and the sink node s. Set P = f (n, dus) = n + ⌈ dus
averds

⌉ to
the maximum number of hops, in which the parameter averds
is the average distance between the sink node and the nodes
within D0 from the sink node, and it’s stored in the PPK along
with f . Set P = NULL for nodes that are not broadcast.

After that, the neighbor nodes of the sink node are used
as the starting points to construct the maximum P-hop route
broadcast as shown in Algorithm 1. Consider the process of
node u sharing routing update information {PPK , Tu} to its
neighbor node v. If P of v is not NULL , the path whose route
length is less than or equal to P−1 is selected from Tu and
added to Tv . Otherwise, P and Tv are initialized based on Tu .
Specifically, v first stores the public parameter PPK , and then
uses the sink node position Los in the PPK to calculate the
distance dvs = ∥Los−Lov∥2 between itself and the sink node.
Assuming that the maximum number of hops of the paths
in the received routing table Tu is n, then v initializes the
maximum number of routing hops P= f (n + 1, dus). Finally,
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Fig. 3. The process of constructing HWSNs routing.

v appends IDv to each path of Tu and saves them as Tv . After
the receiving process is completed, if Tv has changed, v will
continue to share {PPK , Tv} with its neighbors except u.

The initialization ends when no more routing table updates
occur in the network. At this point, each node gets a table of
short routing paths.

Next, we elaborate on the process of constructing HWSNs
routing by broadcasting through an example. As shown in
Fig. 3, in addition to the sink node s, the network con-
tains six sensor nodes a, b, c, d, e, f . The dotted circles
with different colors represent the signal transmission range
Du (u ∈ {a, b, c, d, e, f }) of each heterogeneous node,
respectively. The gray solid line circle represents the equidis-
tant line from s. In the first step of initialization, s sends
initialization information SM to two neighbor nodes a and b,
where the path recorder R = {}. After that, a and b respec-
tively add the paths (a, s) and (b, s) to the local routing
table T , update R to {a} or {b}, and forward the updated
initialization information SM ′ to their respective neighbor
nodes c, e. Next, c, e propagate the initialization information
to their neighbor node f instead of d. This is because the
algorithm requires that the propagation direction is always
away from s, and d is closer to s than c and e are. After
the first step of initialization, all five nodes except d have
obtained public parameters and part of the routing paths to
the sink node. The second step is to calculate the maximum
number P of hops from the node to the sink node, which is
P = f (n, dus) = n + ⌈ dus

averds
⌉, u ∈ {a, b, c, d, e, f }. After

the above two steps, the routing table and P stored locally
by each node are shown in the table in Fig. 3. The farthest
node f obtains two 6-hop routing paths to the sink node,
but the node d is not found by the neighbor node. We will
solve this problem in the third step. The third step continues
to run the maximum P-hop route broadcast to construct the
initialized reference routing paths. The sink node sends routing
broadcast construction information to two neighbor nodes a
and b. Each node continues to send routing update information
to neighbor nodes when it receives routing update information
for the first time or when its own routing table changes.
Neighbor nodes will select paths with hops less than or equal
to P to join the local storage. The above process continues
until no more nodes’ routing tables are updated. Finally, the
initialization result is shown in step 3 of the table in Fig. 3. At
this point, each sensor node obtains all P-hop routing paths
to the sink node, and at the same time receives the public
parameters broadcasted by the sink node. The entire HWSNs
is successfully initialized.

B. Data Encryption and Shares Generation
After initializing parameters and generating routing

paths, all nodes in the whole network have established

communication channels with the sink node. Then the source
node starts to collect data and parallel transfer encrypted
shares. This work is divided into two steps. First, the source
node randomly selects an invertible cyclic matrix. We first
propose a method of generating invertible cycle matrix and
verify its feasibility. Then, we describe the process of data
encryption and shares generation. The source node encrypts
the collected data into ciphertext, using the invertible cycle
matrix to split the ciphertext into a group of shares, and
randomly selects routes to send messages.

1) Method of Generating an Invertible Cycle Matrix and
Its Feasibility: In order to design a lightweight secret sharing
scheme, we build an invertible matrix on F2 and then use the
invertible cyclic matrix to construct XOR operations for data
encryption and decryption, so as to reduce the computational
complexity of the scheme. In this subsection, we will give the
generation method of invertible cyclic matrices by using the
special properties of cyclic matrices. Then we prove that the
cyclic matrices generated by this method are invertible, which
provides theoretical support for the lightweight secret sharing
scheme as follow subsection.

First, we give a class of cyclic matrices B. Let the first row
of matrix B be b1 =

(
b1,1, b1,2, · · · , b1,t

)
. Consider the cyclic

matrix B:

B =


b1,1 b1,2 · · · b1,t−1 b1,t
b1,t b1,1 · · · b1,t−2 b1,t−1
...

... · · ·
...

...
b1,2 b1,3 · · · b1,t b1,1

 (11)

Let the elements in the first row of the cyclic matrix B be the
generators of B, then f (x) = b1,1 + b1,2x + · · · + b1,t x t−1 is
called the generator polynomial. Then, we guarantee that the
cycle matrix B is invertible by choosing a suitable generator
polynomial. The theorem and proof used are as follows.

Theorem 1: The necessary and sufficient condition for the
invertibility of the cyclic matrix B is

∏t
i=1 f

(
x i )
̸= 0.

Proof: Consider the Vandermonde matrix:

3 =


1 1 · · · 1 1
x x2

· · · x t−1 x t
...

... · · ·
...

...

x t−1 (
x2)t−1

· · ·
(
x t−1)t−1 (

x t)t−1

 (12)

The det(3) is not zero, thus 3 is invertible. Consider the
diagonal matrix:

F =

 f (x)

f
(
x2)

. . .
f
(
x t)

 (13)

Then we have:

B3=


f (x) f

(
x2)

· · · f
(
x t)

x f (x) x2 f
(
x2)

· · · x t f
(
x t)

...
... · · ·

...

x t−1 f (x)
(
x2)t−1 f

(
x2)

· · ·
(
x t)t−1 f

(
x t)


= 3F (14)

Consequently, the necessary and sufficient condition for the
invertibility of the cyclic matrix B is that F is invertible,
i.e.

∏t
i=1 f

(
x i )
̸= 0. As long as selecting a suitable generator

polynomial, the cyclic matrix B is invertible. Finally, to gen-
erate the t-dimensional invertible matrix B on F2, we further
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simplify the form of the invertible cyclic matrix B. Below we
state the relevant lemma and proof.

Lemma 1: If the sum of the generators of the cyclic matrix
B on F2 is 1, then B is invertible.

Proof: When the sum of the generators of the cyclic matrix
B on F2 is 1, f (1) = b1,1 + b1,2 + · · · + b1,t = 1, then∏t

i=1 f
(
1i )
= 1 ̸= 0 and

∏t
i=1 f

(
x i )
̸= 0. Therefore,

we generate t-dimensional (t > 1) invertible matrix B on
F2 according to the following rules.

• When t = 2, B =
[

0 1
1 1

]
;

• When t = 3, B =

[ 1 1 1
1 1 0
1 0 1

]
;

• When t ≥ 4, B is the cyclic matrix with
(1,0,1,0,0,· · ·,0,1) as the generators. Note that the first,
third, and last bits of the generators are 1, and the rest
are 0.

In this way, we gain the invertible cycle matrix B on F2. In
the next subsection, using the invertible cycle matrix B given
in this subsection, the source node splits the ciphertext into a
set of shares. We will describe this process below.

2) Message Encryption and Shares Generation: First, the
source node needs to symmetrically encrypt the collected
data. In a certain period, the source node w generates
the plaintext data dat and runs SE .Setup(1κ) to generate
the random symmetric encryption key keyw, and then con-
ducts SE .Enc(dat, keyw) to obtain the symmetric encryption
ciphertext datE . Subsequently, the source node w computes
AE .Enc(keyw, pk) with the sink node’s public key pk in
PPK . Finally, w constructs the ciphertext:

C = {SE .Enc (dat, keyw) ,AE .Enc (keyw, pk)} . (15)

After that, the source node needs to use a lightweight secret
sharing algorithm to split the ciphertext into multiple shares.
The source node w sets the number of message blocks as
t (1 ≤ t < |Tw|) and divides C evenly into t segments
C = c1 ∥c2∥ · · · ∥ct . Each ci has the same length, i.e., |c1| =
|c2| = · · · = |ct | (If the number of ct digits is insufficient,
zero is padded at the end). w generates the invertible matrix
B =

(
bT

1 , · · · , bT
t
)T , where b1, · · · , bt are t row vectors on

F2 according to the method in Section V-B. Take the XOR
values of t row vectors for bt+1 = b1 ⊕ b2 ⊕ · · · ⊕ bt ,
then w obtains a vector set of t + 1 vectors of t-dimensional
on F2, where any t vectors are linearly independent. Note
that b1, · · · , bt are linearly independent, so the remaining
t = C t

t+1 − 1 results of t vectors’ combinations are all
generated by bt+1 replacing a vector bi∗ in b1, · · · , bt . If the
replaced b1, · · · , bi∗−1, bt+1, bi∗+1, · · · , bt are linearly corre-
lation, then because bt+1 = b1 ⊕ b2 ⊕ · · · ⊕ bt , so b1, · · · , bt
are linearly correlation, which derives a contradiction. After
that, w calculates si = bi [1]c1 ⊕ bi [2]c2 ⊕· · ·⊕ bi [t]ct , (1≤
i≤ t+1) to obtain the shares set {s1,· · ·, st+1}, with a total of
t + 1 elements, and obtaining any t of them can restore the
original ciphertext C .

Finally, the source node needs to choose different routes
to send the split ciphertext shares. w randomly selects t + 1
routing paths path1, · · · , patht+1 from Tw, and constructs
the sent message:

Megi={i,si ,H(i∥si),pathi∈Tw, path∗={IDw},TS(timestamp)}
(16)

By this means, the source node completes the work of
encrypting and splitting the data collected in one cycle into
multiple shares, and then transmits the shares through multiple
routing paths.

C. Message Transmission
After the source node sends the ciphertext shares according

to the randomly selected routing paths, many relay nodes
need to forward the message before the data is transmitted
to the sink node. The most important step is how the node
selects the appropriate next-hop node among its neighbors.
This requires comprehensive consideration of the influence
of malicious nodes, reference path, energy load balance and
distance from the sink node to find an optimal routing path.
At the same time, in order to consider the security of the data,
after the relay node forwards the message, a malicious node
detection and management mechanism needs to be introduced.
When a malicious node is detected, anomaly information will
be reported to the sink node and the reputation degree of the
node will be updated. Section V-C.1 describes the interaction
process and strategy of a node to forward messages to its
neighbors in five steps. While Section V-C.2 describes the
malicious node detection and management mechanism.

1) Relay Node Selection Method: The way to select relay
nodes during message transmission needs to consider a variety
of factors, some of which require interaction between nodes
for real-time parameter values, such as the nodes’ existing
energy. We assume that a message Megi is transmitted to
node u which needs to choose the next relay node to continue
the message transmission. Details of the selection process are
described below.

1⃝ For node u, when trying to send Megi to the next-
hop, it first sends energy and location query Q j to all
neighbor nodes v j in the area centered on itself and within
the range of Du . Note v j ∈ Neiu\Megi .path∗, 1 ≤ j ≤
|Neiu\Megi .path∗|, where the set of neighbor nodes of u is
Neiu . Nodes that have already forwarded the message Megi
are not considered. The query Q j contains three elements IDu ,
gα j , T S, where IDu is the identity of the node u, α j ∈R Gq
is a random number in Gq , T S = Megi .T S is the timestamp
of message Megi . Finally, u sends Q j = {I Du, gα j , T S} to
all neighbor nodes in Neiu\Megi .path∗.

2⃝ After receiving the energy and location query Q j =

{I Du, gα j , T S} from u, the neighbor node v j will obtain
its own identity IDv j and the remaining energy E(v j ). And
according to the physical location Los of the sink node s
and its own physical location Lov j , the distance to the sink
node dv j s = ∥Los − Lov j ∥2 is calculated. After that, v j
generates a random number β j ∈R Gq and calculates gβ j as
well as (gα j )β j = gα j β j . Finally, v j calculates the energy and
location ciphertext SE .Enc

(
I Dv j

∥∥E
(
v j

)∥∥ dv j s∥T S, gα j β j
)

and returns the encrypted answer A j to the node u.

A j=
{
SE .Enc

(
I Dv j

∥∥E
(
v j

)∥∥ dv j s∥T S, gα j β j
)
, gβ j

}
(17)

3⃝ After node u receives A j returned by
neighbor node v j , it uses α j to calculate

(
gβ j

)α j
=

gα j β j , and then runs the decryption algorithm
SE .Dec

(
SE .Enc

(
I Dv j

∥∥E
(
v j

)∥∥ dv j s∥T S, gα j β j
)
, gα j β j

)
=(

I Dv j , E
(
v j

)
, dv j s

)
to get the current energy of the

corresponding neighbor node v j and the distance dv j s .
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After receiving the corresponding responses to all queries,
node u obtains a set of energy and distance information{(

E
(
v j

)
, dv j s

)}
about neighbor nodes.

4⃝ Thereafter, u computes relay node selection parameter
IF for each v j .

I F
(
u, v j

)
= pv j · pa ·

E
(
v j

)
ET

(
duv j , L

) · 1
d2
v j s

(18)

Among them, pv j is the reputation degree of v j (After the ini-
tialization phase, all neighbor nodes are trusted by default, and
pv j is uniformly set to 1. This parameter will be updated after
the detection of malicious nodes, as detailed in section V-C. pa
is the reference path selection parameter. If v j ∈ Megi .path
then pa = λ, otherwise pa = 1, where λ(λ > 1) represents the
weight coefficient of the reference path selection parameter.
This parameter makes u tend to select the next-hop node along
the reference path attached to the message Megi . After that, u
selects the node v∗j with the largest IF value from the neighbor
nodes set Neiu\Megi .path∗ as the next-hop relay node.

5⃝ Finally, u forwards the message Meg′i updated according
to Megi and v∗j .

Meg′i =
{

i, si , H (i∥si ) , pathi , path∗∥I Dv∗j
, T S

}
(19)

These five steps describe the strategy of the node to forward
the message to the relay node. When forwarding the message,
the node refers to the reference path attached to the message
Megi . At the same time, the node calculates the relay node
selection parameter IF value by balancing the energy con-
sumption ratio E(v j )/ET (duv j , L), distance parameter 1/d2

v j s ,
reputation degree pv j and the reference path selection param-
eter pa . Then, the node selects the neighbor node with the
largest IF value and forwards the message to it. After that,
relay nodes forward the messages in turn. If the sink node
receives at least t shares corresponding to the messages, the
original ciphertext C can be recovered.

2) Malicious Nodes Management: In Section IV-C Security
Model, we describe the possible malicious node attacks. For
our LSDT scheme, malicious node v either tampers with
the received message, making Meg′ ̸= Meg, or deliberately
falsifies its energy value E ′(v) so that E ′(v) ≫ E(v). This
will cause its neighbor node u to find that I F ′(u, v) =

pv · pa ·
E ′(v)

ET (duv,L)
·

1
d2
vs
≫ I F(u, v). Therefore, u always

forwards v as a relay node, forming a message “black hole”.
To counteract the attack, we propose an anomaly-based

mechanism for detecting malicious nodes. Furthermore, the
network updates the reputation degree of each node periodi-
cally, enabling the system to choose more trustworthy nodes as
the next-hop for message transmission. By implementing this
management mechanism, the system can effectively withstand
malicious node attacks, as described below.

Malicious Node Detection Mechanism: In WSNs, message
propagation is omnidirectional. After the relay node u for-
wards the message to v j , v j also needs to forward the message
to the next-hop node, which requires v j to broadcast the
message in the communication range. Therefore, the node u
can also receive the message broadcast by v j . This means
that u can monitor the behavior of the next-hop node after

forwarding the message. We use this mechanism to design a
monitoring and management system for malicious nodes, and
the specific mechanisms are as follows.

As shown in Fig. 2, in this section, v is a malicious
node, represented by a black hole, and u is the last hop
node of v. After u sends Megi to v, u will monitor v’s
behavior. If v does not send the corresponding Meg′i within
the time interval T D, u will mark v as a suspicious node; if
v sends the corresponding Meg′i within the time interval T D,
but H({i, si }

′) in Meg′i is different from Megi .H(i, si ), then
u will also mark v as a suspicious node. Finally, u sends
M = {“Anomaly”, IDv, Lov, T S = Megi .T S} to the sink
node through a multi-hop route that does not pass through v.

Reputation Degree Update Mechanism: 1⃝ After receiving
the malicious node report M , the sink node will verify the
received Megi (Megi .T S = M.T S). If the report is true, it will
recalculate the anomaly value of suspicious node v as γv =

γv + 1 (value γv is initially 1). Otherwise, the reporting node
is regarded as a suspicious node. 2⃝ If the sink node solves t
shares of different combinations (this part of work is shown
in Section V-D) and finds that one of the received messages
Megi has an error during a certain transmission through
comparison, the sink node marks Megi .path∗ as a suspicious
path. Let l be the number of nodes in the Megi .path∗, then
∀v ∈ Megi .path∗, γv = γv +

1
l . 3⃝ The reputation degree of

each node v is pv = γ−k
v , where k is the number of times this

node is marked as a suspicious node. 4⃝ Every certain period
Tc, the sink node broadcasts the ID and updated reputation
degree of the node whose reputation degree has changed to
the whole network. Each node u will check its own neighbor
node list Neiu and update the corresponding reputation degree.
Due to the avalanche nature of symmetric encryption, if a
malicious node tampers with a share, the recovered data will
be garbled [39].

When a malicious node appears during a round of data
transmission, according to the malicious node detection mech-
anism, it will be marked as a suspicious node and its reputation
degree will be updated. At this time, the IF value correspond-
ing to the malicious node is smaller than that of other neighbor
nodes. When the next round of data transmission is performed,
the node forwards the message to the neighbor node with the
largest IF value, so that it successfully bypasses the malicious
node with a smaller IF value.

D. Original Data Recovery

After receiving a certain number of messages, the sink
node recovers the complete ciphertext C from shares in these
messages by calculating the inverse matrix of the encryption
matrix. Then, it obtains the session key by decrypting the
AE .Enc(keyw, pk) in the ciphertext C , and then recovers the
original data. The details of this process are described below.

After the sink node receives any t messages {Megi1 , · · · ,

Megit } ⊂ {Meg1,· · ·,Megt+1}, because each message Megi j

contains the message sequence number i j (i j ∈ {1, · · · , t+1})
and the corresponding share si j , the sink node gets the t pair
values

{(
i j , si j

)}
⊂{(i, si )}.

The sink node also uses the method in Section V-B to
generate the corresponding t-dimensional invertible matrix
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B=(bT
1 , bT

2 ,· · ·, bT
t )T , and calculates bt+1=b1⊕ b2⊕ · · ·⊕ bt .

Then it gets the vector group b1,b2,· · ·,bt+1. Note that the
sink node and the sensor node use the same algorithm,
therefore the generated vector group b1,b2,· · ·, bt+1 on
F2 are the same, which enables the sink node to obtain the
corresponding encryption matrix for each t shares. Take t
vectors in {b1,b2,· · ·, bt+1} corresponding to {i j } to form a

t-dimensional invertible square matrix 0=
(

bT
i1
,bT

i2
,· · ·, bT

it

)T

on F2. The sink node computes the inverse matrix 0−1 of 0

on F2. After that, the sink node computes on F2: c1
c2
...
ct

 = 0−1

 si1
si2
...

sit

 (20)

The original ciphertext C = c1 ∥c2∥ · · · ∥ct = {SE .Enc
(dat, keyw), AE .Enc(keyw, pk)} is recovered by the above
equation (20), where ci = 0−1

i [1]si1 ⊕ · · · ⊕ 0−1
i [t]sit . After

the sink node solves the session key keyw through the private
key sk, it can recover the plaintext data dat .

VI. SECURITY ANALYSIS OF LSDT

A complete data transmission system, as security goals
stated in Section IV-C, must have high availability, data
integrity, and confidentiality at the same time. This section
will analyze and prove from a theoretical perspective that the
proposed LSDT scheme meets Definition 3∼5.

A. Data Integrity

In general, LSDT sets up double barriers for data integrity
damage:

1) First Layer of Protection: When each share (i, si ) is
sent, the message Megi also contains the share’s hash value
H(i ||si ). The sink node can determine if a message has been
tampered with by calculating whether the hash value of i∥si
contained in Megi is the same as H(i∥si ) contained in Megi .
We present the data integrity protection claim in this scheme
through the Definition 1 given in Section III-C and Definition 3
in Section IV-C.

Claim 1: This scheme is data integrity protected when the
hash function used is collision resistance.

Proof: During message transmission, Megi contains m
(where m = i∥si ) and the corresponding hash value H(m).
Assuming that adversaryA can destroy the data integrity of the
scheme, it indicates that adversary A has a non-zero advantage
η > 0 to find m′ ̸= m so that H(m) = H(m′). That is, the
following formula holds:

Pr
[
H

(
m′

)
= H(m)

]
> η, m′ ̸= m. (21)

This is in contradiction with the collision resistance property
of the hash function H . Therefore, LSDT scheme utilizes the
property of the hash function to ensure data integrity.

2) Second Layer of Protection: Even if the adversary
breaks the collision resistance of the chosen hash function
so that a share si is tampered with, our secret sharing
scheme can still recover the original ciphertext data. If
the adversary tampers with a message Megi , according

to the malicious node detection mechanism of our scheme,
the upstream node of the malicious node will report to
the sink node that the message Megi has been tampered
with. Then, the sink node uses the remaining t messages
Meg1, · · · , Megi−1, Megi+1, · · · , Megt+1 to recover the
original ciphertext data. If the upstream node of the malicious
node does not report the malicious node information, the sink
node decrypts the shares set containing the share in tampered
message Megi to obtain the data dat . However, due to the
confusion and diffusion mechanism of symmetric encryption,
the final decrypted plaintext data is garbled, and the sink node
will find that the message has been tampered with. At this
time, the sink node obtains C t

t+1 = t + 1 possible original
data by decrypting any t shares combinations in the received
t + 1 messages Meg1, · · · , Megt+1, and find the one that
conforms to the data specification as the original plaintext data.

B. Data Confidentiality

According to the work of Herranz et al. [40], the way
encrypting dat to ciphertext C in LSDT is a kind of public
key encryption (P K E), which leads to the following lemma.

Lemma 2: If AE is N M − C P A secure and SE is
N M − OT secure, then P K E is N M − C P A secure, and
can also be derived to be I N D − C P A secure [40].

Claim 2: Our proposed LSDT satisfies data confidentiality
defined in Definition 4 if the P K E is I N D − C P A secure.

Proof: We assume that it occurs within the probability p
when the number of elements t ′ = |{(i, si )}| in the set {(i, si )}

obtained by A is less than t . Correspondingly, when the
number of elements in the set {(i, si )} obtained by A is greater
than or equal to t , it occurs within the probability 1− p.

Based on these two hypotheses, we first analyze the situation
where the adversary obtains different amounts of shares and
discuss the probability of the adversary decrypting the original
data in the two cases. Finally, the data confidentiality protocol
of LSDT is regulated to the I N D − C P A secure of P K E
through Lemma 2.

Case 1: For probability p < 1, the number of elements
in the set {(i, si )} obtained by A is less than t , that is,
t ′ = |{(i, si )}| < t . Assuming that the set of pairs obtained
is

{(
i j , si j

)}
, 1 ≤ j ≤ t ′, A can obtain the equations:

bi1 [1]c1 ⊕ bi1 [2]c2 ⊕ · · · ⊕ bi1 [t]ct = si1

bi2 [1]c1 ⊕ bi2 [2]c2 ⊕ · · · ⊕ bi2 [t]ct = si2...

bit ′
[1]c1 ⊕ bit ′

[2]c2 ⊕ · · · ⊕ bit ′
[t]ct = sit ′

(22)

These equations (22) has at least
(

2t−t ′
)|ci |

= 2(t−t ′)|ci |

possible solutions, so the probability of the adversary choosing
the correct solution is ϵ1 = 1/2(t−t ′)|ci |. ϵ1 is a minimum
value, which actually proves that the secret sharing scheme
we designed satisfies the Definition 2 given in Section III-C
and is therefore secure.

Case 2: For the probability 1 − p, the number t ′ of
elements in the set {(i, si )} obtained by A is greater
than or equal to t , then it can solve the correct
ciphertext C = {SE .Enc (dat, keyw) ,AE .Enc (keyw, pk)}.
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Therefore, assuming Adv[dat ← A(C)] = ϵC , then
Adv [dat ← A ({(i, si )})] ≤

[
pϵ1 + (1− p)

]
ϵC .

Assuming that the adversary A has a probability advantage
of ϵM to obtain the original plaintext data dat from {(i, si )},
then the adversary A has an advantage of probability that ϵC =

ϵM
pϵ1+(1−p)

to get the original plaintext data dat from C .
Below we will prove this conclusion by reductio ad absur-

dum. Suppose that there is a PPT adversary AE in P K E . The
challenger CE generates the public-private key pair pk, sk of
the asymmetric encryption AE , and announces the pk. After
that, AE and CE play the following game:

1. AE selects two plaintext data dat0, dat1 and sends them
to CE .

2. CE randomly selects SE’s session key keyw and
b ∈R {0, 1}, then calculates C = {SE .Enc(datb, keyw),

AE .Enc(keyw, pk)} and sends it to AE .
3. AE sends C to A, A returns a dat .
4. AE generates a guess b′ ∈ {0, 1}. If dat = dat1, then

b′ = 1. If dat = dat0, then b′ = 0. If dat is different from
dat0, dat1, then AE randomly select b′ ∈R {0, 1}.

The probability of AE winning the game is 1+ϵC
2 . Thus,

AE has the advantage ϵC
2 =

ϵM
2[pϵ1+(1−p)]

to win the game.
This contradicts the fact that P K E is I N D − C P A secure,
so Claim 2 is proved.

C. Data Availability

We propose data availability Claim 3 of the LSDT scheme
corresponding to Definition 5.

Claim 3: Take malicious nodes performing black hole attack
as an example, our LSDT scheme is capable of rapidly
restoring data availability. In particular, for parameter settings
as shown in Table I, after introducing malicious nodes, LSDT
scheme will restore data availability of the system after up to
7le rounds of message transmission. l is the maximum number
of hops in a single route and e is the maximum number of
malicious neighbor nodes around each relay node.

Proof: At the beginning of the proof, we make the following
assumptions:
• The maximum energy of the node that can be contained

in the energy and location answer A j is Energymax ;
The minimum initial energy of the deployed nodes is
Energyactual ; The minimum energy of the healthy nodes
is Energyactual/10.

• The minimum distance between neighbor sensor nodes is
dmin and the maximum distance is dmax .

• Consider that node u transmits different Meg to its
neighbor nodes multiple times.

• The malicious black hole node is located on the path
through which Meg are transmitted.

Thus, suppose there is a malicious black hole node among
the u’s neighbor nodes. In the first round of message
transmission, the reputation degree of the neighbor nodes are
equal. The IF value of the black hole node v′ calculated by
u will be at most

max
I F

(
u, v′

)
I F(u, v)

= pa ·
10Energymax

Energyactual
·

ET (dmax , L)

ET (dmin, L)
·

d2
max

d2
min

TABLE I
PARAMETER SETTINGS

= pa ·
10Energymax

Energyactual
·

d2
max

d2
min
·

Eelce + ξmpd4
max

Eelce + ξ f sd2
min

times that of any other neighbor node v. This ratio is inde-
pendent of the length of the sent message. Note that, if the
malicious node continues to do evil, due to the reputation
degree update mechanism described in Section V-C, the
anomaly value of the black hole node v′ after the message
transmission of δ rounds will be γv′

γv
=

δ+1
1 times that of

the other healthy neighbor node v. The reputation degree
ratio is pv′

pv
=

(δ+1)−δ

1 . Therefore, in the δth round of data
transmission, the IF ratio will be reduced within a critical
value, upper bounded by:

I F
(
u, v′

)
I F(u, v)

≤
1

(δ + 1)δ
· pa ·

10Energymax

Energyactual
·

d2
max

d2
min

·
Eelce + ξmpd4

max

Eelce + ξ f sd2
min

When max I F(u,v′)
I F(u,v)

< 1, u will select a non-black hole
neighbor node as the next-hop to forward messages. Might
as well set after δ = δ′ rounds data transmission there holds
max I F(u,v′)

I F(u,v)
< 1. With the longest routing path length l and

at most e malicious neighbors around each node in the path,
a secure path is established to bypass the malicious node and
ensure stable data transmission after at most elδ′ rounds data
transmission. If the parameters are set as listed in Table I,
it can be calculated that δ′ = 7. Therefore, each hop message
transmission requires at most 7e rounds to evade the black
hole node and complete the data transmission normally.

VII. PERFORMANCE EVALUATION OF LSDT

We design a lightweight and secure data transmission
scheme against malicious nodes, LSDT, as shown in detail in
Section V. To validate that the LSDT scheme meets the design
goals stated in Section IV, we conduct extensive theoretical
analysis and experiments in this section to comprehensively
evaluate the performance of the LSDT scheme. We first
describe the experimental environment and parameter settings
in Section VII.A. As for the metric of extending network
lifetime, we compare and analyze the node computation load
in Section VII.B to demonstrate the reduced energy consump-
tion of a single node. Then we test the energy consumption
of the entire network in Section VII.B to prove that our
scheme achieves load balancing. Finally, we test the change
of network package delivery rate (PDR) in Section VII.B, and
demonstrate that the LSDT scheme significantly prolongs the
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TABLE II
COMPLEXITY ANALYSIS OF SECRET SHARING ALGORITHMS

network lifetime. For the transmission data security, we prove
its integrity and confidentiality through theoretical analysis in
Section VI, and give the theoretical conclusion of availability,
that is, each hop message transmission will require at most
7e rounds to eliminate malicious black hole nodes. We will
illustrate this conclusion in the experiment of Section VII.C,
and compare PDR with similar schemes to verify that LSDT
scheme has a better ability to eliminate malicious nodes.

A. Experimental Environment and Parameter Settings

Our experimental platform uses OMNeT++ 6.0, and the
experimental device has 16 GB memory and an i7-10710U
CPU. In our experiments, 100 nodes are randomly distributed
in 1000 m × 1000 m monitoring area, and the sink node is
fixed at the center, while randomly setting the communication
radius of each sensor node to be greater than 60 m and
less than 140 m. We define the process of all source nodes
forwarding the data collected in a cycle to the sink node
as a round of data transmission. Then we take each data
transmission round as the basic unit of simulation, and all
sensor nodes in the network send 4096 bits of data to the
sink node in each round. The experimental parameters of our
scheme are shown in Table I.

B. Network Lifetime

In order to extend the network lifetime in the LSDT scheme,
we propose a lightweight secret sharing algorithm and an
energy-balanced routing algorithm with reference paths in
Section V, starting from reducing the computing load of
a single node and balancing the overall network load. In
order to evaluate the single node computing load, we first
give the theoretical complexity comparison of these secret
sharing algorithms and simulate the efficiency of these algo-
rithms. Then, we prove that our routing algorithm achieves
network energy balance by testing the distribution of energy
consumption and the rate of surviving nodes throughout the
entire network space. Finally, we use PDR as an indicator to
quantitatively verify that the network lifetime in our LSDT
scheme has been effectively extended.

1) Node Computing Load Reduction: The secret sharing
algorithm based on the XOR operation proposed in Section V
is more suitable for the underlying hardware circuit logic.
The optimization of the IoT architecture significantly reduces
the computational burden of the nodes. In order to prove the
lightweight advantage of our proposed LSDT scheme secret
sharing algorithm, we first make a theoretical comparative
analysis of the lightweight secret sharing scheme adopted by
LSDT. Puneeth et al.’s [13] and Chen et al.’s [14] schemes
are both multi-path schemes based on secret sharing, while
Puneeth et al.’s scheme relies on Shamir’s secret sharing
on Zp and Chen et al.’s scheme designs a lightweight

Fig. 4. Time consumption of data shares generation.

algorithm. Compared with these two schemes, all encryption
and decryption in our scheme are XOR operations, and this
XOR encryption and decryption operation will significantly
accelerate the generation of sharing and the recovery of
original data.

From the perspective of hardware design, AND gate, OR
gate, NOT gate, etc. have one gate delay T from input to
output. Shifting 1 bit operation shi f t also requires a gate
delay T . On this basis, we construct NAND gate, Adder and
Multiplier [41]. The operation corresponding to the NAND
gate is XOR with a delay of 3T . The Full-Adder corresponds
to the calculation of add with the output period 6T . The
Carry-Save Multiplier corresponds to the calculation of mul
delay is 18T , and we regard the Divider div as the same delay
as the Multiplier mul. Then we simply calculate the theoretical
time of shares generation under the condition of hardware
gate circuits, which is shown in Table II. Specifically, under
the same node computing capacity, the computation overhead
of shares generation by our LSDT scheme is about 1/14 of
Puneeth et al.’s scheme and 1/2 of Chen et al.’s scheme.

Since the shares generation step is completed by
resource-constrained sensor nodes, less computation time
represents less resource consumption. In order to further
demonstrate the superiority of our LSDT scheme, we conduct
a scheme comparison experiment on the time-consuming of
shares generation under different data volumes. The simulation
results are shown in Fig. 4. The red, blue and black lines
represent LSDT, Puneeth et al.’s scheme and Chen et al.’s
scheme, respectively. The experiment shows that, with the
increase of the amount of data, the shares generation time
of the three schemes increases. However, it is worth noting
that our lightweight secret sharing scheme takes less time
than Puneeth et al.’s scheme and Chen et al.’s scheme in
shares generation, and the time-consuming advantage gradu-
ally becomes more pronounced with the data volume growing.
When the data length increases from 1280 bits to 25000 bits,
the average shares generation time of our LSDT scheme
is less than 1/14 of Puneeth et al.’s scheme and 1/2 of
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Fig. 5. The average number of routing hops during data transmission.

Chen et al.’s scheme, which is consistent with the theoretical
analysis results. Therefore, experiments show that the LSDT
scheme reduces the computational burden of sensor nodes,
which significantly reflects the lightweight advantage of our
scheme.

2) Balanced Network Energy Consumption: The energy
consumption of messages from the source node to the sink
node is mainly caused by two factors. One is the internal
calculation consumption of all nodes, and the other is the
energy consumption of wireless network transmission through
the routing path, as energy consumption model shown in
Section IV.B. We prove in Section VII.B.1 that our scheme
reduces the computational load of the source node, thereby
reducing the energy overhead caused by node computing.
The wireless transmission energy consumption in the overall
HWSNs is positively correlated with the routing length. In
theory, the routing length generated by the shortest path
algorithm must be the shortest path. Our scheme balances
security and energy consumption parameters and may require
a longer routing path to deliver messages to the sink node. For
this purpose, we experimentally compare the average message
routing path hops with Chen et al.’s scheme [14] and DOSPA
[42] shortest routing algorithm under the parameter condition
of λ = 10. The results are shown in Fig. 5. Chen et al.’s
scheme will first randomly route and forward the message,
and then reach the sink node through the dynamic optimal
path. DOSPA algorithm will dynamically select the shortest
path of data transmission, reducing energy loss and improving
transmission efficiency. In the experiment shown in Fig. 5, all
nodes of the network in each round send a message to the sink
node and calculate the average routing length of each round.
That is, each message reaches the sink node after several hops
on average. It can be seen that the average routing length
of LSDT and DOSPA algorithms remains stable in the first
20 rounds. Chen et al.’s scheme uses some random routing
paths. Although the average routing length fluctuates in the
first 20 rounds, it is always larger than LSDT and DOSPA.

It is worth noting that after 20 rounds, some nodes in
the network run out of energy and cannot perform message
forwarding. Since Chen et al.’s scheme and DOSPA scheme
do not consider whether the energy reserve of the next node
is exhausted, the selected relay node may not continue to
transmit, resulting in message truncation. Only messages close
to the sink node can be received by the sink node, which
reduces the average routing length. However, our energy-load

Fig. 6. Energy loss distribution diagram of nodes under the same data
transmission volume.

balancing routing algorithm will try to bypass low-energy
nodes and successfully send them to the sink nodes, so the
average route length goes up slightly. However, in general,
our scheme does not significantly increase the average hop
count of the route compared to the shortest path routing
algorithm, so it does not introduce large energy consumption
to the network. Furthermore, since we design the energy load
balancing mechanism, the network lifetime of our scheme will
be longer than that of Chen et al.’s scheme and the DOSPA
scheme, which is demonstrated in subsequent experiments.

In the simulation comparison of Fig. 5, Chenet al.’s scheme
and DOSPA scheme show a sharp decrease in the average
hop count of messages after 19 and 27 rounds respectively.
This shows that these two schemes will quickly consume node
energy, a large number of nodes cannot forward messages,
and the network lifetime is short. Furthermore, in order to
prove that the LSDT scheme designed by us can effectively
ensure network load balancing and extend network lifetime,
we compare the routing algorithm proposed in this scheme
with the DOSPA shortest path routing algorithm for network
energy load comparison experiments, as shown in Fig. 6. In
this experiment, under the premise that the node energy will
not be exhausted, the whole network will transmit 30 rounds
of data to the sink node and record the energy consumption
of each node. In Fig. 6, X-axis and Y-axis represent the
coordinate of each node, while Z-axis represents the energy
consumption of nodes. Note that in the comparison exper-
iment, the total amount of data sent by the nodes in the
network is the same, that is, the volumes under the surfaces
in (a) and (b) are roughly equal, but the highest point of
the surface in (b) exceeds 1.0 J, and more than half of the
peripheral nodes consume less than 0.2 J, with obvious red
areas and large blue areas. This is because the energy loss
of the DOSPA [42] in HWSNs is concentrated around the
sink node. As the node is far away from the sink node,
the energy consumption decreases rapidly, and the edge node
has basically no energy loss. The surface in (a) has no
prominent peak and the highest value is about 0.4 J. There
is no significant fluctuation and fewer dark blue areas. Expect
that, the network edge node energy load is small, and most
of the remaining nodes’ energy loss is more uniform, which
illustrates the network load balancing of our scheme. This
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Fig. 7. The node survival rate comparison.

is due to the fact that the routing algorithm we designed
comprehensively balances the “shortest path transmission” and
“energy load balancing”, ensuring the high availability of the
system.

Fig. 6 intuitively shows that the energy consumption of the
entire 1000 m × 1000 m HWSNs is more evenly distributed
in space under the LSDT scheme proposed by us. It is worth
noting that if a node consumes too much energy, it will not be
able to continue to perform the message forwarding function,
affecting PDR. In order to further demonstrate the advantages
of this scheme in balancing network energy consumption and
extending network lifetime, we will discuss the survival time
of each node when the network continues to perform message
transmission. We define nodes with energy more than 20% as
survival nodes and define the survival rate of network nodes
as the proportion of survival nodes in the total network nodes.
Obviously, the more balanced the network energy consumption
load, the more the number of survival nodes in the network
under the same data transmission round, the higher the survival
rate of network nodes. As shown in Fig. 7, we display
the proportion of survival nodes in LSDT scheme, DOSPA
scheme and Chen et al.’s scheme network under different data
transmission rounds. It can be seen that with the increase of
data transmission rounds, the network node survival rate of
the three schemes is decreasing. However, the LSDT scheme
we designed always maintains 100% survival rate of network
nodes in the first 10 rounds, while the DOSPA scheme has
non-survival nodes in the 3rd round, and Chen et al.’s scheme
has non-survival nodes in the 6th round. In general, under the
same data transmission rounds, the number of non-survival
nodes of the DOSPA scheme is more than twice that of
LSDT, while the number of non-survival nodes of Chen et
al.’s scheme is nearly ten times that of LSDT. This proves
that our LSDT scheme effectively balances the energy load,
reduces the occurrence of non-survival nodes, and extends the
network lifetime.

3) Network Lifetime Extension: For demonstrating the
significant advantages of our scheme in energy load balancing
to enhance the lifetime of HWSNs, we conducte comparative
experiments on the network lifetime in DOSPA scheme,
Chen et al.’s scheme and our LSDT scheme with different
weight coefficient of the reference path selection parameter λ,
as shown in Fig. 8. We demonstrate the advantage of our
scheme in extending the network lifetime by calculating the
PDR of the network after each round of data transmission.

Fig. 8. Network lifetime under different network energy consumption modes.

Overall, as the number of data rounds gradually increases
and some nodes in the network run out of energy to complete
the forwarding function, the PDR gradually decreases. By
observing Fig. 8, it is found that there is no node energy
exhaustion in the first 4 rounds of data transmission in
DOSPA scheme. From the 5th round, some nodes with large
load have insufficient energy and cannot forward messages.
The PDR of the network drops rapidly, falling below 50%.
Chen et al.’s scheme performs better than DOSPA in the first
8 rounds, but PDR also falls rapidly from the 9th round.
The routing algorithm we designed maintains more than 50%
PDR before 17th round. In particular, when λ = 10, our
scheme maintains 100% PDR in the first 20 rounds until
most of the nodes in the network run out of energy, and the
PDR of the network drops below 50% in the 22nd round. It
is worth noting that when λ is 1.1 or 2 since the reference
path has little effect on the node’s choice of the next-hop,
the energy and the distance from the next-hop node are
mainly considered, resulting in that some messages cannot
be transmitted to the area with lower energy near the sink
node. Therefore, when λ takes a smaller value, the message
transmission effect is not good. When λ is too large, it will
be too inclined to choose the shortest path, which is similar
to DOSPA shortest path routing. Therefore, when λ = 10, our
scheme effectively balances energy and routing path length,
maintains a high PDR, and the network lifetime is more than
twice that of DOSPA scheme and Chen et al.’s scheme.

C. Malicious Node Resistance

When there are malicious nodes in the network, package
delivery rate (PDR) r can effectively reflect the damage to
network availability. If the PDR r is low during a round of data
transmission, it is proved that the data transmission scheme is
greatly affected by malicious nodes. Otherwise, the scheme
can effectively resist the influence of malicious nodes. When
r ≤ 50%, half of the nodes in the network cannot report data to
the sink node, indicating that the attack of malicious nodes has
caused the HWSNs to be paralyzed. Our routing path selection
algorithm introduces a malicious node resistance mechanism.
Our LSDT is compared with Jurado-Lasso et al.’s scheme
[43], which does not consider malicious node resistance, and
ASA scheme [18], which designs malicious node resistance
mechanism, respectively. The number of data rounds and the
number of malicious nodes are used as independent variables,
respectively, to demonstrate the ability of these scheme to
resist malicious node attacks.
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Fig. 9. The effect of resisting malicious node attacks with the same malicious
nodes.

The first is a comparative experiment introducing same
malicious nodes, and the results are shown in Fig. 9. The first
4 rounds of data transmission are normal, and the probability
of the sink node recovering the original data is 100%. Since
then, we introduce five malicious black hole nodes in the
5th round of data transmission, which can attract surrounding
nodes to forward messages to themselves and block further
transmission of messages. The experimental results declare
that the PDR of the network in the 5th round all drops to about
20%, and the systems fall into an unavailable state. Jurado-
Lasso et al.’s scheme [43] cannot locate malicious nodes or
make subsequent message transmission avoid malicious nodes.
Therefore, in the subsequent data transmission rounds, the
PDR always maintains at 20%, and the system is completely
paralyzed. Since we have designed a malicious node resistance
mechanism, the malicious nodes that appear in the 5th round of
transmission will be detected and its reputation degree will be
reduced. Therefore, starting from the 6th round, the message
transmission path in our scheme will choose to bypass the
malicious nodes and send the messages to the sink node suc-
cessfully. In this way, the PDR of our scheme rises rapidly and
returns to 80% in the 7th round, and the network turns avail-
able. The experimental results are consistent with Claim 3.
The malicious node detection method based on the posterior
probability of ASA also bypasses the malicious nodes, but it
takes 8 rounds of data transmission to increase the PDR to
more than 50%. This verifies that our LSDT scheme quickly
avoids malicious nodes and restores network availability.

As the number of malicious nodes growing, the availability
of the system is gradually corrupted. We need to explore the
worst-case scenario availability performance, i.e., the PDR
performance tendency of the HWSNs system after increas-
ing the number of malicious nodes (which depends on the
adversary capability, while the adversary can only corrupt a
few nodes in reality). To this end, we compare the PDR of
LSDT with Jurado-Lassoet al.’s scheme and ASA scheme after
introducing different number of malicious nodes, as shown in
Fig. 10. It can be seen that as the number of malicious nodes
increases, the PDR of the network shows a downward trend.
Specifically, Jurado-Lasso et al.’s scheme exhibits a steep
decline. When there are three malicious nodes in the network,
the PDR of the network has dropped to nearly 20%. Our
LSDT scheme and ASA scheme still maintains a high PDR
when introducing malicious nodes, and the PDR of the LSDT
scheme is always higher than that of ASA under different

Fig. 10. The effect of resisting malicious node attacks with different number
of malicious nodes.

number of malicious nodes. Moreover, when the number of
malicious nodes increases, the PDR of our proposed LSDT
scheme always exceeds 80%. Therefore, the malicious node
resistance mechanism in LSDT effectively resists malicious
node infringement and ensures the robustness and availability
of the network.

VIII. CONCLUSION

In this paper, the challenges of data transmission in HWSNs
are surveyed, which leads to our lightweight and secure data
transmission scheme (LSDT) against malicious nodes. First,
we design a lightweight secret sharing scheme using XOR
operations, which significantly reduces the computational
overhead of sensor nodes while improving the robustness of
message transmission. Second, we propose a dynamic and
efficient malicious nodes detection and management mecha-
nism. This allows routing paths to bypass malicious nodes,
avoiding interference. Finally, considering node energy, trans-
mission consumption, and node reputation degree, we design
a data transmission scheme based on the reference path,
which balances the energy loss of nodes and improves the
network lifetime. Security analysis proves that our LSDT
scheme effectively protects data CIA security. Theoretical
analysis and simulation experimental results verify that our
lightweight secret sharing algorithm is more efficient than
Chen et al.’s and Puneeth et al.’s schemes, requiring only 1/2
and 1/14 of their computational resources for generating secret
shares, respectively. Additionally, our scheme achieves better
load balancing and extends network lifetime by more than
twice when compared to Chen et al.’s scheme and DOSPA.
Furthermore, our multidimensional simulation confirms the
effectiveness of LSDT against malicious nodes such as black
hole attack, maintaining a packet delivery rate above 80% even
under attack.

Moving forward, our future work will focus on extending
the LSDT scheme to three-dimensional space, exploring new
attack models, and proposing a more cost-effective mechanism
for detecting malicious nodes to further enhance the resistance
of the network against various attacks.
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