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Abstract Survivability and secure communica-
tions are essential in a mobile computing environ-
ment. In a secured network, all the hosts in the local
network must be authenticated before they commu-
nicate with the hosts outside the network. The fail-
ure of the nodes/agents that authenticate the hosts
may completely detach the hosts from the rest of the
network. In this paper, we describe two techniques
to eliminate such a single point of failure. Both
of these techniques make use of backup servers,
but they are architecturally different. We address
the scalability issue of the techniques proposed by
a cluster-based scheme where the front-end directs

the requests to a group of back-end machines.
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1 Introduction

Providing security services in the mobile com-
puting environment is challenging because it is
more vulnerable for intrusion and eavesdrop-
ping. Most of the existing wireless network
models assume the presence of stationary base
stations which is not quite true in all scenar-
ios. For example, in the tactical mobile net-
works, base stations also move from one net-
work to another network. Typically, a Base
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Station(BS) serves all the hosts in a Local Area
Network. To get the service, the hosts have
to authenticate themselves with BS. There-
fore, each packet contains authentication in-
formation apart from the actual data. Once
the authentication is successful, the packet-
forwarding is done. All the hosts in network
have a default route to BS in their routing ta-
bles i.e. all the packets originating from the
hosts in the LAN will go to BS no matter where
they are destined. Assume that the base sta-
tion BS moves to a foreign network. As the
hosts in LAN are not aware of BS’s move-
ment, they still keep sending their packets to
BS. Since BS is not in the home network cur-
rently and there is no other base station that
could forward packets destined to BS to the
foreign network where BS is present currently,
all the packets that originate from any host in
the LAN are dropped. Essentially, now all the
hosts in the LAN are isolated from the Inter-
net. This disruption of service is caused by
the movement of base station which the tra-
ditional networking protocols cannot handle.
Two simple approaches to handle the above
problem are as follows. First approach is to
set up proxy base station in the network and
change the default route in all the hosts to
point to this proxy base station. This approach
is practically unacceptable because routing ta-
bles of all the hosts should be updated man-
ually. This becomes tedious if the number



of hosts in the network are large. Moreover,
manual configuration is error prone. Secondly,
the currently running applications need to be
restarted. Since the tables are updated manu-
ally, it is a time consuming process and hence
provision of service is disrupted. Ideally, appli-
cations should be unaware of the base station’s
movement.

Another approach is to have another base
station that forwards all the packets that orig-
inated within the LAN to BS when BS is vis-
iting a foreign network. However, the com-
munication delays that are introduced by this
solution are totally inacceptable. Consider a
packet originated from a host in N1 that is des-
tined to a host in network N2. As shown in
figure 1, when BS is in the home network, the
route R1 is taken to reach the destination. If
BS is visiting a foreign network then first the
packet is forwarded by the new base station
BS1 to BS via route R1 and from there, the
packet is sent to the destination via route R2.
In most of the cases, the path taken in the sec-
ond scenario is longer than the one in the first
case. The problem here is that there is a sin-
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Figure 1: Solution using another base station

gle point of failure (in our example, it is BS).

We need an architecture that eliminates this
point of failure and provides smooth (i.e. with-
out any disruptions) service to the hosts while
still allowing the mobile hosts to move in and
out of the home network. In the above exam-
ple, we discussed about only one kind of service
namely authentication. In general, it could be
any form of service like secure database access.

In this paper, we propose techniques for
providing uninterrupted service to the mobile
hosts while still allowing the service provid-
ing agents to move or fail. Our scheme elimi-
nates the manual configuration, does not add
any communication delays and does not im-
pose any security threats as the packets are
never allowed to leave the local network. This
scheme is "smooth” since the applications can
be totally ignorant of failures.

2 Mobile IP Security

In this section, we briefly describe the services
that Mobile IP protocol provides and identify
some drawbacks of Mobile IP from security
point of view. Mobile IP[6][9] enables hosts
to move from one IP network to another. It is
suitable for mobility across homogeneous me-
dia (for example, ethernet to ethernet) as well
as mobility across heterogeneous media (for
example, ethernet to wireless LAN). A Mo-
bile Host(MH) changes its point of attach-
ment from one network to another. A Home
Agent(HA)is a router on the MH’s home net-
work which tunnels datagrams for delivery to
the MH when it is away from home, and main-
tains current location information for the MH.
A Foreign Agent(FA) is a router on a MH’s
visited network which provides routing services
to the MH while registered.

While Mobile IP promises un-interrupted
IP connectivity as MHs move in the Inter-
net, it also increases the risk of causing re-
mote redirection of traffic[2] by simply intro-
ducing bogus registration and binding update
messages. Moreover, the presence of MHs in
the foreign networks may cause security prob-
lems to both the home and foreign networks.



The two goals of Mobile IP security protec-
tion are to allow a MH enjoy similar internet
connectivity and safety when it visits a foreign
network as it is in its home network and to
protect both the home and the foreign net-
works from passive and active attacks In or-
der to frustrate the remote trafflic redirection
attack mentioned above, registration messages
include 64-bit identification tag for detecting
replay attacks and one or more authentication
extensions [4][5] to provide message integrity
and strong authentication using a Message Au-
thentication Code(MAC). Although the use of
MAC and an anti-replay tag addresses the se-
curity services cited above, the current Mobile
IP lacks a scalable key management scheme
for dispatching cryptographic keys needed to
support these services. To protect registration
messages, keys must be shared atleast among
the MHs and their HA.

3 Fault-tolerance

Authentication is the mechanism by which the
receiver of a message can ascertain its origin
[8]; an intruder should not be able to mas-
querade as someone else. Most of the authen-
tication protocols proposed till now require a
trusted third party which generates the secrets
keys for the communicating parties. There are
some drawbacks with this approach. For ex-
ample, if the number of communicating par-
ties are more, then the third party becomes a
bottleneck. It also becomes an attractive spot
for attackers. If a malicious guy breaks into the
trusted party’s secret database, all the keys are
compromised.

In mobile networks, when a MH wants to se-
curely communicate with other hosts, it has to
be first authenticated by the HA. When there
is a single HA, this becomes a single point of
failure i.e, when the HA fails, all the MHs in
the home network cannot communicate with
the outside world. A simple but powerful solu-
tion to this problem is to have back-up HA(s),
which assumes the responsibility of a Master
when the current Master fails. Failure of a HA

can be detected by listening to the agent adver-
tisements. If the Master is not responding or
advertising since a fixed amount of time, then
it can be declared to be dead and one of the
backups take up the responsibility of the Mas-
ter Home Agent. This requires that the se-
cret key database is fully replicated on all the
backups too and introduces a potential secu-
rity threat as there are several sites that could
be attacked now In section 4.1, we propose a
refined technique using this idea that achieves
controlled and smooth transitions between the
Master and Backup. This is an extension to
the idea specified in[7]. In section 4.2, we pro-
pose a scheme to address issue using an entirely
different approach. The idea is to logically ar-
range these back up servers in a hierarchy that
represents the communication flow. In case of
a Home Agent failure, a node at higher level
in the hierarchy can authenticate the MHs of
that network and provide network services un-
interruptedly.

4 Proposed Schemes

In this section, we propose two different
schemes for achieving fault-tolerant authenti-
cation. The first approach uses an abstract en-
tity called Virtual Home Agent and the second
approach requires that different Mobile Agents
be arranged logically in a tree structure. Fault-
Tolerant Authentication is essential in tactical
mobile military networks where the base sta-
tions are subject to failure.

4.1 Virtual Home Agent Scheme

We define the following entities that we use in
the scheme. A Virtual Home Agent(VHA)
is an abstract or virtual agent that is identified
by a network address (eg: IP address). All the
hosts send their authenticating requests to the
VHA’s network address. VHA acts as a default
HA for the MHs in the LAN. VHA’s responsi-
bilities include authenticating the MHs by us-
ing a Shared Secrets Database. A Master
Home Agent(MHA) is a HA that is cur-
rently assuming the responsibilities of a VHA.



For a VHA, at any given point of time, there
will be only one MHA assuming that VHA’s re-
sponsibilities. A MHA intercepts and processes
all the packets destined to VHA’s network ad-
dress. A Backup Home Agent(BHA) is a
HA that backsup a given VHA. There could be
more than one BHA for a given VHA, in which
case, each BHA will be assigned a priority. In
the case of failure of the MHA, BHA having
the highest priority becomes the MHA. Fach
of the MHs share a secret key with the VHA.
Typically, a secret could be a password or a
symmetric key like DES key. All these secret
keys are stored in a separate database called
Shared Secrets Database. A Shared Se-
crets Database Server is a server that pro-
tects and processes the queries and updates to
the Shared Secrets Database is called Shared
Secrets Database Server. The VHA will send
requests to this server while authenticating a
MH or when a new shared secret is issued to a
MH. To frustrate the impersonating attacks by
malicious hosts, the VHA has to authenticate
itself with this server. Figure 2 illustrates the
above discussed entities in a typical scenario.
In the figure, the MHA is the Master Agent for
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Figure 2: A Sample LAN environment

VHA identified by the IP address IP ADDRI.
BHA1 and BHA2 are the Backup Agents for
the VHA. Only the MHA contacts the Shared
Secrets Database Server. The protocol func-
tionality is described below.

Periodically MHA sends advertisements on
the network to a pre-configured multicast ad-
dress. All the BHAs and MHA join this mul-
ticast group. Each BHA is assigned a prior-

ity which indicates the administrator’s prefer-
ence for a BHA to become MHA if the current
MHA fails. The MHA has the lowest value for
the priority than all the BHAs. Each adver-
tisement is a packet that contains the follow-
ing items - VHAs IP Address, MHAs Priority
and Authentication information. This adver-
tisement is transmitted periodically every few
seconds and this time period is called Adver-
tisement Interval. All the BHAs listen to these
advertisements. If the advertisements are not
heard for some period of time, then the election
of a new Master starts.

Typical election protocols require the back-
ups exchange their priorities and then elect the
new Master. But they introduce more traf-
fic and do not provide smooth transition from
Backup to the Master because of communi-
cation delays. Another drawback is that the
priority values could be manipulated while ex-
changing by malicious nodes biasing the elec-
tion result. The following scheme overcomes all
these disadvantages. Each BHA sets the Down
Interval Timer as described below. When the
Down Interval Timer expires, the BHA transi-
tions to the Master state.

Down Interval Time = 5 * Adv. Interval
+ (BHA Priority / MHA Priority)

Each of the BHAs reset the Down Interval
Timer whenever an advertisement is received
on the multicast channel. There are two things
that need special attention regarding the Down
Time Interval. First of all, it’s value is atleast
five times the advertisement interval, so the
election process will not start until the MHA
fails to send five consecutive advertisements.
A BHA might not receive some advertisements
even though the MHA is alive due to packet
losses, but five or more consecutive losses of
the same packet is very unlikely. Secondly, the
Down Time Interval is a function of BHA’s con-
figured priority. The BHA having the lowest
priority value will have the lowest value for the
Down Interval Time and hence it fires earlier
than others.

In this election scheme there is no communi-
cation between the BHAs once the MHA goes



down eliminating security threats and time de-
lays. It does not use extra bandwidth and it is
guaranteed that only the Down Interval Timer
of the BHA having the lowest priority value
fires earliest and hence there is no confusion
and no additional computations are required.
The downside of this algorithm is that there
is a possibility of partitions. Consider the fol-
lowing scenario. Once a BHA’s Down Time
Interval fires, it sends an advertisement to the
multicast address announcing its presence as
the Master. But the packet reaches only a sub-
set of BHAs which are now aware of the new
Master. The other subset of the BHAs haven’t
received the advertisement and one of them de-
clares itself to be a Master. Now there are two
Masters leading to chaos. But this is not such a
serious problem in a LAN as packet loss is very
less and especially broadcast networks support
multicast in a natural way - only a single copy
of a packet will be transmitted in a LAN even-
though it is a multicast packet. So, if a packet
is lost, none of the hosts receive it.

4.1.1 Enhancements

Eventhough the scheme proposed is sufficient
for most of the common scenarios, optimiza-
tions are possible by utilizing the Backup
Home Agents appropriately. In this section,
we describe some modifications to the scheme
described earlier.

Doing encryption and decryption on every
packet is very expensive. In the scheme de-
scribed in the previous section, if the network is
busy MHA becomes a bottleneck and it starts
dropping the packets worsening the congestion.
Moreover, the BHAs are just listening to the
MHA’s advertisements and donot service any
of the requests. Hence, their processing capac-
ity is not utilized properly. Eventhough, the
default BS has been replaced by a virtual entity
to eliminate single point of failure, the central
database, might still be an attractive target to
the attackers. We can replicate the database
fully on all the BHAs and the MHA, eliminat-
ing the central database server, but this re-
quires additional storage capacity on each of

the BHAs and the MHA. Also, any updates to
the database have to be carried out on all the
BHAs and MHA.

To overcome above mentioned problems, we
extend the scheme by forming a cluster con-
sisting of MHA and the BHAs. A cluster is a
group of servers acting as a single server which
gives the effect of a multiprocessor machine.
A cluster is identified by a single IP address
and it consists of a front-end machine and one
Only the IP address of
the front end machine is well-known. When
a client sends a request to the front-end, the
front-end forwards the request to one of the
back-ends which services the request. Front-
end does not process any of the requests, but
just routes the request to an appropriate back-
end. So, the front-end will not be a bottle-
neck. Typically, there will be more than one
back-end and hence the throughput of the sys-
tem increases dramatically. In our modified
scheme, MHA acts as front-end and BHAs be-
come the back-ends. So, BHAs are now used
to process the requests instead of just listening
to the MHA’s advertisements. This increases
scalability and efficiency of the system, espe-
cially when the backends are dedicated sys-
tems. The front-end has to do load balancing
to avoid overloading a particular backend, has
to keep track of which back-ends are active at
any instant. Note that the back-ends in this
scheme remain anonymous like in the previ-
ous scheme. Request redirection can be used
instead of request forwarding. In request redi-
rection, when a client contacts a front-end, the
front-end chooses a back-end and redirects the
client to contact that back-end. The downside
of this approach is that the client gets to know
the back-end’s identities, not desirable from se-

or more backends.

curity point of view and it also places addi-
tional burdens on clients, increases communi-
cation delays and message complexity. The re-
quest forwarding decision by the front-end de-
pends on different factors like the request con-
tents, current load on the back-ends or current
cache contents of the back-ends. A detailed
description and a prototype implementation of
this scheme can be found in [3].



4.2 Hierarchical Authentication

In this section, we propose another technique
for achieving fault-tolerant authentication by
tree based organization of HAs in the LAN.
For the purpose of discussion we, use figures 3
and 4. In figure 4, we show two LANs that use
this tree-based approach. Figure 3 shows log-
ical organization of the Agents in LAN1. The
dotted lines show the communication link be-
tween the two LANs. This could be wired or
wireless media. In LAN1, Mobile Hosts D, E, F
and G are MHs that are not routers. A, B and
C are the Agents that could provide service
to the MHs. One could think of large num-
ber of services that Agents could provide, for
example, access to weather reports is another
popular service: the hosts have to authenticate
themselves with the Agents to gain access to
the weather reports. Subscribed clients will be
given a key-list so that they can get authorized
access to the services. In LANI, the Agents
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Figure 3: Tree-based organisation of Agents

are logically arranged in a hierarchy forming a
tree like structure. The hosts (i.e. clients) are
at leaf level. Intermediate levels are occupied
by Agents. A leafl node shares a secret with
each of the Agents that lie in the path from
itself to the root of the tree. In the figure, host
D shares a secret key with every host in the
path from D to A i.e with B and A; with B it
shares K1 and with A it shares K2. FEach of
the secret keys have a priority associated with
them. The key having the highest priority will
be used for authentication before the key with
the next highest priority is used. Here, K1 has

priority P1 and K2 has a priority P2. These
priorities are assigned based on various factors
like communication delays, processing speed,
frequency of usage of the key, key’s life time
etc. A given key’s priority should be a func-
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Figure 4: LANs using tree-based approach

tion of all these factors. Each factor could be
assigned a weight factor Wy,, where {; repre-
sents the ** factor. So, if Pk, represents the
priority of Key K, then P, is computed as
Pr, = 377 Wy, + Py, In the formula, Py, is
the priority of the key computed taking only
factor f; into consideration. For the sake of
discusssion, we assign priorities according to
communication delays assuming that the de-
lay is proportional to the distance between the
nodes in the tree. So, P1 is greater than P2 as
B is nearer than A to D. Now, when D wants to
communicate with any host in LANZ2, it has to
first authenticate itself with B or A. Since P1is
greater than P2, key K1 and Agent B is chosen.
D sends a authentication request packet to B
sending the secret K1 either directly or indi-
rectly. For this any of the well known authen-
tication schemes can be used. B sends back
either a positive or negative acknowledgement
based upon whether the authentication is suc-
cessful or not. Once authentication with B is
successful, D can communicate with any out-
side host as B provides the packet-forwarding
service. For tighter security, every packet has
to be authenticated. If B fails, then D will not
get any acknowledgement from B. After trans-
mitting the requests for fixed number of times,
it now uses the secret key K2 to authenticate



itself to A. D can either discard K1 assuming
that node B has gone down permanently (for
example, in battle field) or reduce the priority
of K1 to a value less than P2 and any other keys
it has, assuming that B’s failure is only tem-
porary (for example in commercial networks or
in mobile environment where the agent itself is
mobile). Once D authenticates itself to A, it
now will be able to communicate with the out-
side world unlike when there was a single point
of failure. The problem becomes more chal-
lenging when the authenticating agent itself is
mobile. In such a case, the current authenticat-
ing agent should handover its responsibilities
to any existing backup authenticating agents.

5 Related Work

Eventhough numerous authentication proto-
cols have been proposed and are widely in use
on the Internet, the issue of fault tolerance
and scalability has not received much atten-
tion. With the existing systems, if the server
goes down, client will not be able to get ser-
vices from the server. Qur paper addresses the
issue of fault-tolerance on LANs and scalability
of the system. Our architecture is flexible to
accomodate any authentication scheme. Vir-
tual Router Redundancy Protocol [7] addresses
the issue of eliminating single point of failure
on LANs but the scheme is not scalable for
very busy networks. Our contribution towards
this issue is the proposal of the use of a clus-
ter of nodes rather than a single node. Web
servers based on clusters of workstations are
being widely used in the coporate networks [1]
to service the HT'TP requests. We extend this
scheme and provide fault-tolerance to provide
un-interrupted services to clients.

6 Conclusions

In this paper, we discussed schemes for achiev-
ing fault-tolerant authentication in mobile en-
vironments. The two techniques presented for
fault-tolerant authentication problem rely on
same basic philosophy to handle failures — us-

ing backups, but architecturally, they are dif-
ferent; one is a flat model and other one is a
tree-based model. To improve the system per-
formance, a cluster based enchancement to the
discussed model is proposed. Eventhough the
proposed schemes solve the problem, some is-
sues need further study. In tree-based model,
key priorities need to be computed based on
various factors like communication delays, pro-
cessing speeds etc. Further experiments need
to be conducted to discover the parameters
that effect the performance of the system and
study how the priorities depend on these fac-
tors. Another issue that needs to be addressed
is, how should the secret key database be parti-
tioned, so that system performance is optimal.
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