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Optimal File Allocation in a Multiple
Computer System
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Abstract-A model is developed for allocating information files
required in common by several computers. The model considers
storage cost, transmission cost, file lengths, and request rates, as
well as updating rates of files, the maximum allowable expected
access times to files at each computer, and the storage capacity of
each computer. The criterion of optimality is minimal overall operat-
ing costs (storage and transmission). The model is formulated into a
nonlinear integer zero-one programming problem, which may be
reduced to a linear zero-one programming problem. A simple exam-
ple is given to illustrate the model.

Index Terms-Computer communication, linear integer pro-
gramming, multicomputer information system, multiprocessor, non-
linear integer programming, optimal file allocation.

INTRODUCTION

N THE AUTOMATION of large information sys-
tems, a major portion of the planning is concerned
with storing large quantities of information in a

computer system. This requires study of information
storage, modification, and transmission. Examples of
such efforts are found in business, medical, library, and
management information systems. These systems,
which may consist of several geographically separated
divisions (subsystems), need to process information
files in common.

It is apparent that when a given information file is
required in common by several computers, it may be
stored in at least one of them and accessed by the others
when needed. The overall operating cost related to the
files is considered to consist of transmission and storage
costs. The problem is the following. Given a number of
computers that process common information files, how
can one allocate the files so that the allocation yields
minimum overall operating costs subject to the follow-
ing constraints: 1) the expected time to access each file
is less than a given bound, 2) the amount of storage
needed at each computer does not exceed the available
storage capacity.

THE MODEL

The file allocation problem can be formulated as an
integer (0 or 1) programming model.

Let Xij indicate that the jth file is stored in the ith
computer:
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=1 jth file stored in the ith computer
{0 otherwise (1)

where

i=1, 2, I* ,
j=1, 2, m
n = total number of computers in the multicomputer

system
m =total number of distinct files in the multicom-

puter system.

For storing rj redundant copies of the jth in the infor-
mation system, we have

(2)EZ ij = rj for 1 <j < m.
i

To assure that the storage capacity of each computer
is not exceeded, we have

, XijLj < bi
j

for 1 < i < n (3)

where

Lj=length of the jth file,
bi=available memory size of the ith computer.

The expected time for the ith computer to retrieve
the jth file from the kth computer (from initiation of
request till start of reception) is denoted as atjk. The
maximum allowable retrieval time of the jth file to the
ith computer is Tij. We required that aijk be less than
Tij, i.e.,

(1 - Xij)Xkjaijk < Tij for i 4 k, 1<j<m. (4)

When r1= 1 for all j, then from (2) we know that
XijXkj=O for i k. Thus (4) reduces to

Xkjaijk < Tij fori . k, 1 <j<m. (5)

Now, aijk is equal to the sum of the expected queuing
delay at the ith computer for the channel to the kth
computer' Wik(1), the expected queuing delay at the kth
computer for the channel to the ith computer Wki(2)
and the expected computer access time to the jth file
tkj. In most cases, the quantity tkj is much smaller than
Wik = Wik() +Wki(2) and can be neglected. Hence,

aijk W ik (6)

The number in the superscripts of Wik( ) and Wki() denotes the
priority class of the messages that are transmitted between the ith
and kth computers, which will be discussed shortly.
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REPLY j2th FILE file allocation, yet the allocation is unknown in advance.
Hence, we shall express Xik and l/,ik in terms of the
Xij/s:

Xik = E uij(l - Xij)Xki (7)
REPLY j 2th FILE, REQUEST j1i FILE

Fig. 1. Transmission paths between each pair of computers.

Next we will discuss the mechanism involved in the
queuing delay. Each pair of computers is assumed to be
able to transmit information in both directions simul-
taneously. This is known as single-channel full-duplex
operation. Further, the files can be accessed by the
local and remote computers at the same time. One pair
of transmission paths links each pair of computers; one
of these paths carries requests for the files from the ith
computer to the kth computer, and reply messages
(files) from the ith computer to the kth computer,
whereas the other path carries requests for files from the
kth computer to the ith computer, and reply messages
from kth to the ith computer (Fig. 1). In most cases, the
request message is much shorter than the reply mes-
sage. Therefore, we shall assign a higher priority to
request messages than to reply messages. Messages of
the same priority are served in the order of their arrival.
Assume, for example, a reply message is being trans-
mitted on a particular transmission path at the time a
new request is initiated. The request will interrupt the
current reply and the computer will transmit the request
first. After finishing transmission of that new request,
the computer resumes transmitting the previous reply.
Such preemptive-resume priority servicing faciltates
optimization, since the queuing delay will be minimum
if the shortest messages are serviced first [1], [2 ].
Recalling that the requested message length is much
shorter than that of the reply message, the delay due to
the request message can be neglected.2 Under these con-
ditions, the queuing system can be viewed as a single
server queue with constant service time.

In many cases, it is reasonable to model the file access-
ing process as a Poisson process. Then the rate of re-
quests from the ith computer to the kth computer
(arrival rate) Xik is the sum of the rates of request of
those files not stored in the ith computer but stored in
the kth computer. The requested file length may be
less than the entire storage file length and is defined as
the length of each transaction; that is, the length of
each transaction of the jth file Ij should be less or equal
to the entire jth file length Lj. The average time re-
quired to transmit the reply from the kth computer to
the jth computer l/Mik (i.e., service time) is dependent
on ij and Xik. Clearly, both Xik and l/lik depend on the

2 Preemptive priority servicing permits the assumption that
Wik -Wki(2). Note that the file retrieval time constraint as shown in
(4) also applies to the nonpremptive priority case, but a more com-
plex expression would be required for Wik since Wik(1) can no longer
be neglected.

where

uij= the request rate3 of the entire or part of the jth
file at the ith computer per unit time.

The average time required to transmit a reply mes-
sage from the kth to the ith computer via a line with
transmission rate R is

1 1
1/Iik =- E-uij(1 - Xij)Xkj

Xik Ai
(8)

where

ll,j = IJ/R = required time to transmit each transac-
tion of the jth file.

Equation (8) states that l/IAik is equal to the time re-
quired for the kth computer to reply all the messages
requested from the ith computer divided by the total
number of requests initiated from the ith computer to
the kth computer. Since the lj's and R are constants, 1u1
and ik are also constants.
The traffic intensity from the kth to the ith computer

Pik measures the degree of congestion of the line that
provides the transmission path between the kth and ith
computer, or the fraction of time that the line is busy.
It is defined as

Pik = Xik/lik = E -uij(t - Xij)Xkj-
j Hi

(9)

Since physically it is impossible for the transmission
line to be 100 percent busy, the traffic intensity is less
than unity, i.e., Pik< I -

When only a single copy of the file is stored in the
information system, then XiiXkj=0 for i$k. Hence

Xik = E UijXkj fori 3 k (10)

and

1 1
11/AIia = - Uij- Xkj

ik. j Ai

when all the yj=A; then (11) reduces to

l LAik=1= A (12)

The average waiting time [1], [2] from the initiation
of a request at the ith computer to the receipt of the
requested message from the kth computer, with the
above assumptions (single server queue with Poisson
arrivals and constant service time), is

I In general, the request rate may be time dependent. In the
analysis here, we are concerned with the request rate of the busy
period.
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1(2)= Pik for i # k (13)
W-k 2 (1 - Pk)

where l/MAik and Pik are functions of Xij's as given by
(8) and (9). The variance and probability distribution
of Wik for a specific allocation can be computed from its
Pik and L/ik [1], [2].

Substituting (13) into (6) and (4), we have

(1 - Xi3)Xkj1 Pik < Tij,
IAik 2(1 Pik)

which can be rearranged into the form

(1 - XJi)XXkiXik - 21A:k(Aik - Xik)Tij < 0. (14)

For the special case that 1Aik = u and rj= 1, (14) reduces
to

E UijXkjiXkI + 2TijA E U.ijXk/j +± ijXkj
21 J, ~~~~~~~~~~~(15)

-2M2Tij < 0.

Finally, we shall express the operating cost (objective
function) in terms of the allocation (Xij's). Suppose we
know the storage cost of the jth file per unit length and
unit time at the ith computer Cij, the transmission cost
from the kth computer to the ith computer per unit
time Cik', the request rate for the entire or part of the
jth file at the ith computer per unit time uij, the fre-
quency of modification of the jth file at the ith com-
puter after each transaction Pij, the length of each
transaction for the jth file ij, and the number of redun-
dant copies of the jth file stored in the system rj. Then
the overall operating cost per unit time C for processing
m distinct files required in common by n computers is

equations to the linear zero-one equations. With this
technique, the allocation problem can be then solved by
standard linear zero-one programming techniques [3],
[4].

REDUCTION OF ZERO-ONE NONLINEAR PROGRAMMING
PROBLEMS TO ZERO-ONE LINEAR

PROGRAMMING PROBLEMS4

Because nonlinear programming problems are so
complex, we are able to obtain a global optimal solution
only for special cases (e.g., convexity). Therefore, it is
desirable to reduce the nonlinear zero-one programming
problems to the linear zero-one programming problems.
We shall now show such a reduction, which is derived
from the integer (0 or 1) property.
Suppose we want to minimize an arbitrary cost func-

tion (which need not be convex)

C = min F(Xi, X2, *, XA)
x

(18)

subject to a set of nonconvex constraint equations

Gi(XII X2, * , Xk) < Bi i = 1,72, * * *, N (I19)

where the Xi's are zero-one variables, F and Gi are poly-
nomials of the Xi's with constant coefficients, and Bi
is a constant. Clearly, Xi = Xi (q = positive integer).
Let the coefficient of the product terms in (18) or (19),
XiXj, * *, X,Xv, be denoted as Cij. -

To reduce the above nonlinear zero-one problem to a
linear zero-one problem, first we consider the objective
function (18). Let us define

Xi U...V - XiXj ... XUXV

q

C = E CijLjXij + E - Cik'liuijXkj(l - Xij) + E Cik'lIU,iXkjPt,,
i,j i,j,k ri i.j,k

storage cost transmission cost

which can be rearranged into the form

= E DijXij- > EijkXkjXij where Dij > 0,
i,j i,j,k

Eijk > 0

when rj=l, 1<j<m; then XkjXij=O for kSi, and
Cii=0. Under this case, (16) reduces to

C = E Dijij. (17)

We want to minimize (16) subject to storage and
access time requirements constraints given in (1), (2),
(3), and (14). As Xij's take on value zero or one, the
allocation problem becomes solving a nonlinear zero-

one programming problem. In the next section, we shall
introduce a technique to reduce the nonlinear zero-one

which takes value zero or one where Q is the highest
degree of nonlinearity. We then represent each non-

linear term in (18) by terms of the form (20) and then
examine its coefficient. If the coefficient of the non-

linear term is positive, we introduce the following con-

straint equation:

Xi + XI; * * * + XU + XV q + I < Xij ..* UD (21)

q

4A similar but less general result has also been obtained inde-
pendently by Watters [5].

(16)
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If the coefficient of the nonlinear term is negative, we
introduce the following constraint equation:

Xi + Xj + + XUt + Xv 2 qxij . .. UV._ +X,~+XV.qX~J...UV. (22)
q

If all the X's in left side of (21) have value one, then
Xij. ..u,= 1. If one or more of the X's have value zero,
then Xij...uv may be either zero or one, but the coeffi-
cient.of Xij...u in (18), Cij...U, is positive. Thus min-
imizing (18) under X assures that Xij ...UV=0. If we
substitute (20) for each nonlinear term in (18) that has
positive coefficient and introduce the additional con-
straint (21), then the X's in the transformed linear
equations take on the same values as the original ones.
Similarly, if one or more of the X's in (20) have value
zero, then Xij...,,, =0. If all the X's have value one,
then Xij .. . may either be zero or one, but the coeffi-
cient of Xij...u, in (18), Cij...,U, is negative. Thus min-
imizing (18) under X assures that Xijkl . . *u = 1. If we
substitute (20) for each nonlinear term in (18) that has
negative coefficient and introduce the additional con-
straint (22), then the X's in the transformed linear
equations take on the same values as the original ones.
Thus, we have linearized the objective function (18).
To linearize the constraint equations, we represent

the nonlinear terms in (19) by (20) and introduce its
corresponding two additional constraint equations (21)
and (22). If one or more of the X's in (20) have value
zero, then Xij.... . = 0; this condition is also satisfied by
(21) and (22). If all the Xij's have value one in (20),
then X.j... u, is one. Similarly, from (21) X.j...Uv may
be either zero or one, but from (22) X.j.. .,u is one. Thus
(21) and (22) assure that Xij... u,= 1. Substituting (20)
and introducing the additional constraint (21) and (22)
for each nonlinear term in (19) satisfy all the relation-
ships of X's. Thus, we have also linearized the nonlinear
constraints equations.
With this reduction technique,5 nonlinear zero-one

programming problems may be transformed into solu-
tion of linear zero-one programming problems. Using
available linear integer programming techniques [3],
[4], we can obtain the global optimal solutions.

LINEARIZATION OF THE OBJECTIVE FUNCTION
AND ACCESS TIME CONSTANTS

To apply the above technique to linearize the objec-
tive function (16), we let XijXkj=XXijk. Since the coeffi-
cients of Xijkj in (16) are negative, for each Xijkj, we
introduce the additional constraint equation

5 This reduction technique can be easily extended to the case
when the Xi's in (18) or (19) are real numbers. In this case, we shall
express each Xi in terms of binary variables Xij's as follows:

ai+±i
Xi= E(XiN)ai-l1=1

where ai is chosen large enough for 2ai-I to be an upper bound on the
value of Xi, while f3i is chosen large enough for 2-i to be the maxi-
mum allowable accuracy tolerance on the value of Xi. Thus (18)
or (19) is reduced from a nonlinear equation to a nonlinear zero-one
equation.

Xii + Xkj > 2Xijkj. (23)

Next, we shall linearize the constraint equation (15).
We let XkjlXkj = Xkjlkj. For each Xkjlkj, we introduce
two additional constraint equations

{Xk,l + Xkj > 2-Xkj,kj

Xkjl + Xij - 1 < Xkilki
for j F ji. (24)

In the same manner, we can linearize (14). Hence,
solution to the optimal file allocation problem is reduced
to: minimize (16) subject to (1), (2), (3), (14) or (15),
(20), (23), and (24) which is a linear zero-one program-
ming problem.

FILE ALLOCATION IN A MULTIPROCESSOR

Let us consider a multiprocessor with virtual memory
system that operates in a paging environment. One of
the important problems in such a system is how to allo-
cate files to various types of available storage systems
such as thin films, cores, disks, drums, data cells, tapes,
etc., so that the operating cost is minimum yet the ac-
cess time requirements are satisfied for each file, and the
storage limitation of each storage system is not ex-
ceeded. The model developed in this paper can be
directly applied to this problem by letting the distances
between computers equal to zero. Clearly, under this
condition, a multiple computer system becomes a mul-
tiprocessor.

Example

Consider a specific computer communication system
consisting of three computers that process five informa-
tion files in common, as shown in Fig. 2. These com-
puters are located about 20 miles from each other. The
transmission facility between each pair of computers
has a rate of R = 5 X 103 char/second. The cost of each
such facility is $1050 per month or $1.4X 10-7/char
(based on 100 hours per week and 4.2 weeks per month).
The first cost of storage is 35 cents per character or
$5.8 X 10-7/char second.6 Table I gives the lengths of
each file, file length for each transactions, the request
rate of these files at each computer, the rate of modifica-
tion of these files at each computer after each transac-
tion, the available storage capacity of each computer,
and the maximum allowable retrieval time of each file.
Using the linearized model developed above and the
Gomory cutting technique [3], [4] for solving the
integer linear programming problem, the example was
solved on the IBM 360/65. Table II lists the optimal
allocation for the case of no redundant files. The compu-
tation time required for this example is about 25 sec-
onds.
Some characteristics of the optimum allocation are

worthy of note. File 4 is stored in computer 2 as it is
only used by that computer. File 1 has highest request

6 The calculation is based on 40 months of machine life operating
at 100 hours per week and 4.2 weeks per month.
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TABLE I
DATA OF EXAMPLE FOR FILE ALLOCATION

Computer 1 Computer 2 Computer 3
File j Li Ij Pi ujj T1j U2j T2j U3j T3j

1 100x103 500 0.5 5 30 2 10 0 0
2 l10300 500 0.5 0 0 2 30 5 1
3 10X103 500 0.5 3 10 0 0 4 1
4 10x103 500 0.5 0 0 4 0.1 0 0
5 100X103 500 0.5 1 1 1 1 5 1

P = the frequency of modification of the jth file after each transaction.
Lj= length of the jth file in characters.
1, = file length (in characters) of each transaction for the jth file.
u =average hourly request rate of the entire or part of the jth file at the ith computer.

Request arrivals are assumed to be Poisson distributed.
Tij = maximum allowable average retrieval time in seconds for the jth file to the ith computer.
Ci1 = (storage cost) = $0.58 X 10-8/char second.
Cik" = (transmission cost) = $1.4 X 10-7/char.

bi = (available storage capacity of the ith computer) = 110 X 103 char for i = 1, 2, 3.
1 I/I =I/R (the time required to transmit the reply message) = 0.1 second.

TABLE I I
OPTIMAL FILE ALLOCATION FOR EXAMPLE

xij
File j Computer 1 Computer 2 Computer 3

1 1 0 0
2 0 0 1
3 1 0 0
4 0 1 0
5 0 0 1

OPTIMAL FILE ALLOCATION

Fig. 2. A specific multiple computer system.

rate at computer 1; to minimize the transmission cost,
it is stored in computer 1. For the same reason, Files 2
and 5 are stored in computer 3. Although File 3 has a

high request rate at computer 3, the available storage
size of computer 3 (llOX103 char) forced File 3 to be
stored in computer 1. The overall operation cost under
the optimal allocation is $3620 per month. If each file is
stored at the computer where it is used, the total operat-
ing cost under such arrangement is $6670 per month.
The higher operating cost is due to the extra storage
cost and the file updating cost.

CONCLUSION

The file allocation problem can be formulated into a

nonlinear zero-one programming problem. By adding
additional constraint equations, these nonlinear terms

in the objective and constraint equations can be reduced
to linear equations. Thus, solution of the optimal alloca-
tion requires solving a linear zero-one programming
problem. The model introduced in this paper provides
a common denominator for analysis and comparison of
various proposed information system configurations, a
tool to study the sensitivity of various parameters and
constraints to the operating cost, and a method for
evaluating the growth potential of information systems.
However, some related problems still require further
studies, such as file reliability, privacy, file partition,
etc. All these problems are important considerations for
optimal file allocation in multicomputer information
systems.
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