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ABSTRACT

The widespread use of GPS-enabled cellular devices, i.e.,
smart phones, led to the popularity of numerous mobile
applications, e.g., social networks, micro-blogs, mobile web
search, and crowd-powered reviews. These applications gen-
erate large amounts of geo-tagged textual data, i.e., spatial-
keyword data. This data needs to be processed and queried
at an unprecedented scale. The management of spatial-
keyword data at this scale goes beyond the capabilities of
centralized systems. We live in the era of big data and the
big data model is currently been used to address scalabil-
ity issues in various application domains. This has led to
the development of various big spatial-keyword processing
systems. These systems are designed to ingest, store, index,
and query huge amounts of spatial-keyword data. In this 1.5
hour tutorial, we explore recent research efforts in the area
of big spatial-keyword processing. First, we give main mo-
tivations behind big spatial-keyword systems with real-life
applications. We describe the main models for big spatial-
keyword processing, and list the popular spatial-keyword
queries. Then, we present the approaches that have been
adopted in big spatial-keyword processing systems with spe-
cial attention to data indexing and spatial and keyword data
partitioning. Finally, we conclude this tutorial with a discus-
sion on some of the open problems and research directions
in the area of big spatial-keyword query processing.

CCS Concepts

•Information systems → Data management systems;
Parallel and distributed DBMSs; MapReduce-based
systems; Geographic information systems; Query lan-
guages;
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Figure 1: The outline of the tutorial (90 minutes).
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1. INTRODUCTION
The unprecedented use of the GPS-enabled cellular de-

vices has led to the popularity of numerous mobile appli-
cations. Examples of these applications include social net-
works, micro-blogs, mobile web-search, and crowd-powered
reviews. Backed with a massive user base, these applications
produce very large volumes of geo-tagged textual data, i.e.,
spatial-keyword data. For example, Facebook has on av-
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erage 654 million active users. These users generate over
200 million daily messages [1, 40]. Also, there are about 800
million tweets that are being posted daily [3]. Several impor-
tant applications depend on the processing of this spatial-
keyword data, e.g., ad-targeting [56], micro-blogs analy-
sis [53, 63], trip planning [12, 32, 50, 51], location-based
recommendation [68, 83], and the discovery of new points of
interest (POIs) [59].

Recently, several centralized systems and access methods
have been introduced to process, index, and query spatial-
keyword data, e.g., see [11, 12, 13, 14, 15, 16, 17, 19, 20, 24,
26, 27, 28, 33, 34, 35, 37, 38, 41, 42, 44, 45, 55, 61, 65, 69, 70,
72, 73, 75, 79, 84]. However, these centralized systems and
access methods are not scalable to support the processing
of big-data-scale amounts of spatial-keyword data. We live
in the big data era, and recently several general-purpose big
data systems, e.g., Hadoop [21], HBase [71], Spark [77], and
Storm [67] have been developed for highly scalable data pro-
cessing. However, these general-purpose big-data systems
are not optimized to process spatial-keyword data. This has
resulted in increased research effort to support scalable pro-
cessing of big spatial-keyword data.

This 90-minute tutorial is focused on recent approaches
adopted to support big spatial-keyword processing. We be-
gin this tutorial with motivations for big spatial-keyword
query processing. We describe the scale of data and list var-
ious applications that depend on the processing of spatial-
keyword data. Subsequently, we formalize main spatial-
keyword queries. Then, we survey existing approaches to
process big spatial-keyword data in terms of the process-
ing model, the queries supported, and the underlying big-
data architecture. Finally, we highlight some of the open
problems and research directions in the area of big spatial-
keyword processing.

2. THE OUTLINE OF THE TUTORIAL
This 90-minute tutorial is composed of six parts as illus-

trated in Figure 1. In the rest of this section, we detail the
six parts of the tutorial.

2.1 Introduction and Background
In Part 1 of the tutorial, we spend 10 minutes introducing

the problem domain of big spatial-keyword processing. We
describe the massive scale of spatial-keyword data. We give
example applications that require efficient processing of big
spatial-keyword data. One important issue is that different
applications demand different processing models. For ex-
ample, ad-targeting requires real-time processing while the
discovery of POIs can be performed in an offline, i.e., batch
processing model. We show that existing general-purpose
batch [21, 77] and stream [67, 78] processing systems are
not optimized to support big spatial-keyword processing.

2.2 Querying Big Spatial-Keyword Data
Part 2 of the tutorial takes 20 minutes to formalize

notations of spatial-keyword data and queries. Research
in spatial-keyword processing has initially started in cen-
tralized environments, where numerous important spatial-
keyword queries have been introduced and defined. Spatial-
keyword queries can be classified [10, 15, 18, 57] into the fol-
lowing categories: filter, top-k, collective, and other queries.

• The spatial-keyword filter queries [15, 20, 31, 48, 56]
identify data objects based on some spatial-keyword cri-

teria, e.g., inside a specific spatial range and contain a
specific set of keywords.

• The spatial-keyword top-k queries [20, 35, 38, 47, 62, 74]
retrieve the most-relevant k objects. Ranking of objects
is performed based on a function of the spatial distance
and textual similarity between data objects and queries.

• The spatial-keyword collective queries [12, 28, 65, 80]
identify groups of data object that collectively satisfy spe-
cific spatial and textual criteria, e.g., ones that collectively
contain a set of keywords. A single data object by itself
may not satisfy the group criteria.

• Other category includes other types of queries, e.g.,
spatial-keyword similarity distance and kNN join [9, 56],
skyline [42], why-not [16], approximate [46], and reverse-
kNN [47] queries.

A subset of these queries has been answered in the big
spatial-keyword domain, e.g, spatial-keyword filter [5, 43,
50, 51, 52], top-k [36, 49, 68], collective [30, 32] and join [76,
82]. Moreover, in Part 2 of the tutorial, we also present
the specifications of spatial-keyword query languages used
to express queries over spatial-keyword data, e.g., see [2, 54,
57].

2.3 Big Spatial-Keyword Processing Ap-
proaches

Part 3 of this tutorial covers existing approaches to sup-
port big spatial-keyword processing that can be classified
into the following categories:

• Query specific algorithms [30, 43, 76, 82] are devel-
oped to address certain query types. These algorithms run
on general-purpose big-data systems without any changes
to the underlying structure of the system or the layout
of the data being processed. These algorithms typically
group data objects for processing according to their spa-
tial and/or textual properties.

• Extensions to general-purpose big-data systems
are introduced to make big-data systems aware of the
specific nature of spatial-keyword data. Typically, these
extensions include indexing and partitioning techniques.
These extensions are tailored to the architecture of the
underlying big-data system. Extensions to main archi-
tectures of big-data systems can be classified as follows:
(1) Extensions to disk-based batch systems [36, 52, 59], (2)
Extensions to Resilient Distributed Datasets (RDD) sys-
tems, e.g., Spark [32], and (3) Extensions to real-time
streaming systems, e.g., Storm [56, 68].

• Spatial-keyword-only systems [53, 63, 66] are de-
signed from scratch and are fully optimized for the sole
purpose of big spatial-keyword processing. These systems
typically do not support other types of data or queries.

Most of these systems assume that the geo-location model,
i.e., the locations of the data objects and the queries are
defined using the longitude and latitude coordinates. How-
ever, other systems answer spatial-keyword queries assuming
a graph model, i.e., a road network, e.g., see [30, 50, 51].

2.4 Indexing in Big Spatial-Keyword Systems
In Part 4 of the tutorial, we spend 10 minutes describ-

ing the main indexing and partitioning techniques that are
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adopted in big spatial-keyword systems. In batch processing
systems [5, 36, 52], spatial-keyword data objects are indexed
using a combination of a spatial-index, e.g., R-tree [29],
Grid, K-D tree [8, 60] or Quad-tree [25], and a textual index,
e.g., inverted lists [85], or ordered-keyword-tries [22]. These
indexes are often realized on top of HDFS [64].

In a distributed streaming environment [56, 68], incoming
spatial-keyword data objects are routed to specific worker
processes. This routing can be based on the spatial or tex-
tual properties of the incoming data. In this part of the
tutorial, we survey main indexing, and partitioning tech-
niques of spatial-keyword data under both the batch and
streaming system architectures.

2.5 Case Studies
In Part 5 of the tutorial, we spend 10 minutes presenting

example big spatial-keyword processing systems. We give
examples of both batch [50, 51, 52] and streaming [56, 68]
big spatial-keyword systems. Our discussion of these sys-
tems focuses on the queries answered, the underlying ar-
chitecture, the indexing and data partitioning techniques
adopted in the aforementioned systems. We give examples
of services that rely on general-purpose big-data systems
for spatial-keyword processing. For example, Nimbus [40],
a service for tuning predicates of spatial-keyword queries
over tweets, uses Spark Streaming [78] to ingest and pro-
cess incoming tweets. Also, sksOpen [49, 81], a service for
querying and visualizing spatial-keyword data, uses MapRe-
duce to reduce the time needed for spatial-keyword indexing.
Yang et al., [76] propose to offload the processing of spatial-
keyword join queries within wireless sensor networks (WSN)
to a MapReduce cluster. ModisSENSE [59] uses MapReduce
to run clustering algorithms on big spatial-keyword data to
identify top-k POIs based on user feedback from tweets and
social networks.

2.6 Future Research Directions
Big spatial-keyword processing is becoming a hot topic. In
Part 6 of the tutorial, we spend 10 minutes highlighting
some research directions in big spatial-keyword processing:

Pipelined Evaluation of Spatial-keyword Queries
Current spatial-keyword system proposals typically support
small subsets of spatial-keyword queries (usually one or
two). A typical system uses tailored query-specific algo-
rithms and indexes. While many spatial-keyword queries,
e.g., skyline, why-not, and preference queries have been
addressed for a centralized environment, these queries have
not been investigated for big-data processing platforms.
Traditional RDBMSs have several building block-operators
that are composable to form complex queries. Then, these
queries are optimized and are evaluated in a pipelined
manner. Pipelined evaluation for complex spatial-keyword
queries in big-data systems remains an open research
direction for both batch and streaming environments.

Big Spatio-Temporal-keyword Processing
Big spatial-only systems use some sort of distributed
spatial indexing. Typically, spatial-keyword data involves
a temporal dimension, e.g., the timestamp of a tweet or a
web search. It is important to have a big spatio-temporal
and keyword system that is able to process, index, and
query spatial-temporal-keyword data in a scalable manner.

Also, existing big spatial-keyword streaming systems do
not support processing over a time-sliding window, e.g.,
continuous aggregation of data. This type of data manage-
ment requires novel distributed spatial-temporal-keyword
indexing, query processing algorithms, query languages,
and visualization schemes that account for the peculiarities
of the temporal dimension.

Benchmarking Big Spatial-Keyword Systems
Currently, many researchers use synthetic and domain-
specific datasets, e.g., micro-blogs datasets, in the eval-
uations of their proposed big spatial-keyword systems
and algorithms. Several benchmarks and data generators
exist for spatial-only [58] and relational evaluation [4].
Existing spatial-keyword benchmarks are either small in
size with limited queries [15] or focus on a specific use
cases, e.g., social network analysis as proposed by Doudali
et al. [23]. This calls for the development of a large-scale
spatial-keyword benchmark that includes large datasets
and various realistic queries for both batch and streaming
environments. This benchmark is essential for the effective
evaluation of emerging systems.

Load-Balancing in Big Spatial-Keyword Systems
Big-data systems distribute the processing across multiple
processes. It is typical that the distribution of workload in
spatial-keyword data be skewed and does not follow a uni-
form distribution. This calls for load-balancing techniques
that ensure fair workload distribution of the worker pro-
cesses. Existing load-balancing approaches in spatial-only
big-data systems [6] are not directly applicable to big spatial-
keyword systems. The only proposal for adaptivity in big
a spatial-keyword system [56] assumes only a streaming en-
vironment under specific types of queries. This calls for a
general load-balancing technique that is applicable in batch
and streaming systems and is effective under various query
workloads.

3. TARGETED AUDIENCE AND PREREQ-

UISITES
This tutorial targets researchers and developers that are

interested in conducting research in big spatial-keyword sys-
tems. This tutorial does not require prior knowledge about
spatial-keyword data or big-data systems and only requires
basic knowledge of the components of database systems, e.g.,
SQL and indexing.

4. RELEVANCE TO SIGMOD
Spatial-keyword processing and big-data processing are

two important topics that are currently investigated by the
database research community. Many research related to
spatial-keyword processing [5, 12, 28, 37, 47, 59] and big
data systems [7, 39, 67] are published in SIGMOD. Since
this tutorial discusses big spatial-keyword processing, the
tutorial is relevant to the database and data management
community and to the SIGMOD conference.

5. PRESENTERS BIOGRAPHY
Ahmed Mahmood is a Ph.D. candidate at the De-
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