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Occlusions disrupt the visualization of an object of interest, or target, in a real world scene. Video inpainting removes occlusions
from a video stream by cutting out occluders and filling in with a plausible visualization of the object, but the approach is too slow
for real-time performance. In this paper, we present a method for real-time occlusion removal in the visualization of a real world
scene that is captured with an RGBD stream. Our pipeline segments the current RGBD frame to find the target and the occluders,
searches for the best matching disoccluded view of the target in an earlier frame, computes a mapping between the target in the
current frame and the target in the best matching frame, inpaints the missing pixels of the target in the current frame by resampling
from the earlier frame, and visualizes the disoccluded target in the current frame. We demonstrate our method in the case of a walking
human occluded by stationary or walking humans. Our method does not rely on a known 2D or 3D model of the target or of the
occluders, and therefore it generalizes to other shapes. Our method runs at an interactive frame rate of 30fps.

CCS Concepts: • Computing methodologies → Reconstruction; Image-based rendering; • Human-centered computing →
Visualization.
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1 INTRODUCTION

Video streams are a widespread approach for visualizing real-world scenes in real time. However, video streams suffer
from occlusion. In a dynamic scene, an object of interest, or target, can become temporarily hidden by other objects. In
order to achieve an uninterrupted visualization of the target, one approach is to acquire the scene with multiple video
streams, in the hope that the target is visible in at least one stream at any given time. Such a visualization with multiple
streams implies a significant cognitive load for the user, who cannot monitor all streams in parallel, but has to examine
the streams one at the time. Moreover, there is no guarantee that the target is visible in any one of the available streams.

Another approach is to rely on earlier frames to fill in the parts of the target that are occluded in the current frame.
This inpainting approach for removing occlusions from video has the advantage of good visualization continuity, since
the viewpoint does not change, and of simple acquisition, requiring only one video stream. Whereas there are real time
video inpainting methods for removing occlusions of a static or of a rigid body target, prior art methods for deformable
targets are too slow for real time performance.

In this paper we describe a novel method for video inpainting to remove occlusions of a deformable target in real
time. Our method takes advantage of the fact that, in many cases of interest, such as when the target is a walking
human, the target deformation is coherent, and the range of deformations is small. Our pipeline segments the partially
occluded target from the current frame and inpaints the missing pixels by resampling from a matching disoccluded
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