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Abstract

This paper describes the work of a team of researchers in
computer graphics, geometric compuling, and civil engincering to
produce a visualizatton of the Scptember 2001 atack on the
Pentagon. The immediate motivation for the pmoject was 1o
understand the behavior of the building under the impact. The
longer term motivation was to cstablish a path for producing high-
quality visualizations of large scalc simulations.

The first challenge was managing the enormous complexity of the
scene 1o fit within the limits of slatc-0f-the an simulalion software
systcms and supcrcompuling resources. The sccond challenge was
to intcgratc the simulation results into a high-quality visualization.
To meet this challenge, we implemented a custom imporier that
simplifics and loads the messive simulation data in 2 commercial
animation system. The surrounding scence is modeled using
image-based techniques and is also imported in the animation
system where the visvalization is produced.

A specific issue for us was to federale the simulation and the
animation systerns, both commercial systems not under our
control and following intemally different conceptualizations of
geometry and animation. This had to be done such that scalability
was achieved. The reusable link created between the two systems
allows communicating the results to non-specialists and the public
a1 large, as well as facililaling communication in teams with
members having diverse technical backgrounds.

CR Catcporics and Subject Descriptors: 1.3.3 [Computer
Graphics]: Applications, Three-dimensional Graphics and
Realism, Graphics Ulilities. 1.6. [Simulation and Modeling):
Applications, Model Validation and Analysis, Qutput Analysis.

1. INTRODUCTION

1.1 Problem description

Sinee Ken Wilson's arficulation of simulation as third pomdigm
of science in the mid-1980s [14], co-equal with experimenlal and
lheoretical scicnce, simulations have become essential 1ools in
many lields of science and engineering. Scienlilic simulalions are
used to crash-tesl an automobile before it is built, 1o study the
interaction between a hip implant and the femur, 10 evaluate and
renovate medieval bridges, to assess the cffeclivencss of
¢lectronic circuit packaging by running circuit-board drop 1esis, or
10 build virtual wind wnnels.
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In particular, [initc-clement analysis (FEA) plays a [undamental
mole in engincering because of its ability to inlegrate multiple
physical phenomena, such as fluid flow, [uid/solid imeraction,
and material behavior. FEA systems compute a varicty of physical
parameters over the lime span of the simulalion, such as position,
velocity, acceleration, siress, and pressure. The visual presentation
of Lhe results is either handed off to peneric posi-processors or
else is swdied In specific conlexts in the ficld of scientific
visualization.

Three dimensional computer graphics has odvanced
tremendously, driven mostly by the popularity of its applications
in enlertainment. Consumer-level priced personal computers with
add-in graphics cards can produce high-quality images of complex
3D scenes at interaclive ralcs or can run sophisticaled animation
software systems 1o produce, off-line, video sequences that very
closely approach photorealism Because of the specifics of the
applications that commissioned their development, animalion
systems ar¢ mainly concerned with minimizing the production
effort and maximizing the entertainment value of animations.
They locus on the rendering quality, on the expressivily of the
animated characlers and are less concerned with closely following
the laws of physics.

Qur team had the goal of producing a visunlizntion of lhe
September 2001 attack on the Pentagon ihat is both physically and
visually accurate (Figure 1, Figurc 3 and accompanying videa).
The obvious solution is to take advaniage of the sirengths of both
simulation and animation systems. The project had two distinct
paris. During the first parl we designed, tested and then ran at full
scale the FEA simulation of the aircraft impacling the building
structure, For this part we used LS-DYNA [5], a commercial FEA
system often used for crashworthiness simulations, In the second
phase the cfforls were focused on producing a high-quality
visualization of the massive data resulling from Lhe simulation, In
arder o do so we created a scalable link between the FEA sysicm
and a commercial animation system {Jds max [19]). The link can
be dircctly rcused to creale animations with physical fidelity

Figure 1 Animation frame. The top floors are not shown 1o
reveal the stmulated aircrafl / conerete columns impact.



regardless of the scienlific or engineering domain.

1.2 Motivation

A high-quality visualization ol the resulis of a simulation first
requires that the objects whose inleraction is simulated be
rendered using state-ol-the-art rendering techniques. The second
requirement is thal (he simulation be placed in the conlext of the
immediale surrounding scenc. For this the scene has 1o be
modeled and rendered along with the simulation results.

Such a visualization makes the results and conclusions of Lhe
simulntion dircctly accessible 10 others than the specialists that
designed the simulation, withoutl sacrificing scientific accuracy.
This will moke scientific simulations powerful tools that will
routinely be used in a variety ol fields including nationnl sccurity,
emergency managemeni, forensic science, and medin,

A good visualization ullimzlely leads to improvemenis of the
simulation itscll. High-quality images quickly reveal
discrepancics with ¢xperimental dala observed over the years or
recorded specifically for finc tuning the current simulation.

1.3 Process overview

Figure 2 gives an overview of e process that converted the
heterogencous dala documenling the event into the desired
visualization,

The [rst step in crealing the simulation was lo gencrate the
element meshes suitable for FEA. To keep the scene complexity
within manageable limits, only the most relevant components ol
the aircraft and of the building were meshed. Then, the material
mode] parameters were uned during iest simulations to achieve
comect load deflection behavior. The FEA code was run on the
full resolution meshes 1o simulate the first 250 milliseconds of the
impact over 50 states.

The visualization part of the project began with modeling the
Pentagon building from architeclural blueprints using a CAD tool.
The geometric model of the building and the surroundings were
enhanced with textures projecied from high-resolution satellite
and aerial imagery using a custom tool. The 3ds max aircrall
maodel used for visuvalizing the approach was readily availoble.
The 3.5 GB of state data describing the mesh deformations was
simplificd, converted and imponied inlo the animation system
through a custem plugin. The imporied meshes were aligned with
the surrounding scenc and cnhanced with rendering moterial
properiics. Finally the imtegraled scene was rendered from the
desired camera paths.
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Fieure 2 Process overview.

Figure 3 Visualization of the jet fuel.

Prior work is discussed next. The remainder of the paper is
organized as follows. Seclion 3 describes 1he simulation; section 4
describes modeling the part of the scene not involved in the
simulation; section 5 covers imporiing the simulation dasa inlo the
animation system. Results are presenled for each seclion
separately. All the liming datn was obtained on Pentium 4 Xeon, 2
GHz, 2 GB workstations. Discussion nnd directions for fulure
work conclude the paper.

2. PRIOR WORK

Baker et al. [1] describe the simulalion of a bomb biast and ils
impact on a neighboring building. The scenario investigated
maiches the 1996 attack on the Khobar wowers, Two
computational codes were used. The blast propagation was
computed using CTH [3] at the Army’s rescarch lab in Vicksburg
[6]). Results of the CTH calculation are used as inilial pressure
loadings on the buildings and Dyna3D [4] is Lhen used 1o model
the structural responsc of the building to the blast. The results
were visualized in the Dyna3D poslprocessor and VTK
(visualization toolkit [7]) using slandard visualizalion techniques
such as slicing and isosurfacing. The rescarchers report the
difficulty of visualizing the large data sels; the solulions employed
are reducing resolution, decimation and extraction of regions of
interest. Enhancing the quality of the visualization using
photographs is mentioned as future work.

A considerable body of liternture in nuclear engineering is
dedicated 1o simulaling the crash of an aircrafl inlo a concrete
structure. Provisions for aircrall impacl on reinforced concrete
structures are incorporated into the Civil Engineering codes used
for the design of nuelear containment structures, A full-scale test
was conducted by Sugano et al. [2] to measure the impact [orce
cxcrted by fighter aircrafl (F4D) on a reinforced concrete target
slab. The swdy provided important informalion on the
deformalion and disintegralion of the aircrell. A simplified
computational model was ulso developed in order to capture the
plobal response of the impacl. This sludy provided us the
experimental evidence thai the airframe and the skin of the aircrafl
alone are not likely 1o cause the major damage on reinforced
concrele targets.

To place the simulation in context we had to model and render the
surroundings of the Pentagon. Research in image-based rendering
(IBR) has produced scveral suecessful approaches for rendering




complex large-scale natural scenes, The QuicklimeVR [9] sysiem
models the scene by acquiring a sct of overlapping same-center-
of-projection photographs that are stilched together to form
panoramas, During rendcering the desired view is confined to the
centers of the panoramas. In our case it was important to allow for
unrcsirained camera molion so we dismissed the approach.

Imoge-based rendering by warping (IBRW) {10] relics on images
enhanced with per-pixel depth. The depth and color samples are
3D warped (rcprojecied} to create novel views. Aithome LIDAR
sensors can provide the depth data v appropriate resolution and
precision. In the case of our project no depth maps of the
Pentagon scene were available and we could not usc TBRW. In
light field rendering the scene is modeled with a database
containing all rays potentially needed during rendering. The
methed does not scale well: the number off images that need 1o be
acquired and the ray database grow to impractical sizes for large-
scale scenes.

An approach frequently used for modeling large urban scenes
combines images with coarse gcomerry into a hybrd
represenlation. A representative cxample is the Fagade system
[I1] which maps phetographs onto buildings modeled with simple
primilive shapes. The sysicm was used 10 model and realistically
render a university campus environment. The relatively simple
geometry of the Pentagon building end the availability of
photographs of the arca motivated us to choose a hybrid geometry
/ images approach as described in section 4.

3. LARGE SCALE SIMULATION

FEA codes arc among the most lexible and competent 100ls for
simulating - physical phenomena. A simulation is described by
providing a geometric description, 1 set of constitulive models
that caplure non-linear material behavior, initial conditions, and
the interaction of various componenis of the model through
contact algorithms, The geometric description is n lerms of
ncdes (points in 3-space) and elements (beam, shell and volume)
partitioning the gecometric objecls. The elements have associated
material properties that describe their behavior under strain, The
simulation code integrates differential equations that express the
malerial chamacteristics and the interaclion and energy exchange
between moterials in contact (or in a field). Failure of ¢clements in
the simulation is achieved by imposing a maximum strain limit in
the material model, and eroding clements that reach the limit.
These clements are not considered in the dynamie equilibrium of
the model in the following time sleps.
Physically this means that the material
tears or breoks at that locale. This
approach enables the wings to cun through
the reinforced concrete columns. Erosion
of clements is a technique that i5 essential
for simulating penetration problems.

Based on carcful consideration, our
simulation hypothesis is that the most
massive structure, causing the bulk of the
damage through ils kinelic energy, has
been the liquid fuel (kerosene) in the tanks
of the aircrafl. At impact, the planc was
coying an estimated 5,200 gallons of fuel
and had a speed estimaied at 430 mph.
Damsage inspection revealed that the
performance of the building depended
crucially on thc spirally reinforced

Figure 4 column
FEM. concrele  columns of the building.

Figure 5 Eulerian mesh cells with >25% liquid occupancy.

Accondingly we concentrated on modeling the columns and the
fuel. Figure 4 shows the finite element mesh (FEM) for the
spirally reinforced concrele columns, We modeled the confined
concrele core, the steel rebars, and the unconfined concrete cover
{MufT). The column hexahedral elements are 7.5 x 7.5 x 15 ¢m in
size. The column is anchored by the Rloor and ceiling supports
(red in the [figure). The fuel was modeled using an Arbitrary
Laprangian-Eulerian (ALE) formulation what integrates the
Navier-Siokes equations of Tuid dynamics for the motion of the
liquid fuel. The Eulerian mesh is able to expand in order to
enclose the splashing liquid fucl. Automatic mesh motion is
achieved by following the mass-weighted average velocity of the
ALE mesh. The [uel is specified in the Eulerian mesh in terms of
per-cell fractional occupancy values. Figure 5 shows the liquid in
the initial configuration. The Eulerian mesh clements are 15 x 15
x 15 cmin size.

A 3ds max model
of Lhe Boeing 757
was oblained from
a game company
[15] and formed
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~ creating the FEM
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convenienlly generating meshes at various resolutions.

In order to calibrale the colunns used in the simulation, a
reinforced concrele column was analyzed under impact loading.
Figure & (lop) shows the calibration column subjected to high-
speed impact with liquid. The liquid mass was idealized as a block
(shown in red color). Figure 6 (bottom) illustrates the damnged
state of the column after impact. Erosicn of elements in the
column allowed us to model penetration of the fluid and the
spliting of the column into iwo picces after impact Diflerent
[ailure strain limits were used for the unconfined Anff cover and
the confined concrele inner core. The sicel rebars were also
assigned failure strain limils in order to model the rupture
behavior of the reinforcement.

The mesh density balances accuracy and model size to maximize
resolution and fidelity while slaying within software and hardwuore
limitations. At 934 K nodes, the simulation took approximately &
hours per recorded stale on an IBM Power-4 platiorm with 8
processors and 64 GB of memory. The intcgration step size was
0.1 milliseconds, and we recorded 50 states, 5 milliseconds apan.
The disk size of each state is 70 MB, for o torn] of 3.5 GB.

4. SURROUNDING SCENE

We decided 10 model the surrounding scene for two reasons, First
we wanted to visualize the trajeclory of the plane immediately
before the collision. Second, we wanted 10 place the simulation
resulls in conlext 1o make it easily understood by someonc who
was not ¢closely involved with the invesligation.

As described earlier, our approach was dictated by the available
data documenting the scene. From the architeciural blueprints we
produced a CAD model of the building. The damage in the
collapsed area was modeled by hand to match available
photographs. The region surrounding the Penfagon was simply
modeled with a large plane. The geometric models were enhanced
with color using high-resolution satetlitc [16] and acrial imagery

(8]-

1n order to apply a pholograph lo a geometric mode! two prablems
need 10 be solved. First one has to find the pose of the camera in a
model-defined coordinate sysiem (camera matching). Sccond the
photograph pixels need lo be mapped to the model triangles that
are visible 1o the camera (projeclive lexture mapping [17]). The
basic functionality is available in animation systems such os 3ds
max and Maya. We decided to implcment cur own camcra
matching / projeclive texture mapping tool to have more control
over the camera maiching and 1o create a convenlionally 1exture
mapped model. Such a model with individually texture mapped
triangles can then be easily combined with other models (namely
the approaching aircraft and the resulis of the simulation) and
allows using multiple reference photographs with good control
over lhe triangle to pholograph assignment.

We find the camera pose using corespondences between the
pholograph and the geometric model. Since the camera used to
take the pholographs is not available we also calibrate for the
foral length. The focal length is the only intrinsic parameter of the
carnera model used: the center of projeclion is assumed 10 project
in the center of the pixel grid, the pixels are assumed to be square
and the lens distortion is ignored. We use this idealized model
since the scene is fla1 (the height of the Pentagon building is small
compared 1o its horizontal dimensions) and nearly coplanar points
make the calibrmion for complex camera models numerically
unslable. We search for Lhe scven unknowns using the downhill

simplex method. The starting position is obiained by rendering the
medel and manvally edjusting the view such that the rendered
image roughly masches 1he pholograph. Convergence is achieved
in negligible time, For a 3000 x 2000 pixels image the camera

matching ¢rror is on averzge 3.5 pixels for 10 corespondences.

Once the view is known,
the camera is
ransformed in 2
projectos  and  the
photograph  pixels arc
deposited on the surface
of the trinngles 10 create
individual texture maps.
The algorithm proceeds

Render model from camera view CV
In itemn buffer /B and z buffer 28
For each lriangle Tin iB
ProJect Tin CV
Find longes! edge e, comr. heighl
Allocate e x h texiure map TM
Sel lexture coordinates lor T
For each texel #in TAf
If ¢ oulslde T conlinua
Project tin CVatp

as follows {Pscudocode
1). IR stores the IDs of
the Irangles that are
scen by the photograph.

If hidden by ZB continue
Sel ! o pholograph plxel p
Sel edge lexels

Pscudocode 1 Texture generation

A lexture map s

generated for cach visible (riangle. The texture is aligned with the
longest cdge of the projecied triangle and with its corresponding
height. The lenpihs of the iwo segments in pixels give the texture
resolution. By choosing the resolulion this way, the lexiure
subsamples the pholograph in the parl of the trangle near the
camera and supersamples it al the far end. Subsampling implics
losing some of the color information of the photograph. We have
cxperimenicd with setting the lexlure resolulion 1o the maximum
sampling rate encountered at the near end of the triangle. The
Pentagon building model contains long triangles and the
conservative resolution produced excessively large lextures,
Using the z buffer the texture is sel only for the pan of the triangle
actually seen in the photograph. This is important when other
images are used to compleic the texwure of the triangle. To
cormrectly handle triangles that have a thin projeclion, the texels
traversed by the edpes are set the same way (without the triangle
membership test).

The building and ground plane
model consisting of 25 K triangles
was sprayed with a 3000 x 2000
pixcls photograph. The resulting
tcxture mapped model produced
realistic  visualizations of the
Pentagon scene. Figure 8 shows an
image rendered ffom a
considerably different view than

Fipure 7 Pholograph

Fipure & Image rendered from texture mapped mode|




the view ol the reference photopraph, which is shown in Figure 7.
The to1al disk size of the texture [iles is 160 MB. The diflerence
when comparing lo the 24 MB of the reference photograph is due
to the texels outside of the trinngle, to the texels corresponding to
the hidden pari of the triangle, 1o the thin iriangles that have a
texture larger than their area and to our simple merging of
individual texture images that vertically collates 10 images 1o
reduce the number of files. For now we rendered the scene offline
so lhe large 1otal texiure size was not o concern. For real time
rendering, the lexture size has o be reduced. A simple greedy
algorithm for packing the textures involving shifis and rowtions is
likely 10 yicld good results. The rolation can be propagated
upstrcam Lo the spraying Lo avoid the additional resampling.

5. INTEGRATION

The simulation resulis [iles are directly importcd in 3ds max viaa
custom plugin. The 954 K nodes of the FEM deline 355 K
hexohedral (solid) elements used 1o model the column core and
the NMuff, 438 K hexahedral elements for the liquid elements, 15 K
quadrilateral (sheff) elements used to defince the fuselage and floor
of the aircrall, and 61 K segment (beam) elements used to define
the ribs and siringers of the aireraf. The importer subdivides the
simulation scene inte objects aceording lo materials 1o facilitate
assigning rendering malerials.

5.1 Solid objects

Ignoring the liquid for now, the 12, 2 and 1 trfdangles per solid,
shell and beam elements respectively imply aboul 4.3 M triangles
for the selid materials in the simulation scene. This number is
reduced by eliminating internal faces, which are imelevant during
rendering. An internal face is a face shared by iwo hexahedrml
clements. Because elements erode, faces that are initially internal
can become visible at the fracture arca. For this an object is
subdivided according to the simulation siates; subobject & groups
all the elements. that erode at state k. Discarding (he inlernal faces
of each subobject is done in linear lime using hashing. This
reduces the number of triangles to 1.3 M, which is easily handled
by the animation system.

However, importing the mesh deformation into the animation
systcm proved to be a serious bottleneck. The mesh deformations
are saved by the FEA code os node positions al every state, The
animation system supporis per verfex animalion bul ercating 50
position controllers for each of the remaining 700 K nodes takes
days and the resulting scene {ile is unusable. The practical limit on
the number of animation controllers is about 1 M, The number of
animalion controllers is reduced in two ways. First, the importer
does not animate nodes with a total movement {sum of state lo
slale movemenl) below a user chosen threshold {typical value 1
cm). Second, the tmajectorics of each node are simplified
independently by climinating (i.c. not crealing) controllers for the
nearly lincar parts. We have experimented with two ways of
simplifying the trajectory. In the first approach, a controller is
removed if the resulting Lrajectory is, at every stte, within a
threshold (typical value 1 cm) of the original trajeciory. This
cniorees the threshold globally at the cost of an order N5 running
lime where & is the number of nodes and 5 is the number of stales.
Our second approach considers triples of stales A, B, C and
removes the controller for B il'B is closer than | em from the line
AC. The next triple considered is A, C, D if B is removed and B,
C, D if nol. When the threshold is considerably less than the
amount a node moves between states, the result is viruolly the
same as in the case of the first approach, with the benefit of an
order M5 running time. After simplification, 1.8 M controllers

remained. We distributed the simulalion scene over three files,
each covering onc third of the simulation. Matenials and cameras
can of course casily be shared among severnl files. Imperling the
solid objests takes 2 hours total, out of which 1 hour is needed for
the third part of the simulation. Once the solid objects are loaded,
the animator assigns them stondard 3ds max materials.

5.2 Liquid objects

The liquid data saved al every state contains the position of the
nodes of the Eulerian mesh and the fractional occupancy values at
that state. The liquid could be dirceily rendered from the
occupancy data using volume rendering techniques. We chose to
build a surface boundary representation first in order to ke
advantage of the rendering capabililies of the animation system.
For every stale the imporer selects the Eulerian mesh ¢lements
that have a liquid occupancy above a certain threshold (typical
value 25%). The intemal laces are eliminaled similarly to the
solid object case, Once the liquid is imported, two 3dsmax
modifiers are applied. For now the modifiers are applied manually
by the animator; in the future this step will be moved inside the
importer. The first is 1he "relax” modifier, which changes the
apparent lension of the surface by moving vertices toward an
average cenler poinl. By relaxing the mesh, it rounds the cdges
without adding or removing [aces. Afler relaxing the mesh, a
“smooth” modilier is added 1o average Lhe abject's normals, which
creates a surface that reacls well to light, reflection, and
refraction.

Fipure 9 Fuel rendered in animation system



The liquid material is a 3ds max slandard malerial with a falloiT
map in the opacity channel. This map attenuates the lransparency
of the object relative to the camera. It makes the object appear
transparent where its normals are pointing in the same direction as
the camera (the Fresnel effect). Optignal raytrace maps are also
comirolling the reflection and refraction of the liquid material.
Figure 9 shows lhe liquid rendered once without the raytrace maps
(5 seconds render time, ltop image) and then twice with the
raytrace maps (5 minules middle image, 55 minules bottom
image). Refraction and surface reflections improve the realism of
the second image while the less expensive technique produces
acceptable results when the liquid is integrated with the complex
scene.

As in the case of the solid objects, animating the liquid is
challenging. There arc two fundamcnial approaches: 1o consider
the liguid a complex object that moves and deforms over the
simulation time or (o frequently recompute the liquid object from
the occupancy data, possibly m cvery animalton frame.

The first npproach is in the spirt of animation systems where the
same geometric entity suffers a series of transformations over the
animation time span, The state of the peometric enlity is knowa at
the simulation states; it can be compuwed by thresholding or
isosurfacing the occupancy data. In order to define a morph that
produces the enimalion frames in belween the slales,
correspondences need 1o be esiablished. This is challenging since
the liquid can change considerably from one statc 10 another; this
implies different number of vertices, diflerent local topologies
(drops, liquid chunks separating and reuniting).

We have allempled lo implement this approach using the Eulerian
mesh as a link between states. First, for each simulation state, the
liquid elements occupied above a pgiven threshold are selected.
Then the Eulerian mesh is split in liquid objecls (7, j) defined by
the sct of elements that contain liquid from state § to f, and do not
contain liquid at staies i-f and j+7. In other words the object &, )
contains the liquid “alive” betwcen siates § and j. The internal
faces are removed nnd the object, which is a subset of the Enlerian
mesh, is animated according to the known positions of the mesh
nodes. Because the occupancy values vary considerably from one
{rame 10 another, many small [iquid objects arc generated. This
leads to a large number ol position controllers.

The approach of defining the liguid with independent objecis
corresponding lo snopshols along the simulation timeline has
proven lo be more practical. Visibility controllers automatically
generated by the plugin define the appropriate life span for cach
object. To smooth the transition the objects ore {faded in and out at
a negligible cost of 4 controllers per liquid object. Curvently the
liquid is modeled with one object per slale. The 50 liquid objects
total 1.5 M triangles. By interpolaiing the occupancy data one
could penerate one snapshol for every amimation stcp. When
playing back the 50 states over 30 seconds al 30 Hz, 500 liquid
objects need to be generated, which exceeds a practical geometry
budgel. We are investigating generating the liquid objects during
rendering. This implies finding a way for applying the modifiers
and assigning Lhe liquid material automatically, during rendering.

6. DISCUSSION AND FUTURE WORK

As one of the five member team 10 inspect Lhe damaged building,
Meie Sozen is a cosuthor of the Pentagon Building Performance
report [8]. The most massive impacling element was the fuel.
The [uselage of the aircrafl has litile strength under axial impact,
as confirmed by the simulation and validated by aciual

cxperiments [2]. The simulation clearly shows Lhal the siniciural
damage occurs only when the fuel mass hits, The simulation can
be exlended 1o cover a longer period of time, with denser stales,
involving higher resolution meshes; cther possible extensions are
modeling the building and aircraft in more detail and including the
effects of the explosion, of the high temperatures and of the
combustion. The bottleneck in the simulation tuns was the amount
of memory available on the various platforms used. The power of
largc memory spaces has recently been combined with the
convenicnce ol desklop compuling. We are in the process of
sciting up simulation runs on recently acquired Itanium PCs.

We have implemenled a set of tools for integrating the simulation
resulis with the surrounding scene in a commercial animation
packape. All tools can directly be rewsed for producing other
visualizations. The plupin importer and 3ds max are now
commonly used by the civil engineering researchers of our tcam,
Initially the use was resiricted to producing illustrations of their
work; they are now using it 1o inspeci the result of simulations.
Scientific simulalion researchers and commercial-simulation-
syslems developers have shown great ini¢rest in the quality of the
visualizalions and we have initiated several collaborations. Except
for the liquid mytracing, the integrated scene could be explored
interactively. The VRML format for example docs support
riangle meshes with per verlex animation and can be rendered
with hardware support by many browser plugin or stand alone 3D
VIEWETS.

The link created between simulation and animation has to be
further developed. The current bottleneck is the animation of the
deforming meshes, Paradoxically the animation system performs
better if the animalion is specified by geometry replication. We
will continuc 1o investigate this problem. The importer could be
extended 10 creale dust, smoke and fire outomatically. For
example when a concrete element erodes, it should be tumed in
[ine debris or dust animaled according to the momentum that the
element had belore eroding. The simulalion driven recreation of
low visibility conditions will be valuable in virtual training, The
first effort described here relied as much as possible on the
capabilities of the animalion sysiem. These can be extended 1o
include classic visualization techniques. Well studied algorithms
can be employed and we do not foresce any major difficulry.

Good visvalizations facililale the comparison of the simulation
resulis 1o observed or recorded real data, Providing tools to assist
and then fully automate the comparison is one of gur longer term
goals. Computer vision techniques are a possibility. This task is
greatly facilitated if the experiment scenc or agheal cvent scene are
capured by depth maps in addition to the aditional photographs.
In our case, recording the shape of the columns affected by the
impact would have been both casy and very beneficial.
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