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FlyCam: Multitouch Gesture Controlled Drone
Gimbal Photography

Hao Kang , Haoxiang Li , Jianming Zhang , Xin Lu, and Bedrich Benes

Abstract—We introduce FlyCam—a novel framework—for gim-
bal drone camera photography. Our approach abstracts the cam-
era and the drone into a single flying camera object so that the
user does not need to think about the drone movement and cam-
era control as two separate actions. The camera is controlled from
a single mobile device with six simple touch gestures such as ro-
tate, move forward, yaw, and pitch. The gestures are implemented
as seamless commands that combine the gimbal motion with the
drone movement. Moreover, we add a sigmoidal motion response
that compensates for abrupt drone swinging when moving hori-
zontally. The smooth and simple camera movement has been eval-
uated by user study, where we asked 20 human subjects to mimic
a photograph taken from a certain location. The users used both
the default two joystick control and our new touch commands.
Our results show that the new interaction performed better in
both intuitiveness and easiness of navigation. The users spent less
time on task, and the System Usability Scale index of our FlyCam
method was 75.13, which is higher than the traditional dual joy-
stick method that scored at 67.38. Moreover, the NASA task load
index also showed that our method had lower workload than the
traditional method.

Index Terms—Gesture, posture and facial expressions, teler-
obotics and teleoperation, virtual reality and interfaces.

I. INTRODUCTION

THE consumer civilian drone technology has became in-
creasingly accessible and affordable. Many advances have

been dedicated towards longer flight time, collision avoid-
ance and path customization. Consumer drones are also often
equipped with a high-quality camera mounted on a rotatable
gimbal that is controlled separately. People most commonly fly
the drones to obtain impressive videos or to take pictures. In a
typical configuration, the real-time drone camera streaming is
viewed with the help of a mobile application running on a smart
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phone or a tablet. Some drones store the videos on the on-board
memory card that can be viewed later.

Most of the technological progress has been dedicated to the
drone themselves and the most common way to control them
is by using a dual joystick remote controller (RC), where one
joystick is used for turning the drone and the other joystick is for
propelling. The gimbaled camera needs additional control that
complicates the navigation. While commonly used in amateur
and professional planes and drones, this kind of navigation is not
intuitive for beginners. The dual joystick operation asymmetry
leads to a long learning curve for the starters and has caused
many failures and destroyed drones. Even skillful users need
to take into account additional consideration for drone control
that is distracting when a particular objective, such as a photo
or a video, is being targeted. This situation is exacerbated with
drones with a separate camera control. In order to get a desired
view, the user must steer the drone to reach an approximate
location, then adjust camera orientation to see the resulting view.
If the view is not as expected, the drone needs to be moved
further, camera adjusted, etc. The user usually needs to iterate
this process to achieve the desired camera view.

Our key observation is that the Human-Drone Interaction
could be more intuitive and natural if one would decouple the
mechanical control from the desired objective. A goal-oriented
design would let the users forget about the drone and only fo-
cus on the high level tasks. The low level motor control would
be abstracted out from the users and the users should be able
to operate the views with their flying camera directly, rather
than worrying about the direction where the drone has to go.
Moreover, as a derived camera application running on mobile
devices, the drone photography applications could naturally in-
tegrate common touch gestures for camera and drone controls
to replace the RC.

In this letter, we introduce FlyCam, a multi-touch camera
view manipulation framework for drones equipped with cam-
eras with gimbal. Our framework substitutes the traditional RC
for drone controls by simplifying the low level aircraft controls,
together with gimbal operations, to only six simple and intuitive
multi-touch gestures. A single finger drag rotates the aircraft
and camera; a double finger drag drives the drone up/down or
left/right; and a single/double tap hold moves the drone forward
or backward along the camera optical axis. The speed of the
drone actions are controlled by the dragging distance on the
screen or the tapping pressure. The direct manipulation of the
camera view instead of drone and gimbal operations signifi-
cantly reduces the difficulty of photo composition process with
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Fig. 1. Comparison of the drone trajectories taken by the traditional dual
joystick RC method (top) and our new FlyCam method (bottom). The goal
of the experiment was to recover five views given as photographs. The top
trajectory is longer and more intricate, indicating that the user had to perform
more adjustments and put more efforts during the task. The bottom trajectory is
more direct and concise, indicating that the user was able to get to the desired
locations quickly and fine-tune the position better by using our method.

Fig. 2. Overview of the pipeline for FlyCam framework. The user inputs
gestures that are classified and instructions for the drone navigation are generated
and scheduled. Visual feedback is immediately shown on the screen.

Fig. 3. Holding behavior of the control tablet can vary for different sizes of
the screen. Small screens are controlled with thumbs, whereas large screens are
controlled by one hand.

drone camera. The difference is reflected clearly in Fig. 1 as
trajectories extracted from one user study of five shooting tasks
with a drone (VI-C).

We have performed a user study, where we compare the tradi-
tional RC control with our new interface. The results show that
our framework offers better efficiency in the drone photography
tasks, and our new interface provides a better usability and a
lower workload to the users. Our main contribution is in provid-
ing a unified framework that encapsulates control of movement
of drones and camera control.

II. RELATED WORK

We relate our work to the control of gimbaled camera and
aircraft and to the touch gestures.

Gimbaled camera and aircraft control The gimbaled cam-
era control of UAVs was discussed before the consumer drones
becomes popular in [1], [2]. Two studies of fly-by-cameras [3],
[4] analyzed the kinematics models of drones and camera and

motivated our work. Drone manufactures have also introduced
various First-Person View (FPV) displays [5], [6]. The displays
can track the head pose of the user, and reflect action to the
drone gimbal. Contrary to the previous work, the novelty of our
work is that the user can control both the gimbal and the drone
movement by touch gestures from a single mobile device.

The most conventional method of consumer drone controls
relies on a dual joystick Remote Controller (RC) and it is com-
monly used for example in works [5], [7], [8]. For lighter,
smaller, and more affordable consumer drones, the RC is re-
placed by a mobile application that uses on-screen virtual
joysticks [9] or device built-in accelerometers to control the
drone [10]. However, this requires the users to have an un-
derstanding of drone dynamic behavior, which are not designed
naturally for efficient and undemanding photo composition. This
often causes navigation errors and even damage to the UAVs.

Prior research on human robot interactions proposes a num-
ber of novel drone controls. Various hands free control meth-
ods, such as eye tracking [11], [12], speech [13], [14], and brain
electroencephalogram [15], [16], were applied to control UAVs.
Body gestures were also widely studied and some rely on ex-
ternal sensors to capture the gestures, such as Microsoft Kinect
in [17]–[19], the Leap Motion controller [20], [21], or wearable
devices [22], [23]. Other methods use the on-board cameras or
sensors to guide a single UAV or a team of UAVs [24]–[27]. Em-
pirical studies on Human-Drone Interaction (HDI) using body
gestures were conducted to explore the natural human behaviors
in the interaction scenarios [28]–[31]. Multi-modal UAV con-
trols were also used to gain better control over hybrid modes.
The combinations of speech, gesture (hand and body), and vi-
sual markers were applied in [32], [33], and they were compared
and discussed by Abioye et al. [34]. The nontraditional input
modalities were analyzed to form a scheme in developing intu-
itive input vocabulary [35]. However, it is difficult to translate
natural vocabulary into drone instructions for precise control.

Path customization was explored as a task level UAV control
and some results have been successfully applied to the con-
sumer drone industry. The path customization is mainly set up
for drone photography or video recording trajectory planning
by using pre-programmed command sets [36], key-frame posi-
tioning [37]–[39], viewpoint optimization [40], [41], way-point
setting, and following the user motion [7], [8], [42]. Existing
systems enable designing cinematography shots ahead of time
in a virtual environment. In contrast, our system makes it eas-
ier to perform artistic exploration while the drone is in mid-air,
which could be useful, e.g., to explore how the scene looks in
real-world lighting conditions.

Touch gestures Researchers explored and defined natural
multi-touch gestures with 3D objects on large screens in [43],
[44], as well as single-touch techniques for virtual camera ma-
nipulation on small devices [45], [46]. Navigation in virtual
3D environment using multi-touch gestures were also investi-
gated [47], [48] and these studies are instructive for multi-touch
gesture design for drone navigation, but they were focusing on
virtual 3D environment.

Multi-touch gestures have been applied in UAV Ground
Control Station (GCS) [49]–[51], and experimented in
Human-Robot Interaction (HRI) in the context of teleopera-
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Fig. 4. Our six gestures and the corresponding drone actions.

Fig. 5. Drone coordinate system.

tions [52], bipedal walk [53], and general control [54]. Close to
our work is the research of Chen et al. [55] and Gross [56] who
introduced methods to operate a drone through camera view
manipulation with multi-touch gestures. A more recent research
XPose [57] also provides an intuitive touch-based interface for
semi-autonomous photo shooting via points of view. The main
difference to our work is that the other studies were not consid-
ering the gimbal operations, while gimbal plays an important
role in drone photography nowadays. Contrary to our work, the
gestures are used to navigate the drone movement and not to
unify movement with the control of the camera.

III. SYSTEM OVERVIEW

FlyCam framework consists of four modules shown in Fig. 2.
The application runs on a mobile device, takes as input multi-
touch gestures, and visualizes the drone camera streaming as
the output (see also Fig. 8 for the graphical user interface and
the accompanying video for real-time demo).

The Touch View that takes multi-touch gestures as the input.
The Gesture Classifier detects and categorizes the user input
into meaningful gestures and parameterizes them. For example,
moving one finger to the left is interpreted as rotating left. The
distance of the stroke is calculated as the parameter of the cor-
responding angle. The Instruction Generator converts the ges-
tures and their parameters into drone control instructions that
are sent to the drone as a commands. This block also unifies the

heterogeneous operations between the gimbal and drone. Finally
the Task Scheduler communicates directly with the drone.

IV. GESTURE CONTROL

Because of the landscape orientation of the streaming video
from the drone, the mobile device is held horizontally. Users
prefer to use two thumbs to perform touch gestures on small
screen devices and they hold the device with one hand, and per-
form touch gestures with the other hand alone on large screens
as shown in Fig. 3.

We employed four atomic gestures in FlyCam framework that
are combined into six gestures that serve well for both holding
behaviors from Fig. 3. The atomic gestures are one or two finger
drag, single tap hold, and double tap hold. These four gestures
can be performed easily with two thumbs, as well as one single
hand.

Fig. 4 and the accompanying video show the six gestures
used in FlyCam framework and the corresponding mapping to
the drone actions. These six touch gestures constitute the user
input that is captured, parsed, and abstracted by the four modules
of the framework. The framework allows to fly the camera freely
without the user needing to concentrate on the low level drone
controls. It also seamlessly links the aircraft movement with
the gimbaled camera operation, which provides a more user-
friendly fly-by-camera mode (see Section V-C).

V. SYSTEM

The six gestures from Section IV are implemented in our
system that can recognize them from the touch screen, interpret,
and send as control commands to the actual drone (see Fig. 2).

A. Touch View

Touch View is the interaction layer of the framework. It pro-
vides the Graphical User Interface (GUI) (shown in Fig. 8) and
takes the multi-touch operations as user input. Touch View also
receives, decodes, and presents drone camera streaming in real
time that allows the user to see immediate visual feedback of
their operations.
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Fig. 6. Linear mapping of the velocity and the drag distance cause the drone to move abruptly and sway at the beginning and at the end of each gesture (top right
trajectory). We compensate for this behavior by using a sigmoidal function, and the corresponding trajectory is shown on the bottom right.

B. Gesture Classifier

The Gesture Classifier identifies touch gestures and catego-
rizes them into the types of drone action by converting them
into parameterized actions for generating drone instructions.
The conversion parameterizes the drag distance in the screen
x − y coordinate and the touch pressure for tap hold action.

C. Instruction Generator

We assume a drone with five Degrees of Freedom (DoF)
and the associated coordinate is shown in Fig. 5. The five DoF
are: 1) translation on roll axis, 2) translation on pitch axis,
3) translation on yaw axis, 4) rotation around yaw axis, and
5) rotation around camera pitch axis.

The movements of the aircraft and the gimbaled camera are
controlled by a combination of the velocities on the five DoF -
three line velocities and two angular velocities. The parameters
received from the Gesture Classifier contains drag distance or
touch pressure, together with drone action type - translation on
camera optical axis, slide, throttle, yaw, and gimbaled camera
pitch. The drag distance and touch pressure are used for de-
termining the speeds. For the action of translation on camera
optical axis, the stronger the pressure is, the higher the speed
is. The pressure is retrieved from the device as a float pointing
number in range [0.0, 1.0]. For the slide, throttle, yaw and gim-
baled camera pitch actions, the larger the drag distance is, the
higher the speed is. The relationship between the speed and drag
distance is shown in Fig. 6 and we use two kinds of mapping:

rv = c||p1 − p0 || (1)

rv = 1/
(
e−12||p1 −p0 ||+6 + 1

)
, (2)

where rv is the ratio of drone maximum velocity, and p0 and p1
are gesture start and end points, and c (Eqn (1)) is a scalar con-
stant depending on device resolution. The mappings are shown
and compared in Fig. 6. The simple linear mapping in Eqn (1)
causes the drone to accelerate fast and overshoot at the end.
We experimentally observed that the logistic function mapping
(Eqn 2), which is used in our implementation, compensates for
the weight of the drone and provides smoother and more coher-
ent drone trajectory which leads to stable images and better user

Fig. 7. Our unified control of the drone motion and camera motion allows for
a smooth transition between the motion and camera aiming.

experience. The second row of Fig. 6 shows that the trajectory
is nearly as horizontal as directed.

Our main contribution is the union of the heterogeneous oper-
ations between gimbal and aircraft that is achieved by redefining
the forwards and backwards actions. Rather than being relative
to the drone heading direction, these two actions are changed
to be relative to the camera optical axis. The horizontal speed
(on roll axis) and vertical speed (on yaw axis) of the drone can
be calculated with orthogonal decomposition on forwards or
backwards speed:

[
vh

vv

]
=

[
0 cos α

sin α 0

][
vf

vf

]
(3)

vf = rv vmax (4)

where vh is the horizontal and vv the vertical component of the
forward velocity vf , and α is the camera pitch angle relative to
the horizontal plane. The forward velocity vf is a portion of the
drone maximum velocity vmax determined by the ratio rv from
Eqn (2).

Fig. 7 shows the velocity decomposition and the trajectory
comparison of the two methods on a diagonal motion towards
a target. The trajectories reflect the operation simplification
brought by FlyCam method.

The drone command set is constructed with the velocity in-
formation that is based on the ratio of max speed for each DoF
and the velocity decomposition.

D. Task Scheduler

The communication from the framework to the drone is ex-
ecuted by the Task Scheduler module. This module maintains
a thread that periodically reads the afore-described velocities
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Fig. 8. The Graphical User Interface of FlyCam framework.

TABLE I
MODULE TIMING IN [MS]

a The latency was measured with a distance of 30 meters in
the open space with a strong signal.

inside the command set [vpitch axis , vroll axis , vyaw axis , ωyaw ,
ωcam pitch ] from the Instruction Generator module and sends
instructions to the gimbal and aircraft respectively.

VI. IMPLEMENTATION AND EVALUATION

A. Implementation

We have developed the application and we tested it by using
DJI Phantom 4 Pro [7]. Our framework was implemented in
Java on a 9.7” Android tablet (ASUS ZenPad 3S 10) and a 5.2”
Android phone (Huawei P9). We have used DJI Mobile SDK
for Android 4.3.2 [58] and DJI UILibrary for Android 1.0 [59].

Fig. 8 shows the GUI of FlyCam framework. The GUI is
displayed on the top of the real-time camera streaming. The top
status bar (#1) indicates the information such as the pre-flight
aircraft status, GPS and remote controller signal strength, re-
maining battery power, etc., #2 indicates two buttons for drone
taking off/landing and gesture mode activating/deactivating, #3
indicates the camera widget for photo shooting and video record-
ing as well as advanced settings. The dash board widget (#4)
provides the aircraft compass, as well as some in-flight infor-
mation such as distance, altitude, and velocity. The traces in the
center of the screen (#5) are examples of multi-touch gesture
that have been applied to the framework, in the case of Fig. 8
double finger drag: aircraft throttle up is displayed.

B. System Evaluation

The application provides real-time feedback and the timing of
the individual system modules from Fig. 2 is shown in Table I.

Fig. 9. The ground truth photo (left), a photo taken with FlyCam method
(middle), and with the traditional RC method (right).

One touch gesture can be classified and turned into corre-
sponding drone commands within a few milliseconds. The task
scheduler module executes a command every 20 milliseconds to
load and send out commands. The bottleneck of the framework
implementation is the communication between the framework
and the drone which is a limitation of the hardware and the
underlying SDK. The speed of our application is sufficient to
provide complete control over the drone.

C. User Study

We conducted a comparative user study between the tradi-
tional RC and FlyCam method. All participants were exposed
to both approaches and they were also asked to capture the same
set of photographs. A post scenario survey was made by using
the System Usability Scale (SUS) and The NASA Task Load
Index (NASA-TLX). The results were compared and analyzed
for four criteria: 1) photo similarities, 2) task time spent, 3) SUS
score [60], and 4) NASA-TLX score [61], [62]. These mea-
surements evaluate how quickly and how easily the participants
were able to get a desired photograph (Fig. 9).

1) Participants: Our user study included 20 volunteers (50%
female and 50% male) of ages 19–33 years with the mean of
μ = 23. The participants have background in technology (12),
engineering (3), design (3), science (1), and management (1).
None of the participants had any prior drone operation or related
experience.

2) Apparatus, Setting, and Tasks: The study was conducted
outdoors with the drone Obstacle Avoidance (OA) sensors fully
activated. The participants were supervised by a certified pro-
fessional drone operator (guide) for the whole study for safety
consideration.

We prepared five photos (ground truth) that were taken in
advance on the test site (the photographs as well as the photos
taken by the users are available as additional material). The
ground truth photographs include significant visual point taken
from varying angles, ranges, and compositions. The tasks are to
reproduce the given ground-truth photos. The sequence of the
ground truth photos was fixed. Without setting any time limit,
each study took about 45–60 minutes including demonstration
time, drone testing time, talk time, exit survey time, etc.

3) Procedure: For each participant, we randomly decided
the order of the two methods to avoid the sequential effect of
tested methods as suggested by Yu and Cohen [63].

After the testing order had been decided, a brief introduction
of the drone and the tested method was given to the participant.
The participant then had three minutes for a test flight in order
to get familiar with each method of control. Before the actual
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testing, the five tasks were introduced and explained to the
participants.

The drone was started by the certified guide, recording was
turned on, and then the control device was passed to the partic-
ipant. The participant was shown the hard copies of the ground
truth photos one by one and was asked to reproduce the pho-
tos. The average time to complete the tasks for traditional RC
method was 7 minutes 34 seconds, and for FlyCam method was
7 minutes 02 seconds. During the tasks, the participant was al-
lowed to ask the guide about the usage if it was needed. When
the participant finished the last task, the screen recording was
stopped and the drone was landed by the guide.

After both the methods were tested, the participant was asked
to complete a web-based exit survey. The survey as well as
the testing were anonymous, and included demographic infor-
mation, SUS questionnaire, and NASA-TLX assessment. The
survey took 10–15 minutes to complete. Moreover, we have
also recorded the time spent for each photograph. The screen
recording video, and the photos taken by the participants were
archived.

D. Results

1) Similarity of Photo Composition: We contrasted the
photos taken by the participants with the ground truth photos. In
order to compare the photograph compositions, we calculated
the camera position and orientation (quaternion form) when
each photo was taken. This information was recovered with the
help of VisualSFM [64], [65] for each photo. We computed
the camera position change (Δt) and rotation change (Δr)
between each user taken photo and the corresponding ground
truth photo. These changes were categorized by methods,
and tested with two Matched Pairs t Tests respectively on the
population mean differences of Δt and Δr. The results show
that the data do not provide evidence of significant differences
for the two methods on either Δt or Δr (μdif f Δt : DF = 99,
t = 1.26, P − value = 0.2106, α = 0.05;μdif f Δr : DF=99,
t = 0.78, P − value = 0.4373, α = 0.05).

Considering the outdoor environment, the drone position and
camera orientation were heavily affected during the tasks by the
external conditions such as wind, which created randomness to
a certain extent. As fig. 9 shows, the participants were using the
same standard to recover the photos with the two tested methods
and we did not expect and observe similarity difference in photo
composition in the study.

2) Timing: Whereas both methods can achieve the same re-
sult, an important measure of the suitability of each method it the
actual time spent in achieving this goal. The mean time spending
of the 20 participants by using FlyCam method is 422.35 second
with a standard deviation of 88.23. The mean time spending of
the 20 participants using traditional RC method is 453.95 second
with a standard deviation of 111.16.

A Matched Pairs t-Test on the population mean difference of
time spent between the two tested methods shows the data pro-
vide evidence that there is a significant difference between the
time spent on task completion using the two methods (DF = 19,
t = −2.10, P − value = 0.0496, α = 0.05 ). Based on this, we
conclude that FlyCam method shows a better efficiency than the

traditional RC method in photo composition tasks. This can be
attributed to the fact that FlyCam method combines the aircraft
motion and camera operation effectively, which makes the drone
reach the target zone more quickly. Also, FlyCam method makes
the fine tuning process easier and saves a lot of unnecessary cam-
era pose adjustments. The shooting positions of the five ground
truth photos in the experiment are relatively independent to each
other. FlyCam method can work more efficiently in continuous
scenes for view selections.

3) System Usability Scale: The System Usability Scale
(SUS) [60] is widely applied reliable tool for measuring the
usability. The SUS consists of 10 item on 5 Likert scale re-
sponse (strongly disagree, disagree, neutral, agree, and strongly
agree) questionnaire in our post scenario survey for both tested
methods. The questions we asked were:

1) I think that I would like to use this method frequently.
2) I found this method unnecessarily complex.
3) I thought this method was easy to use.
4) I think that I needed or would need help to recall the

usage of this method.
5) I found the various human-drone interactions in this

method were well integrated.
6) I thought there was too much inconsistency (unexpected

drone poses/behaviors) in this method.
7) I would imagine that most people would learn to use this

method very quickly.
8) I found this method very cumbersome to use.
9) I felt very confident using this method.

10) I needed to learn a lot of things before I could get going
with this method.

We applied the scoring system suggested by Brooke
et al. [60]. The mean score of FlyCam method was 75.13, which
is higher than the overall score of the traditional RC method that
was 67.38. A research on 3500 SUS surveys within 273 stud-
ies [66] gave out a total mean score of 69.5, which shows that
FlyCam framework is above average and therefore better than
the traditional RC method from the system usability perspective.

From the responses of question 7 and question 10, 47.5%
of the participants highly agreed that FlyCam method can be
learned quickly and easily, while only 35% thought so for the
traditional RC method. This reflects that the learning curve of
FlyCam method is less steep than the RC method to more users.
Moreover, once the user was comfortable with the operations,
FlyCam method gains more fidelity. After getting familiar with
the methods and completing the tasks, 85% of the participants
preferred to use FlyCam method frequently basing on question 1
response.

4) The NASA Task Load Index: Besides system usability,
we also evaluated the user workload. The NASA Task Load
Index (NASA-TLX) [61], [62] is a subjective multidimensional
assessment tool to rate the workload of tasks or system. Our post
scenario survey includes NASA-TLX rating scales due to the
essence of our research being UAV operations. The workload is
detached into six factors in NASA-TLX, which are 1) Mental
Demand (MD), 2) Physical Demand (PD), 3) Temporal De-
mand (TD), 4) Overall Performance (OP), 5) Effort (EF), and
6) Frustration (FR). The overall workload score of FlyCam
method is around 36, which is four points less than 40, which is
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Fig. 10. Comparison of the calculated workload index average weighted rating
scores. FlyCam shows lower workload in MD, PD, TD, EF, and FR, whereas
the traditional RC method shows a slightly (0.5) lower workload in OP.

the workload score of the traditional RC method. The compar-
ison of the calculated workload index average weighted rating
scores is shown as Fig. 10. It shows that except for the OP
every other factors of FlyCam method have a lower rate than
the traditional RC method. However, the difference in OP is not
statistically significant: (DF = 19, t = −0.3996, P − value =
0.6939, α = 0.05). With FlyCam method, user shifted more at-
tention from PD to MD and OP. This phenomenon was also
evidenced by a study on large multi-touch Ground Control Sta-
tion of UAVs [51]. The multi-touch gestures free the users from
monotonous and repetitive physical operations and allows them
to put more efforts in thinking and getting better performance
on photo composition. The NASA-TLX rating scores indicates
that FlyCam method had lower workload to the participants than
the traditional RC method for the drone photography tasks.

VII. CONCLUSIONS

We introduced FlyCam, a novel framework that enables users
to easily take photographs with drones equipped with gimbal.
Our key contribution is in decoupling the flight from the camera
operations. The user simply navigates the drone as if it was
a flying camera capable of free movements in 3D space and
FlyCam framework takes care of the drone and camera control.
We introduced six simple touch gestures to utilize this unified
control model. We further introduced several novel techniques
such as mitigating the swaying of the drone by using sigmoidal
velocity control and moving the gimbal in sync with the drone
rotation.

We evaluated our system with a user study, where the users
were asked to replicate given photographs. Our evaluation shows
that FlyCam method outperforms the traditional two joystick
control in terms of readiness of completion and easiness of
usage. FlyCam method also scored higher in the NASA Task
Load Index [61], [62] as well as in System Usability Scale [60].

Our system has several limitations. First, there is a communi-
cation delay caused by the hardware that causes lagging of the
response. We assume this will be addressed by new drones and
in a new version of the SDK. Second, the tap hold gesture is
not accepted naturally by all users. Two of the users habitually
applied double tap hold instead of when they actually intent to
do a single tap hold, potentially due to the habit on mouse left
button double-click. Besides, the delayed response of tap hold
gestures makes the drone position adjustment in close range
jerky. A potential replacement gesture could be a pinch, which
can zoom in and out the view by driving the drone closer or
further to the camera view center along the optical axis. Third,

while we aimed at keeping the number of touch gestures mini-
mal, it could be possible to extend the number of gestures as it
is not obvious what a good small number of gestures would be.

There are several possible avenues for future work. The Fly-
Cam has been tested only on one drone equipped with gimbal
camera and it would be interesting to see how this approach can
be generalized to different drones. Another future work would
include comparison of the gestures on tablets of different sizes.
We have observed in our user study that it is not always intuitive
for the users to make the mental mapping of the screen size to
the desired action of the drone. Another future work would be
to include left-handed subjects. The gestures are symmetrical
and it should be easy to consider.
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