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Abstract
We propose a new data representation for octrees and kd-trees that improves upon memory size and algorithm speed of existing techniques. While pointerless approaches exploit the regular structure of the tree to facilitate efficient data access, their memory footprint becomes prohibitively large as the height of the tree increases. Pointer-based trees require memory consumption proportional to the number of tree nodes, thus exploiting the typical sparsity of large trees. Yet, their traversal is slowed by the need to follow explicit pointers across the different levels. Our solution is a pointerless approach that represents each tree level with its own matrix, as opposed to traditional pointerless trees that use only a single vector. This novel data organization allows us to fully exploit the tree’s regular structure and improve the performance of tree operations. By using a sparse matrix data structure we obtain a representation that is suited for sparse and dense trees alike. In particular, it uses less total memory than pointer-based trees even when the data set is extremely sparse. We show how our approach is easily implemented on the GPU and illustrate its performance in typical visualization scenarios.

Categories and Subject Descriptors (according to ACM CCS): Computer Graphics [I.3.6]: Methodology and Techniques—Graphics data structures and data types; Computer Graphics [I.3.5]: Object hierarchies—

1. Introduction
Data structures such as octrees and kd-trees are ubiquitous in scientific fields that involve spatial data and crucial to the performance of a large number of visualization techniques. Algorithms that manipulate this spatial data can be accelerated when they use these structures. These spatial data structures are also used for compression by grouping similar values together. Practically, octrees and kd-trees are built upon an underlying data structure that is either pointerless or pointer-based. Since the tree in the pointer-based approach needs to be traversed like a linked-list, each node requires some additional memory overhead such as pointers to the child/parent nodes and possibly position information. The main advantage of using the pointer data structure is that the memory required can adapt to the structure of the data.

Pointerless trees are typically implemented using an underlying array and exploit regular structure to derive spatial information and child/parent array locations. Even though pointerless trees require less memory overhead per node, they need to allocate enough space for all possible nodes despite how sparse the tree may actually be. For this reason, pointerless trees do not adapt well to many data sets and are rarely used since they can potentially require much more space than pointer-based trees for the same data set.

In this paper, we present a new underlying representation for octrees and kd-trees that has the algorithmic speed and simplicity of traditional pointerless approaches and uses less memory than pointer based representations. We review these methods in Section 2. This pointerless representation makes use of matrices to store the data, as discussed in Section 3. This allows us to take better advantage of the tree’s regular structure than previously proposed methods and results in significant improvements to both algorithm speed and data structure size. In addition, by making use of a sparse matrix data structure (Section 4), we achieve a significant reduction in the memory footprint that outperforms pointerless and pointer-based trees, even when the tree is sparse. We explain this property through a detailed complexity analysis in Section 5. In addition, by keeping memory costs low and avoiding pointers, our method can easily be translated to the GPU, as shown in Section 6. Typical applications of our data structure in visualization applications are proposed in Section 7 to illustrate both its versatility and performance.
2. Prior Work

Octrees and kd-trees are some of the oldest data structures used in computer graphics [Mor66, Ben75], and as such, researchers have developed a wide variety of implementations over the years. Besides being able to classify a tree’s implementation as pointerless or pointer-based, we can classify a tree based on its shape and how that shape is recorded.

Full trees require each non-leaf node to have its full complement of children, 8 for octrees and 2 for kd-trees. This means that the data stored in the tree cannot be compressed using the tree’s natural data compression capabilities, and therefore, it can require a significant amount of space. Branch-on-need trees [WVG92] subdivide only where tree refinement is needed, which typically results in much smaller trees. A third type of tree, linear [Gar82], further minimizes the space required by storing the leaf nodes continguously in memory. More details on previous octree methods can be found in a survey paper by Knoll [Kno06].

Recent techniques that use octrees and kd-trees to perform ray casting/tracing include [KWH06, BDD02, FS05, WFMS05, HSHH07]. Of note is the recent work done by Crassin et al. [CNLE09] (Gigavoxels) and Hughes and Lim [HL09] (KD-Jump). In Gigavoxels, the authors show impressive performance numbers by converting triangle geometry to octree voxels. Using our proposed method, both their memory requirements and speed numbers would be improved (by removing their use of pointers and using our more efficient tree traversal algorithm). Though KD-Jump is memory efficient in the sense that it is a pointerless representation like ours, their tree construction requires that the number of leaves equals the number of grid voxels. Since our method does not have this restriction, we are able to trim branches to remove or compress data values, which provides memory savings. By the authors’ own admission, their method is best suited for isosurfaces on the GPU and using it as a general data structure might be limited.

One valuable use of spatial data structures in computer graphics and visualization is to accelerate point location queries. These queries in large unstructured meshes, especially those meshes created by numerical simulations, can be particularly costly. Langbein et al. [LST03] use kd-trees to help solve this problem. Many papers try to avoid these costly queries in unstructured meshes altogether by simplifying the data. Leven et al. [LCCK02] approximate the unstructured mesh with regular grids to help accelerate volume rendering. Another level-of-detail approach to accelerate the mesh’s visualization is done by Callahan et al. [CCS05]. Song et al. [SCM09] use the transfer function to cull cells that will not contribute to the final rendered image.

Sparse matrices are defined as matrices that contain a high percentage of zeros compared to non-zero values [GJS76]. This type of matrix often arises in scientific simulations that involve solving partial differential equations. In many modern day applications, the matrices produced are very large and naively representing them with all zero values intact is prohibitively inefficient. A typical solution to this memory problem is to only record the non-zero values and their positions within the array. Bell and Garland [BG08] give a good survey of the more commonly used variations of these sparse data structures and discuss their performance on the GPU.

3. Matrix Trees

We propose an octree and kd-tree data structure that is built upon matrices to handle the underlying data storage. A motivation for this approach is that completely full quad/octrees and implicit kd-trees look like layered matrices, as can be seen in Figure 1. As a result, we represent each layer of the tree by its own individual 3-dimensional matrix. Each of these matrices are represented as one or more vectors, which is in contrast to traditional pointerless representations that only use a single vector to represent the entire tree. Because we derived data location information from our underlying matrix representations, we do not need to make use of any pointers, which results in an efficient translation to the GPU.

The key observation for memory preservation is that sparse trees can be thought of as having NULL, or zero, values at non-existent nodes. These data sets can be represented using sparse matrix data structures to save space, while maintaining the regular structure of the underlying matrix. As with most data structures, one trades speed for size efficiency. In brief, a random data query with our sparse matrix data structure requires O(log2 m) time, where m is the average number of non-zero entries per row. A more detailed description of our proposed sparse matrix data structure is found in section 4. We demonstrate in section 7 that this lookup time is very efficient in practice.

Figure 1: A quadtree using an underlying sparse matrix representation to fill in any "holes" (dotted red lines).

3.1. Exploiting Regular Structure

Similar to the pointerless tree approach, using matrices as the underlying data structure allows us to derive information at each node instead of explicitly storing it. Each node is represented by a 4-tuple that includes the height in the tree of the node and the x, y, z integer indices of the matrix at that particular height. This information is not stored at the nodes, but instead is just used for indexing into memory.

Using both the 4-tuple and the regular structure of the matrices, we can derive parent and child index information. Calculating the 4-tuple of the parent involves first subtracting 1
from the height of the child (by convention, the root is located at height 0). Next, each index where a split was made between the parent and child level is divided by 2, which can be efficiently implemented by right-shifting the bits once. Octrees, where a split occurs along all three dimensions at every level, will have all three of the indices divided. Kd-trees are only split along a single dimension per tree level, so which index is divided depends on the split. For example, a split along the x-axis requires the x-index be divided by 2.

Ancestors higher up in the tree can similarly be calculated. For octrees, one simply needs to right-shift the bits the number of times one wishes to traverse up the tree toward the root. Since kd-trees split directions are arbitrary, ancestor calculations are slightly more complicated. A naive implementation involves iteratively doing a single parent calculation until the ancestor is reached. A faster method pre-calculates the number of splits along each direction for each level in the kd-tree, as demonstrated in [HL09]. The difference in these "sum of split directions" between the child and ancestor indicates the number of shifts for each index.

A child’s 4-tuple is similarly calculated given the parent’s 4-tuple. The height is incremented and each index along a split direction is multiplied by 2, which can be implemented as a left-shift of bits. Additionally, one needs to add 1 to the indices depending on the location of the child in relation to its parent. As a convention, we add a 1 if the child’s index component is in the positive direction.

Like with other previous pointerless tree representations, the 4-tuple also allows derivation of node spatial information by storing only the tree’s bounding box information. Just from this information, we can calculate each node’s position and size. Similarly, this information can be used to spatially hash directly to a node given a point in space, which is exploited in section 3.2.

3.2. Leaf Finding

Leaf finding is a very common operation used when dealing with octrees and kd-trees. Traditional octrees have time complexity of \(O(\log_2 N_{\text{total}})\), where \(N_{\text{total}}\) is the total nodes in the structure. Similarly, kd-trees have a time complexity of \(O(\log_2 N_{\text{total}})\). Linear trees [Gar82], where only leaf nodes are stored, can be searched in a binary fashion so that they achieve a corresponding leaf finding time of \(O(\log_2 L)\) time, where \(L\) is the number of leaf nodes. By representing the tree with matrices, we can further improve upon this time to \(O(\log_3 h)\), where \(h\) is the height of the tree.

Given a point, we calculate the node that contains it at the lowest tree level by using a spatial hash, which is made possible by the regular structure of the matrices. Provided that this leaf node does not exist, we use the fact that the hash eliminates all nodes in the tree except those along the path from the leaf to the root. We can perform a binary search along this path, providing us with a large performance gain over previous methods. As noted, the use of a sparse matrix representation requires additional complexity for locating the node, which is discussed in detail in section 5.2.

3.3. Finding Common Ancestor Node

Some tree traversal methods make use of ancestor information to accelerate our leaf search. In applications where our search point is moved in small increments (i.e., ray casting or streamline integration), we may save time by saving the last node used and starting our downward search from the ancestor that contains both this last node and our search point, thereby possibly limiting our search to a small subset of the tree instead of starting at the root each time. KD-Jump [HL09] uses a similar technique whereby the algorithm keeps track of tree depths it needs to revisit as it moves along a ray. Using this information (stored in a bit vector) and the implicit structure of their kd-tree, it can "jump" up the tree to the appropriate ancestor. Our method for computing ancestors does not require any previous traversal knowledge and is not limited by the size of a bit vector.

Given two separate node 4-tuples, we exploit the regular structure of the matrices to compute the common ancestor. We first need to put the two nodes at equal depth, which is done by computing the ancestor of the lower node so that this ancestor is at the same height as the other node (see section 3.1). We now examine the difference in bits between the two nodes’ indices by XOR-ing them. The position of the most significant bit, calculated using a \(O(\log_2 n)\) algorithm (\(n\) is the number of bits in the index), that differs indicates how
many more levels we need to traverse up the tree to find the first common ancestor. See Figure 2 for a brief example. We note that the cost of O(log₂ n) might be considered high, but the cost to lookup in the sparse matrix data structure might be even higher. This penalty can also be lessened using GPU functionality, such as CUDA’s __clz function.

3.4. Neighbor Finding
Samet [Sam90] shows that the average cost of finding a neighbor of the same depth for pointer-based octrees is O(1). Though two nodes mayborder each other spatially, these nodes may actually be located far away within the tree’s representation. This worst case scenario results in a much more costly leaf finding operation. In contrast, pointerless octrees will always take O(1) time by just adding/subtracting to the node’s indices. Our pointerless representation is analogous.

Doing the basic calculation from the previous paragraph results in a neighboring node at the same depth in the tree. However, this node may not be a leaf or may not exist at all. Using a method similar to the one used in leaf finding (section 3.2), we can efficiently search along a path to find the desired leaf. If the node exists, we search down the tree. Otherwise, we search up towards the root. We limit our binary search by setting one end point of the search to be the depth neighbor node from the initial calculation. If the node exists, we can further limit the search by setting the other end point to the common ancestor node between the original node and its neighbor at the same depth (section 3.3).

3.5. Corner Centric Data
Storing data at positions other than the node’s center often helps simplify the implementation of quadtree, octree, or kd-tree based algorithms. Storing data at corners is particularly useful as it simplifies algorithms that require interpolation [KT09], with recent applications in animating fluids [BGOS06, LGF04] and ray casting [HL09]. However, this ease-of-use comes at a cost for previous tree data structures. Since nodes share common corner values with both its neighbors and ancestors, one needs to map the corners to another data structure so that the data is not duplicated. The mapping incurs additional storage and programming difficulty, which would be desirable to avoid.

Given a leaf level node matrix of size nₓ * nᵧ * nᵦ, we construct an additional matrix of size (nₓ + 1) * (nᵧ + 1) * (nᵦ + 1) to represent our data points at corners. Because the nodes have a dual relationship with the corner points we can access corner data from any node without any additional pointer overhead. To calculate the data index of our corner matrix, one takes the given node’s indices and multiplies by nleaf / nᵦ, where nleaf and nᵦ are the number of cells along a particular direction of the leaf level and nx matrix respectively. Analogous to computing a child, we add 1 if the relative direction to the corner is positive.

An added advantage of this approach is that we can traverse through blocks of data once we reach a leaf with minimal extra effort. This block traversal approach has become common in recent applications [CNLE09, HL09] due to relatively poor memory performance on GPUs that results from traversing the full tree structure [AL09]. These data blocks introduce extra memory overhead due to the additional pointers needed to reference them and may also require data duplication at the blocks’ borders to help facilitate interpolation. Our corner data representation eliminates the need for pointers (since addresses are implicit) and data duplication (since all data is contained within a single matrix).

Though the idea is not further explored in this paper, we note that edge or face data could be recorded in a similar fashion by exploiting the regular structure of the matrices.

4. Sparse Matrix Implementation
We use the compressed sparse row (CSR) format for data storage when it is more memory efficient than using a full matrix (see section 5.1 for further analysis). For completeness, we briefly summarize the basic properties of this format. Please refer to [BD01] for more details.

Given a 2D sparse matrix with dimensions nₓ², we construct two for indexing and one to store data. The first index vector, with length n + 1, stores the row indices and is used for an O(1) lookup into the next index vector. This second index vector, which stores column index information, has length O(nm), where m is the average number of non-zero values (or nodes) per row. This vector is sorted by row to allow a binary search of the m values of interest, O(log₂ m).

The result of this search enables a O(1) lookup into the data vector (of size nm), giving an overall lookup time of O(log₂ m). Random insertions take O(n) time.

Provided a 3D matrix of size nₓ³, we project two of the dimensions into the first index vector (i.e row and column), giving it a length of nₓ². This maintains the O(log₂ m) lookup time complexity, but increases our first index’s memory to O(nₓ²). Consequently, the insertion time is O(nₓ²). An alternative approach would be to introduce a third index vector, but this incurs another O(log₂ m) lookup. We believe the O(nₓ²) memory requirement is a fair tradeoff since it is not significant compared to O(nₓ³) for a full matrix. The O(nₓ²) insertion time can be prohibitive when building the tree, but we suggest using the approach in [Bri08] where a faster insertion/slower data access scheme is first used and then quickly converted to our desired representation.

To help reduce the cost when interpolating data, we suggest fetching blocks of data instead of doing each fetch individually, which requires 8 O(log₂ m) operations for trilinear interpolation. Since indices and data along one of the dimensions are stored in contiguous memory, we can retrieve the next piece of data by looking at the next element within the vector, reducing our total cost in half. Neighboring rows in
the matrix tend to have a similar construction (i.e. number of nodes, relative location of nodes). Using this insight, we can use our initial $O(\log_2 m)$ result as a guess when performing additional searches. This has the potential to reduce our entire block fetch operation to a single $O(\log_2 m)$ fetch.

4.1. Improved CSR Size and Speed

We observe that if we only wish to know whether a node exists or not, as might be the case when data is only stored in the corner matrix, we do not require the CSR’s data vector. When there are more “non-zero” values (i.e. existing nodes) in the matrix, we can use a complementary representation that keeps track of “zeros” (non-existent nodes). Using this representation when the matrix has more “non-zero” values than “zeros” results in saved space (since fewer indices will need to be recorded) and decreased lookup time (since the time is dependent on the size of the index vector). This format has most likely not been used in other applications since these applications’ sparse matrices tend not to come close to 50% sparsity. For our application, we encounter cases when this complementary format is desirable.

Even with node-centric data, this complementary CSR approach can still be beneficial. Of course, we would still use the regular CSR when it is more memory efficient to do so. When performing a lookup, we will still calculate a position within the index vector. If we design our search to return the position in the vector where it would occur had it been in the vector (i.e. right before the first value greater than our search value), $i_s$, we can calculate the number of existing nodes that occur before our search value (remember the index vector contains non-existing nodes) and use this to index into the data vector $i_d$. Assume that we are projecting rows and columns to the vector with size $O(n^2)$, we have: $i_d = n_i i_{sidx} + i_z - i_z$, where $n_i$ is dimension along the z-axis, $n_{sidx}$ is the projected position of a given row/column tuple into the second (depth) index vector, and $z$ is the depth value we are searching for. By removing the one-to-one index/data mapping restriction of the traditional CSR approach, we can easily facilitate other storage schemes, such as ones that store separate data types at leaf and non-leaf nodes (e.g. [KWH06, VT01]).

5. Complexity

For clarity, let us first introduce some convenient notations.  

\begin{align*}
h &= \text{Height of the octree} \\
n_i &= 2^i \text{ (Max. nodes along an axis at height } i) \\
m_i &= \text{Mean nodes along any axis at height } i \\
n_{total} &= \sum_{i=1}^{h} n_i^3 \text{ (Total nodes in completely full tree)} \\
M &= \sum_{i=1}^{h} m_i n_i^2 \text{ (Total nodes in sparse tree)} \\
 s_d &= \text{Bytes needed to store data at a node} \\
 s_{idx} &= \text{Bytes needed to store an index (e.g. int)} \\
 s_{ptr} &= \text{Number of bytes needed for a pointer} \\
\end{align*}

Observe that because $n$ and $m$ are the same along any axis, the sparsity ratio ($m/n$) and total number of nodes ($M$) will be the same regardless of the axis we examine. For simplicity, we will do our analysis on octrees since each matrix at a given level has the same dimensions, regardless of the axis we examine. Since kd-trees split directions are arbitrary, this property does not apply to them. In general kd-trees are about 3 times the height of octrees, and because of the increased tree height, kd-trees will benefit even more from our size and traversal speed improvements.

5.1. Size

The sparse matrix representation (section 4) uses space that is dependent on the sparsity of the octree. We distinguish between the integer element size of the two index vectors, row/column and depth. If our data set can be encompassed by a $1024^3$ matrix, or an octree of height 10, our depth index can be represented as a 16-bit integer. The row/column index projection requires the row and column indices to share the full 32-bits, limiting the octree height to 16. At each level $i$, the row/column index structure requires $n_i^3 s_{idx}$ bytes. The amount of space required for the data vector is proportional to $n$ (i.e. the number of nodes per dimension). In total it is $n_i^3 s_d$ bytes. The depth vector is dependent on our chosen CSR representation (section 4.1), providing us with \( \min(m_i, n_i - m_i) n_i^3 s_{idx} \) bytes.

A traditional pointerless octree is analogous to matrix octrees where each level uses a regular, full matrix as its underlying representation. Since room is allocated for all nodes, regardless of their existence, the total space required is $N_{total} s_d$. Or on a single level of the octree the space required is $n_i^3 s_d$. To distinguish between the data on the sparse matrix side of the equation and the full matrix side, we annotate the variables with $s$ and $f$ respectively. This is useful if we wish to only track where nodes are in the octree, as we can omit the data vector entirely from the CSR side. Due to the sparse matrix data structure requiring additional space to help with indexing its non-zero entries, there will actually be situations where it requires more space than the full matrix in certain situations. We can calculate when the two matrix representations will be equal by comparing their respective size equations:

\[
n_i^3 s_d = n_i^3 s_{idx} + m_i n_i^2 s_d + \min(m_i, n_i - m_i) n_i^3 s_{idx}
\]

\[
\frac{m_i}{n_i} = \begin{cases}
\frac{s_d - s_{idx}}{s_{idx}} & \text{for } \frac{m_i}{n_i} \leq 0.5 \\
\frac{s_d - s_{idx}}{s_{idx}} + \frac{s_{idx}}{s_d} & \text{for } \frac{m_i}{n_i} > 0.5
\end{cases}
\]

Within our program, we can dynamically determine the matrix type to use to represent the nodes/corners based on the equation above. A sparsity ratio less than the ratio when matrix sizes are equal means we will save on space using CSR. Even if we are only tracking nodes within the octree
and do not care about storing data at the actual nodes, the full matrix representation still needs to store some form of data to indicate whether a node exists or not. In Figure 3 we show the result when the nodes are represented using char (1 byte per node) and as a more space efficient, but slightly more computationally expensive bit-vector (1/8 byte per node). This graph also shows that with low values of \( n \) (those levels near the root), it is typically more beneficial to use the full matrix.

5.1.1. Pointer Octrees

Pointer octrees can be implemented in a variety of ways. For our analysis we will assume a very space-efficient one. Node spatial information can be derived from the octree’s bounding box and its path from the root. To help facilitate this process, each node will have a pointer to its parent so that a random node can derive its position without any additional information. This parent is also useful for other tasks such as finding common ancestor nodes or neighbor finding. Knoll et al. [KWH06] demonstrated that one can use data spatial locality to represent children using a 32-bit pointer and offsets. This is further simplified to a single pointer for our analysis with a NULL child pointer indicating a leaf. In total, each node requires \( 2x_{ptr} + s_d \) bytes, or \( 8 + s_d \) on a 32-bit architecture. If there are \( m \) nodes per 2D slice (\( n^2 \)), the total memory requirement for one octree level is \( mn^2(8 + s_d) \).

Comparing to full matrices:

\[
\frac{m}{n}n^2(8 + s_d) > \frac{n^2}{8}sd
\]

Letting \( s_d = 4 \) shows that the pointer octree is more memory efficient only when \( \frac{m}{n} < \frac{1}{4} \). The cost of the pointers at each node quickly adds up, something that is free with our representation. When the pointer-based tree is more memory efficient than the full matrix, we propose a sparse matrix data structure as the underlying data representation (Figure 3). Assume the largest memory configuration for the sparse matrix representation (\( s_{dim} = s_{sd} = 4 \)):

\[
mn_i^2(8 + s_d) > 4n_i^2 + mn_i^2(4 + s_d)
\]

Solving for \( m \), we find that the sparse matrix representation is more memory efficient when \( m > 1 \) (i.e. there is on average 1 node per 2D slice of the octree), which is typical of most data sets. Memory requirements comparisons for actual data sets can be found in section 7.

5.2. Time

The new leaf finding algorithm presented in section 3.2 assumes \( O(1) \) time to access a node within a matrix representation. This assumption holds true when using the basic, full matrix representation. Here we will analyze the time complexity of leaf finding when CSR is used. For reference, the time for a CSR node lookup is \( \log_2 m_i \) at level \( i \) (section 4). Assume that each level has the same average sparsity. If there is an average of \( m \) nodes along each matrix dimension at the leaf level \( h \), then there are \( m/8 \) nodes at \( h - 1 \), \( m/64 \) nodes at \( h - 2 \), etc.

Assume the worst case binary search scenario for the leaf finding algorithm, i.e. we encounter the levels where there are the most number of nodes. The search begins with a hash to a node at the leaf level. In the worst case the node does not exist so we perform a binary search, first looking at the matrix located at level \( \frac{h}{2} \). This is followed by searching at \( \frac{h}{4} \), then \( \frac{h}{8} \), etc. (i.e. the matrices with the most number of nodes along the binary search path) and continues until \( h - 1 \) is reached. The number of nodes along an axis at level \( i \) is equal to \( \frac{m}{2^i} \), where \( 1 \leq i \leq h \).

\[
\log_2 m + \sum_{i=1}^{\log_2 h} \log_2 \frac{m}{2^i} \geq \log_2 h \log_2 m - 3h \geq O(\log_2 h \log_2 m)
\]

Given the same worst case scenario as above, the time taken to find a leaf by linearly searching from the root will be \( h - 1 \). The most costly lookup time we can incur for CSR happens when \( m = n/2 \) since if the octree was completely full (i.e. \( m = n \)) we would use the complementary CSR representation, which results in a \( O(1) \) lookup. From this we can simplify \( \log_2 m \) to \( h - 1 \) since \( n = 2^h \).

\[
(h - 1) \log_2 h - 3h < h - 1, \text{ for } h \leq 18
\]
When \( h \leq 18 \) the matrix octree is faster than the pointer octree even with the assumptions made. In practice an octree of height 18 is sufficient to encompass most data sets, having a leaf level matrix of size \((2^{18})^3\). If this example octree had sparsity of 50% and each node was represented as 1 byte, it would require 8 TB to encode only the leaf nodes. Data sets are usually very sparse at this level of refinement so the assumption of \( m = n/2 \) is not a realistic approximation. For best case scenarios where the leaf is found near the root, the pointer octree will have better performance due to our method being a bottom-up approach combined with a binary search. But for real-world data sets, the matrix octree will outperform pointer octrees as shown in the results section 7.

6. GPU Implementation

Implementing the matrix trees on the GPU is straightforward. Both the data and the indices are stored as vectors on the CPU, so the GPU implementation just requires us to copy the vectors to a texture. We stack all vectors of similar function together so that only one texture is needed per vector functionality. For nodes, there are three vectors that need to be copied to the GPU - data, row/column indices, and depth indices. To distinguish between different levels of the tree and different matrix representations, we also pass index offset and matrix type identifiers. These vectors are small - they have length that is the same size as the height of the tree. We also need to pass a small amount of positional information, namely the tree’s bounding box. Additional data such as node size or number of nodes per level is inherited from our matrix representation. It may be wise to precalculate these values to speedup various computations. The exact same steps should be taken to copy corner data to the GPU. It is advised that the corner values are stored as a single matrix to better exploit the texture’s memory cache and so that blocks of data can be retrieved in a quicker fashion.

7. Applications

The work presented in this paper is not application specific, but rather a versatile building block that a broad range of areas can benefit. We have chosen two applications that require both a space efficient and quick data structure to accelerate their applications on large data sets. Specifically, we show that our method is efficient when performing ray and point location queries, two basic operations used in a broad range of volume rendering applications. All examples are performed on Windows Vista (32-bit) with an Intel Xeon X5460 (3.16 GHz) processor and NVIDIA GeForce GTX 280 GPU. Our GPU code is implemented using CUDA.

7.1. Ray Caster

We require the dimensions of the tree’s underlying matrices to be a power of 2, but space is not wasted due to our underlying sparse matrix representation. Values are stored at the node corners to simplify the interpolation process. Comparatively, a kd-tree will have a height of about 3 times that of its octree counterpart. To further accelerate isosurface extraction, we calculate min/max values for each node. The leaf nodes’ min/max values are calculated from the corner data, while non-leaves use their children’s min/max. Table 5 shows the memory requirements for different tree representations. Pointer-based trees’ size numbers are calculated using the space efficient representation described in section 5.1.1. We conservatively estimate that each leaf node can map each of its corners to the data using only 1 byte / corner.

7.1.1. Traversing a Tree along a Ray

Traversing a spatial tree falls into one of two categories, stack-based and stackless. Unfortunately, stack-based approaches are not appropriate for GPUs due to high memory demand. The authors of [FS05] realized this bottleneck and devised two stackless approaches, KD-Restart and KD-Backtrack. Though they were developed for kd-trees, they have been applied to octrees such as in [CNLE09] (KD-Restart). In [HL09], a new scheme named KD-Jump is proposed. Though it claims impressive numbers, their method manipulates bits in a manner that poses restrictions to octree height and adds additional computation complications.

We demonstrate improvements to state-of-the-art methods by using our improved tree operations in section 3. We be-
Figure 5: The data elements are 4-byte floats to facilitate interpolation on the GPU. Size information for min/max values is not included. Tree properties are expressed in 100,000s of elements, data in MBs. Abbreviations: Non-leaf nodes (NLN), matrix based tree data structure overhead (MAT), pointer-based overhead (PTR).

Table 6 shows performance numbers for various tree traversal methods on a 800x800 pixel image. Our method requires fewer node queries, and as such, is faster than previous traversal schemes. We show speedups of over 3x than the next closest method in some examples, with everyone of our tests outperforming the previous methods on both the CPU and GPU. Our binary search along the tree’s height does a very good job of negating the undesirable property of the kd-tree having 3 times the depth of the octree, with the end result of having similar render times for both tree types (unlike with octree/kd-restart). Our results were obtained using a more general approach than those used in [HL09] or [CNLE09], which use application specific optimizations to get speed gains on the GPU. We note that these optimizations can be applied to our method as well, but our focus is on our general applicability of the data structure.

7.2. Unstructured Mesh Visualization

Figure 7: The geometry for the high speed train (left) and delta wing (right). A cut plane of the 3D cells is shown along with surface triangle sizes mapped to a logarithmic BGR color scheme (blue indicates smaller, red larger).
On the CPU, we represent the unstructured mesh as a series of vectors. The first vector represents the locations of the mesh’s vertices. Another vector is used to store each cell. The only data needed to represent each cell are index pointers to each of the cell’s vertices. Additional data such as bounding box/sphere information is not stored to keep memory costs low. Though by pre-computing this information, we can achieve a decent speed up when searching for cells within the mesh. We make the different cell types polymorphic so that all of them can be stored in a single vector. The cell types used in our examples are tetrahedra, pyramids, and three-sided prisms. There is no guarantee that the pyramid or prism is convex. Any additional vertex data, such as velocities, is stored in its own vector.

The transformation of the data to the GPU is straightforward for the vertex data. For cells, we concatenate all the index pointers and store them as a single vector. We assure that all cell types are grouped together, so that we only need a very small vector that stores the offsets for each cell type.

Many visualization approaches require some kind of point location. This is easily done in structured grids, but can be a major performance bottleneck in unstructured ones. To help accelerate point location, we use our matrix trees where we store at each node a vector containing the cells that intersect the node. We need to make a decision when constructing the tree. The numbers provided are for the high speed train data set using an octree. One method is to always duplicate cells that overlap more than one leaf, i.e. the cell intersects or encompasses the leaf. We perform this intersection test by testing each cell face with each node face. Though this method performs best for random point queries (about 5.3 cells tested per query), the duplicate data balloons up the octree size to over 475 MB, which prevents us from transferring it to the GPU. The other extreme is to never duplicate cells that overlap multiple nodes and instead push the cell to the parent. This results in a small tree (11.5 MB), but gives terrible performance (7,718 cells tested per query). Taking a hybrid approach keeps both memory and time costs low. We allow cells to be duplicated, but only at the lower levels of the tree. For this example, our resulting octree is only about 40 MB and requires 8.8 cells to be examined per query.

The tree’s translation to the GPU becomes a little more complicated with the addition of a cell index vector at each node. Our translation is done by creating two vectors of integers in texture memory. The first vector is a concatenation of all the cell index vectors located at each node. The other vector stores the node offsets into the first vector.

8. Conclusions and Future Work

We have shown that the matrix representation uses less space than traditional pointer or pointerless trees, allows for faster algorithms, and makes it easier to implement certain tree operations. The only added complexity of our approach is the possible difficulty in implementing the sparse matrix representation. Though our method is currently limited to static trees and split planes down the center of nodes, we believe our method can be extended to allow for general, dynamic implicit trees on the GPU with arbitrary split planes.

We demonstrated that previous state-of-the-art ray casting methods can benefit from our data structure. Combining our representation with the optimizations from these methods will allow for incredible performance in visualization and general graphics applications. Further performance improvements can be obtained by exploring sparse matrix representations that are optimized for computer graphics applications, such as the work done in [LH06].

Using our trees, we were able to represent entire unstructured mesh data sets on the GPU with little memory overhead. We plan to further enhance the representations of these data sets to improve mesh access times on the GPU. Additionally, there are very large unstructured meshes that are too big to fit into most modern day desktop’s main memory using current mesh representations. We would like to explore new data structures that will allow us to stream the mesh information onto the GPU for interactive analysis.
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