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ABSTRACT

This application paper presents the work of a multidisciplinary group
of designing, implementing, and testing an Augmented Reality (AR)
surgical telementoring system. The system acquires the surgical field
with an overhead camera, the video feed is transmitted to the remote
mentor, where it is displayed on a touch-based interaction table, the
mentor annotates the video feed, the annotations are sent back to
the mentee, where they are displayed into the mentee’s field of view
using an optical see-through AR head-mounted display (HMD). The
annotations are projected from the mentor’s second-person view of
the surgical field into the mentee’s first-person view. The mentee
sees the annotations with depth perception, and the annotations
remain anchored to the surgical field entities they describe as the
mentee move their head. Average annotation display accuracy is
1.22cm. The system was tested in the context of a user study where
participants (n = 20) were asked to perform a lower-leg fasciotomy
on cadaver patient models. Participants who benefited from telemen-
toring using our system received a higher Individual Performance
Score, and they reported higher usability and self confidence levels.

Index Terms: Human-centered computing—Human computer
interaction (HCI)—Interaction paradigms—Mixed / augmented real-
ity;

1 INTRODUCTION

As surgery continues to specialize more and more narrowly and
deeply, it will be more and more challenging to always provide all
needed surgical expertise at all points of care. Surgical telemen-
toring is a promising approach for transmitting surgical expertise
over large geographic distances promptly and efficiently. Consider a
rural surgery center that is staffed with a general surgeon, but with
no subspecialty surgery experts. An expert surgeon from a major
hospital could ”virtually scrub in” to assist with a procedure that
the general surgeon is not entirely comfortable performing alone.
Consider the scenario when a critical patient cannot be transported
urgently to a facility where the required surgical expertise is avail-
able. This could be the case, for example, in a combat zone where
a compartment syndrome relieving fasciotomy procedure has to be
performed urgently at a forward operating base to save a patient’s
leg, and evacuating the patient is too slow or too dangerous. An or-
thopaedic trauma surgeon from a major military hospital could assist
from thousands of miles away via telementoring. As a third example,
a novel surgical procedure can be more rapidly disseminated through
surgical telementoring, than by having the surgeon who invented the
procedure travel around the world. Finally, telementoring could also
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benefit surgical training, with a single instructor working in parallel
with multiple surgical residents, providing assistance on demand, to
the trainees who need it.

The conventional approach for surgical telementoring is based
on a telestrator that allows a remote mentor to annotate graphically
a video feed of the surgery, much the same way a sports broadcast
commentator can annotate a play sequence. The annotated video
feed of the surgery is shown to the mentee on a nearby display. This
requires the mentee to shift focus away from the surgery, and to map
mentally the instructions from the nearby display to the surgical field,
which can lead to surgery delays and even errors. Augmented Reality
(AR) is a promising alternative for surgical telementoring because it
allows to integrate the mentor-authored annotations directly into the
field of view of the mentee. The mentee sees the annotations as if
the mentor actually drew them onto the surgical field, which avoids
focus shifts and the high cognitive load of having to map annotations
to the surgical field.

One possible AR interface for surgical telementoring is a transpar-
ent display placed between the mentee and the surgical field and that
shows the mentor annotations. However, truly transparent displays
are not yet available, with the exception of some low transmittance
experimental displays. Video see-through transparent displays simu-
late transparency by showing the real world scene with the help of a
video camera. Such a display supports only monoscopic viewing of
the surgical field, which reduces depth perception and can decrease
surgical performance. Both optical and video see-through displays
pose the challenge of work-space encumbrance, as the surgeon has
to reach around the display that is placed between them and the sur-
gical field. An alternative AR interface is an optical see-through AR
head-mounted display (HMD). The AR HMD avoids work space en-
cumbrance and it allows the mentee to see the surgical field directly,
with natural depth perception.

We are a group of computer science researchers, industrial engi-
neering researchers, trauma surgeons, orthopaedic trauma surgeons,
and surgery educators. In this application paper we describe a novel
system for surgical telementoring based on an AR HMD, as well
as an initial evaluation of the system in the context of a user study
where surgery residents performed lower-leg fasciotomies on ca-
daver patient models.

Fig. 1 gives an overview of our system. The surgical field is
acquired at the mentee site with an overhead camera whose feed is
sent to the remote mentor site. The overhead feed is displayed on
a custom full-size patient touch-based interaction table that allows
the mentor to annotate the surgical field with touch based gestures.
The annotations are sent back to the mentee site where they are
integrated into the mentee’s view of the surgical field using an AR
HMD worn by the mentee. The annotations are converted from 2D
to 3D by projection from the overhead camera view, where they
were authored, to the 3D geometry of the surgical field acquired by
the AR HMD. This way, the remote mentor can annotate the surgical
field in real time, and the annotations are shown to the mentee with



(a) Mentee subsystem (b) Mentor subsystem

Figure 1: Our telementoring system based on an AR HMD at the mentee and on a full-size touch-based interaction table at the mentor.

correct depth perception, anchored to the surgical field entities that
they describe. We call our AR interface first-person for the mentee,
as the annotations are directly integrated into the mentee’s field
of view, and second-person for the mentor, since the mentor sees
the surgical field and authors annotations in the fixed view of the
overhead camera.

We have measured annotation display accuracy by drawing a dot
A on a patient simulator (i.e. a mannequin), by asking the mentor to
place a virtual dot annotation at A, and then by asking the mentee to
draw a dot B on the mannequin where they see the virtual annotation.
The annotation display error achieved by our system is the distance
between dots A and B. The maximum/average annotation error
achieved by our system over several dots that spanned the mannequin
is 1.60cm and 1.22cm, respectively.

We have conducted a user study to test our system with four-
teen surgery residents and six medical students, who were asked to
perform a lower-leg fasciotomy on a cadaver patient model. The par-
ticipants were assigned to two groups: a control group (CG), which
performed the fasciotomy after studying the procedure from printed
surgery course materials, and an experiment group (EG), which
performed the fasciotomy under telementoring guidance provided
with our system. Participant performance was rated by an expert sur-
geon who witnessed the procedure and quantified performance using
an Individual Procedure Score (IPS) metric. The EG participants
received an IPS score 16% higher than the CG participants. The two
groups were also evaluated using a system usability questionnaire.
The answers to all eight questions indicate a usability advantage for
our system, and for four of the questions the advantage was statisti-
cally significant. Finally, the two groups were also evaluated based
on a self-reported confidence in knowledge of fasciotomy before and
after performing the procedure. The EG group showed a statistically
significant growth for all four confidence metric questions, and they
ended up with a higher confidence level than the CG group.

We also refer the reader to the accompanying video that illustrates
the operation of our system and the user study we have conducted.
2 PRIOR WORK

The number of surgeons with specialized expertise is limited and
with an uneven geographic distribution. In rural areas, developing
countries, and combat areas, specialized surgical expertise is typi-

cally not available. When a patient needs urgent care, transporting
them to a health care facility where the required surgical expertise is
available might be unfeasible [10]. Telementoring has been shown
to be helpful in such scenarios by allowing remote surgeons with the
needed expertise to provide guidance to local surgeons [14]. Combat
injuries typically affect more than one organ system, and adequate
care requires surgical expertise in a large number of subspecialty
areas. Furthermore, it is not always possible to evacuate the patient
to a medical facility, so surgical telementoring is particularly useful
in these cases [11]. Beyond the emergent need for surgical expertise,
telementoring was shown to be useful for learning new surgical
skills, by avoiding the high time costs of having the expert instructor
actually travel to all the hospitals where instruction is needed [27].
Telementoring can also be used for monitoring the quality with
which a particular surgical procedure is performed [3, 28].

The conventional approach for surgical telementoring is based on
a telestrator. The live video feed of the surgical field is transmitted
to the remote mentor, who annotates it, the annotations are sent back
to the mentee, and the annotated video is shown to the mentee on
a nearby display [5]. Both 2D annotations, authored and shown in
an image of the surgical field, and 3D annotations, authored and
shown in the 3D space of the surgical field, have been investigated
with telestrator systems. 2D annotations are widely used due to their
simplicity [12,25], but they are not naturally seen by the mentee due
to the lack of depth perception, due to the lack of parallax, and due
to occasional occlusions. 3D telestration was developed and tested
using a da Vinci surgical visualization console [1]. By acquiring the
surgical field with a binocular camera and with the help of stereo
vision algorithms, 3D annotations are created and shown to the
mentee, and the 3D annotations lead to lower error rates, compared
to 2D annotations. Although annotations do not remain anchored to
the surgical field as the user viewpoint changes, 3D telestration is
a first step towards a true AR interface for surgical telementoring.
However, telestrator techniques have inherent shortcomings. One
shortcoming is the need for the trainee to shift focus repeatedly from
the surgical field to the nearby display. Each time, the mentee has
to remember the position and type of individual annotations, and
then to map from memory the annotations to the actual surgical field.
These focus shifts increase the cognitive load of the mentee, which



can translate to surgery delays or even surgical errors [5].
The problem of focus shifts can be eliminated by directly inserting

the graphical annotations into the mentee’s field of view. Therefore,
surgical telementoring can greatly benefit from AR interfaces, which
can provide a natural approach for overlaying annotations onto
the surgical field, as if the mentor actually drew them there. The
potential of AR in surgery has been noted and investigated for a long
time [26]. The recent leap forward of AR technology has intensified
anew research efforts aimed at bringing AR in the operating room.

There are two major options for designing the AR interface: based
on a display (e.g. computer tablet) interposed in between the mentee
and the surgical field, and based on an AR HMD [8]. In previous
work we have explored the tablet option [2]. A video-see through
display, implemented by a computer tablet, was suspended above the
surgical field. The camera built into the tablet acquires the surgical
field, the video feed is sent to the mentor, and the mentor uses a
touch-based interface to enhance the surgical field with annotations
such as lines, text, and surgical instrument icons. The annotations
are transmitted back to the trainee site, where they are shown on
the tablet, superimposed onto the live view of the surgical field.
The trainee can then follow the instructions from the mentor to
complete the surgery, without having to switch focus away from the
surgical field. Compared to a conventional telestrator system, a user
study revealed that our system led to 57% smaller surgical port and
instrument placement errors, and to 65% fewer focus shifts. One of
the shortcomings of such a tablet-based AR interface is the lack of
depth perception that ensues from the monoscopic visualization of
the surgical field. This means that the mentee has to move their hand
slowly in search of the correct depth where the tip of an instrument
makes contact with the surgical field. This problem is encountered
in all scenarios where the surgeon sees the operating field through
a video feed, such as in laparoscopic or endoscopic procedures. A
second important shortcoming of tablet-based AR interfaces is the
workspace encumbrance brought by the tablet, which might require
the mentee to deviate from their preferred arm and hand poses and
motions during surgery.

In this paper we investigate the use of an optical see-through
AR HMD interface, which has the potential to address these short-
comings. The mentee sees the surgical field directly, with natural
depth perception, and the annotations are drawn in 3D, with correct
parallax between the left and right eyes, which provides depth per-
ception. Furthermore, the HMD does not interfere with the mentee’s
arm motions. Prior work investigations of the use of AR HMD
interfaces in the operating room have found benefits in the context
of overlaying a static image or model onto the patient [4, 29], or of
overlaying a visualization of patient specific data acquired with an
imaging system [19].

3 AR HMD STAR PLATFORM

The goal of surgical telementoring is to allow the mentee to see
the mentor-authored annotations naturally, as if the mentor actually
drew them on the patient. In order to achieve this, we need to show
the mentor the surgical field, allow the mentor to annotate it, and
then to integrate the annotations into the mentee’s field of view of
the surgical field. We first discuss the design of the AR interface at
the mentor and mentee that enables telementoring (Sect. 3.1), and
then we give an overview of the calibration (Sect. 3.2) and operation
(Sect. 3.3) of our system that implements the designed AR interface.

3.1 AR Interface Design
We developed the AR interface of our surgical telementoring system
based on the following design considerations. First, we wanted
the mentee to see the mentor authored annotations directly overlaid
onto the surgical field. This was satisfied by using an AR interface,
that allows augmenting the view of the real world with anchored
computer graphics annotations. The second consideration was to

provide the mentee with depth perception, so the annotations should
be displayed with accurate interpupillary parallax, in 3D. This was
satisfied by resorting to an optical see-through AR HMD, with which
the mentee can see the real world directly and which visualizes the
annotations stereoscopically. A video see-through display might
show annotations in stereo when the scene is acquired with two cam-
eras, but field of view, vergence, and accommodation issues preclude
seeing the real world as effectively as with an optical see-through
AR HMD. The third consideration was to avoid encumbering the
mentee workspace with hardware in between the mentee and the
surgical field. This consideration reinforced our choice for an HMD
AR interface, as opposed to, for example, interposing a computer
tablet in between the mentee and the patient.

The fourth consideration is to provide the mentor with appropriate
situational awareness, as they need to provide prompt and detailed
instructions to the mentee. It is clear that the mentor needs to
benefit at least from a video stream of the surgical field. Our first
attempt was to acquire this video feed with the on-board camera
already built into the AR HMD. This way, the mentor would see
the mentee’s first-person view. However, in our preliminary tests
that used this configuration, it became apparent that conveying the
surgical field to the mentor through the mentee’s first person view
has two important challenges. First, such a visualization can be
ineffective, as the visualization changes for the mentor drastically
as the mentee changes view direction. For example, every time the
mentee looks at their surgical assistant or instrument tray, the mentor
loses sight of the surgical field, which is particularly disconcerting
when the mentor is in the process of trying to decide where to
place an annotation, or, even worse, of actually drawing one. The
mentor had to repeatedly ask the mentee to stand still, which is
an unacceptable interference with the mentee’s performance of the
surgery. In other words, the mentor should not use the mentee as a
servo mechanism for orienting the remote camera to their preference.
Second, the rapid and surprising change of view can disorient the
mentor, and even induce nausea [13]. To avoid these problems, we
decided to deploy an external overhead camera that captures the
surgical field from a stationary position above the surgical field.

In conclusion, our design settled on a first-person AR interface for
the mentee and a second-person AR interface for the mentor, which
we implemented in a surgical telementoring system, and which we
tested in a lower-leg fasciotomy user study.

3.2 System Calibration

Fig. 2 shows an overview of the architecture of our surgical tele-
mentoring system (Fig. 1). We describe our system using the ξA,B
notation for the SE(3) transformation [6] from a coordinate system
A to a coordinate system B.

There is a one-time calibration process after which the system
becomes operational. We use an untethered, self-tracking AR HMD,
which, for every frame, provides the position and orientation of the
HMD with respect to the world. The goal of the calibration stage
is to determine the pose ξoc,w of the overhead camera (OC) in the
world coordinate system (W) of the AR HMD. Our AR HMD has a
built-in video camera which we leverage for this calibration process.
We use a standard calibration procedure [32] that first calibrates
the intrinsics of the overhead camera and of the AR HMD built-in
camera using a checkerboard pattern. Then the overhead and built-in
camera extrinsics are found by showing the checkerboard to both
cameras simultaneously (Fig. 3). The overhead camera sends its
image to the host computer (c1 in Fig. 2), where the checker corners
are detected and the pose ξoc,cp relative to the checkerboard pattern
(CP) is computed by solving a perspective-n-point problem [9]. The
pose of the AR HMD relative to the checkerboard pattern ξhmd,cp
is computed similarly. ξoc,cp is sent to the AR HMD (c2), where
the pose of the overhead camera ξoc,w is finally computed with
the following concatenation of transformations (Equation 1), where



Figure 2: System diagram. Solid and dotted arrows correspond to
wired and wireless communication, respectively. Red illustrates
system calibration, and black illustrates system operation.

ξhmd,w is the HMD pose tracked for the frame that captures the
checkerboard pattern. ξoc,w is stored on the AR HMD and used
during operation to visualize the mentor annotations.

ξoc,w = ξoc,cp ·ξ−1
hmd,cp ·ξhmd,w (1)

3.3 System Operation

The overhead camera captures a live video feed of the surgical field
(r1), which is sent to the remote mentor via the Internet (r2). The feed
is received at the mentor subsystem (r3), where it is displayed on the
touch-based interaction table (r4). The mentor examines the surgical
field, zooms in (digitally) and pans the view, and authors annotations
as needed using touch-based gestures. The annotation authoring
commands are collected (r5) and sent to the mentee subsystem via
the Internet (r6). The AR HMD is connected to the Internet and
directly receives the annotation commands (r7), which it uses to
show the annotations to the mentee in 3D.

Since the annotations were authored by the mentor in 2D, in the
overhead camera video feed, the 2D annotations have to be con-
verted to 3D annotations suitable for stereo AR HMD visualization.
Annotations have to be anchored to the surgical field entities that
they describe. For example, an incision line has to be drawn at the
correct depth such that it appears to actually touch the patient surface.
In another example, a text label annotation should be displayed in
a flag that is above the surface of the patient, with the flag planted
exactly at the surface point the label describes. In a third example, a
scalpel could be shown at the proper angle with the incision surface,
with the blade touching the surface. All annotations have one or
more points of contact with the surgical field geometry.

Given a 2D annotation point p in the overhead camera image
plane, its 3D position P in the world coordinate system is computed
by unprojection to the overhead camera ray roc, by transforming the
ray to world coordinates rW = ξoc,wroc, and by intersecting the ray
with the surgical field geometry G, i.e. P = rw∩G. We approximate
G with the coarse geometric model of the scene acquired by our
AR HMD. Fig. 4 illustrates the process of mapping 2D authored
annotations to 3D by projection onto surgical field geometry along
overhead camera rays.

Figure 3: Calibration process. The overhead camera (green ray
visualization) is registered with respect to the camera built into the
AR HMD (red rays) using a standard calibration checkerboard.

Figure 4: Annotation projection. The incision line, the scalpel tip,
and the textual label stem tip are projected from the overhead camera
perspective onto the geometry of the surgical field. The incision
line lies on the patient, whereas the scalpel and the label annotations
float above the patient.

4 RESULTS AND DISCUSSION

We implemented our system using a Microsoft Hololens AR HMD
[20] which has the advantages of being untethered, allowing the
mentee to move freely, of having a built-in video camera, allowing
for overhead camera calibration, of self-tracking, allowing annota-
tion anchoring as the mentee moves, and of acquiring a geometric
proxy of the scene, allowing for annotation projection. The active
part of the HoloLens display has a 1268 by 720 resolution and it is
refreshed at 60fps. An important shortcoming of the HoloLens AR
HMD is the small field of view of the active part of the display (i.e.
about 30 by 17.5 degrees), which limits the region of the mentee’s
field of view that can be annotated. The overhead camera is a Log-
itech PTZ Pro 2 [15], acquiring 1920×1080 pixel frames at 30fps.
The camera has a variable focal length, which is set before calibra-
tion to show all and only the relevant part of the surgical field. Audio
communication between the mentor and the mentee was provided
with a conventional phone in speaker mode. The interaction table at
the mentor was built from a touch-screen Sharp LCD (1920×1080
resolution, 60 fps, physical size of 52.3× 29.4 inches) [24] posi-
tioned horizontally, that provides multi-touch interaction.



Figure 5: Annotation accuracy measurement on patient simulator
(i.e. mannequin). Black dots are drawn with a dry erase pen on the
patient simulator, the mentor creates annotations at these black dots,
and the mentee draws green dots on the patient simulator with a pen
where they see the annotations. The annotation display error is given
by the distance between a pair of black and green dots.

We first discuss system performance based on technical metrics
(Sect. 4.1), then we describe a user study where we tested our system
in the context of fasciotomy telementoring (Sect. 4.2), and we end the
section with a discussion of the limitations of our system (Sect. 4.3).
We also refer the reader to the accompanying video that illustrates
the operation of our system and the user study we have conducted.

4.1 System Performance
One important aspect of our real-time visual communication system
is latency. One latency is the delay with which the overhead camera
video feed is transmitted from the mentee site to the mentor site. This
latency depends on the distance between the two sites, the network
state (i.e. ping times), and video encoding and decoding efficiency.
We have measured ping times from 50ms within our Purdue servers,
to over a second from Purdue to universities in South-East Asia
and Australia. We use the WebRTC platform [30] to encode the
overhead camera feed on the mentor’s site host computer, and to
decode the feed on the mentee’s site host computer, which is done
with negligible delay. In our experiments network bandwidth was
not a concern as it was sufficient to transmit the overhead camera
feed at full resolution with levels of compression that did not affect
video quality. Another latency is the delay between the mentee head
movement and the required repositioning of annotations, which for
our AR HMD is an almost unnoticeable 16ms. In other words, when
the mentee moves their head, the annotations appear stationary in
the 3D world, and do not ”follow” the mentee’s view.

There is no inaccuracy in the visual communication from mentee
to mentor. For example, if the mentee points at a surgical field
location with their finger, the mentor will see the correct location in
the overhead camera video feed. However, there is inaccuracy in the
mentor to mentee communication.

We have analyzed the annotation display error, as witnessed by
the mentee. This error accumulates from the combination of cam-
era calibration error, surgical field geometry approximation error,
HMD fitting error, and head tracking error. Intrinsic and extrinsic
calibration of the overhead and built-in cameras was done with a
checkerboard corner average reprojection error of 0.4pixels. The
surgical field geometry approximation error and the user head track-
ing errors are not under our control, as they are provided by the AR
HMD. We measured the error of the Hololens in terms of tracking
using a checkerboard pattern. The average error is 2◦ and 2cm for
rotation and translation, respectively. The HMD fitting error stems
from the variable user head geometry, which makes the HMD sit in
different positions and orientations with respect to the user’s eyes.
The AR HMD provides a transformation from the on-board camera
to the user’s left and right eye, which we apply during rendering,

Figure 6: EG participant in the fasciotomy user study. The virtual
incision line and instruments are only seen by the participant, and
they were added here for illustration purposes.

however this generic transformation is only an approximation of the
true transformation needed for every user.

We have measured the annotation display error witnessed by the
mentee empirically, by placing a physical marker A in the surgical
field, asking the mentor to annotate the position A of the marker
in the overhead camera feed, and then by asking the mentee to
place a second physical marker B at the location where they see the
annotation A drawn. The annotation error is the distance between
markers A and B which we measure with a measuring tape. In Fig. 5
A and B markers are the black and green dots, and the maximum and
average annotation display error is 1.60cm and 1.22cm, respectively.

As Fig. 5 shows, the direction and magnitude of the offset be-
tween green and black markers is rather consistent, so much of the
annotation display error is systematic. We have devised an optional
additional calibration procedure that improves annotation display ac-
curacy under the assumption that most of the systematic annotation
display error is due to an consistent overestimation of scene geom-
etry by the AR HMD. Indeed, using the built-in Kinect-like depth
camera, the AR HMD builds an approximate geometric model of the
scene that consistently overestimates scene geometry, by wrapping
a coarse geometric mesh over the actual detailed geometry. The
additional calibration procedure is based on interaction between
mentor and mentee. The mentor places an annotation and then asks
the mentee to place and hold their index where they see the virtual
annotation. The annotation display error is apparent to the mentor
in their overhead camera view as a distance between the mentee’s
finger tip and where the mentor drew the annotation. Using this
visualization, the mentor shifts the approximate geometric model of
the surgical field to reduce the annotation display error.

4.2 User Study
We have conducted a user study at the Indiana University School of
Medicine with n = 20 participants: 14 surgery residents and 6 medi-
cal students. The task was a four-compartment release by dissecting
lower-leg fascia on cadaver models. Such a fasciotomy interven-
tion is an emergency procedure for treating compartment syndrome,
which is a lack of blood circulation to the limb due to excessive
swelling as the result of blunt trauma. If left untreated, compartment
syndrome leads to the loss of the affected limb. Fasciotomies remain
challenging surgical procedures. In a recent systematic review on the
surgical management of chronic exertional compartment syndrome,
the overall success rate was reported at 66%, the satisfaction rate was
84%, and the rate of return to previous or full activity was 75% [7].
Furthermore, symptom recurrence was up to 44.7%, reoperation rate
up to 19%, and overall complication rate was 13%.

Participants were randomly assigned to one of two groups: a con-
trol group (CG), which received instruction on how to perform the



Figure 7: CG participant in the fasciotomy user study.

fasciotomy from an illustrated brochure, i.e. the Advanced Surgical
Skills for Exposure in Trauma [22] course material on fasciotomies,
and an experiment group (EG), which received real-time guidance
with our telementoring system. The EG group did not receive any
fasciotomy instruction prior to actually performing the procedure.
Fig. 6 and Fig. 7 show a participant in the experiment group and
control group, respectively. The additional interactive calibration
procedure was performed by the mentor with each mentee, as the
procedure depends on the actual surgical field geometry, and the
cadaver lower leg models had great shape and size variability.

The two groups were compared based (1) on expert rating, (2) on
self-reported usability, (3) on self-reported confidence in procedure
knowledge, and (4) on procedure completion time. To analyze the
data, we first check the data normality assumption using the Shapiro-
Wilks test [23] and in our case no data was normal. For the unpaired
(between subject) data (1, 2 and 4), we use the Mann-Whitney U
test [17] to test for statistical significance. For the paired (i.e. within
subject) data (3), statistical significance is tested with the Wilcoxon
signed-rank test [31].

(1) An expert surgeon evaluated the performance of each partici-
pant during and after the experiment using the Individual Procedure
Score metric [16], which we adapted to fasciotomy. IPS is a test that
assesses whether a training course is being effective on improving
the overall surgical expertise of a participant. The test includes
an objective analysis of the participants execution of the required
procedural steps, as well as a subjective analysis to identify any
errors that occur during procedure execution. EG participants re-
ceived a median IPS of 81.15 with an interquartile range of ± 23.25,
which was 16% higher than for CG participants (69.55 ± 33.40).
The interquartile range is defined by the score received by the 25th
percentile participant and the 75th percentile participant, and was
used here as the data pointed to non-normality. However, the greater
EG IPS scores were not statistically significant (p = 0.26).

(2) The two groups were compared based on self-reported us-
ability through a five-level Likert scale questionnaire (Table 1). EG
participants reported a higher preference for their condition than CG
participants. For four out of the eight questions, the difference was
statistically significant.

(3) The two groups were also compared in terms of self-reported
confidence in performing a fasciotomy procedure. Table 2 and Ta-
ble 3 report the increase in participant confidence level from before
to after the experiment, for EG and CG participants, respectively.
The confidence scores are assigned on a scale from 1 to 5. EG par-
ticipants reported a statistically significant improvement in all four
confidence categories, whereas CG participants reported statistically
significant improvements in only half of the categories. Table 4

Table 1: Self-reported support method usability. P-values with an
asterisk (*) represent a statistically significant difference between
the two groups. For questions 6 and 8, a lower score is indicates a
higher preference.

Question EG CG p-
value

[1] Sufficient informa-
tion provided

5.0 ±1.00 4.0 ± 0.50 0.024*

[2] Instructions easy to
follow

5.0 ± 1.00 4.0 ± 1.25 0.018*

[3] Instructions con-
veyed effectively

4.0 ± 1.25 4.0 ± 1.00 0.415

[4] Cleared procedure
doubts

4.0 ± 1.25 3.0 ± 1.50 0.063

[5] Expedited proce-
dure completion

5.0 ± 2.25 3.5 ± 2.25 0.111

[6] Generated frustra-
tion

2.0 ± 1.25 3.0 ± 2.00 0.037*

[7] Better than side-by-
side mentoring

2.0 ± 2.00 2.0 ± 1.00 0.139

[8] Worse than side-by-
side mentoring

2.5 ± 2.25 4.0 ± 2.00 0.028*

Table 2: EG participant self-reported confidence scores. All p-values
report a significant improvement.

Confidence Assessment Aspect
Self-Reported

Confidence
Difference

p-value

Identify anatomical landmarks 1.0 ± 1.25 0.014*
Knowledge of procedural steps 1.0 ± 1.00 0.006*
Instrument handling technique 1.0 ± 1.25 0.014*
Perform procedure alone 1.5 ± 1.00 0.006*

and Table 5 in Appendix A provide the initial and final confidence
levels, for the two participant groups. The CG participants were
more confident than the EG participants in their knowledge of the
procedure before the task, but EG participants were more confident
after the task.

(4) EG participants completed the procedure marginally faster
(i.e. 4% faster, 1,379s median completion time with a ± 380s
interquartile range) than CG participants (1,444s ± 685s).

This first study indicates that our AR surgical telementoring has
the potential to provide surgical expertise remotely in an effective
way. Not all advantages detected are statistically significant. One rea-
son is the great variability and low number of participants. Another
reason is that the remote mentor was a faculty member overseeing
the surgery residency program, who was known to the participants,

Table 3: CG participant self-reported confidence scores. p-values
with an asterisk (*) represent a statistically significant improvement.

Confidence Assessment Aspect
Self-Reported

Confidence
Difference

p-value

Identify anatomical landmarks 1 ± 1.00 0.022*
Knowledge of procedural steps 1 ± 2.00 0.036*
Instrument handling technique 0 ± 1.00 0.225
Perform procedure alone 1 ± 0.25 0.11



which added significant performance pressure on EG participants,
whereas CG participants worked without the pressure of being eval-
uated by one of their professors. Furthermore, the telementoring
sessions turned into practical lessons of surgery, which included
revisiting of fundamental concepts in anatomy and in surgical pro-
cedures. This was of course not the case for CG participants. Not
counting the tangential teaching mixed in with fasciotomy telemen-
toring is difficult to do objectively, but it is likely to reduce the overall
procedure completion times considerably for EG participants.

4.3 Limitations
Both the mentee and the mentor complained occasionally that the
annotation showing the incision line would obstruct the view of the
actual incision, as the incision progressed as it was executed. The
mentor has the ability to remove an annotation completely, but was is
needed is to erase the annotation gradually as the incision progresses.
Another possible solution for this problem that we will explore in
a future study is to ask the mentee to transfer the annotation on
the actual skin of the patient with a surgical marker before actually
performing the incision.

Another limitation of our system is that annotations do not stick
to the surgical field as it deforms. Our AR HMD does acquire
surgical field geometry continually, but the geometry is updated
relatively infrequently, i.e. only once the geometry has reached
another stable configuration. For example, when an object moves
from one location to another, it takes a few seconds for the geometric
mesh corresponding to the old position of the object to be erased and
for the mesh for the new position to be created. An additional real
depth camera, e.g. a Microsoft Kinect [21], could capture surgical
field geometry in real time with great fidelity, which opens the door
to accurate dynamic annotation anchoring.

Another limitation of our system is that the AR HMD is not very
bright, and annotations appear faint when the background is brightly
lit, as it is the case of surgical fields illuminated by powerful lights.
For this user study we turned off the surgical lights, which also
interfere with the quality of the overhead camera video feed, which
has limited dynamic range. Low annotation brightness is a funda-
mental limitation of optical see-through AR HMDs, which draw
semi-transparent annotations on top of the user’s direct view of the
real world. A video see-through AR HMD allows for good control of
the user’s view of the real world, enabling opaque annotation pixels
that completely erase the real world pixels, no matter how bright
these are. Of course, the video see-through has the disadvantage
of a smaller field of view and of an unnatural visualization of the
real world scene, which can potentially hinder hand eye coordina-
tion. Since surgeons are used to operate by seeing images of and
not the actual real world (e.g. laparoscopic, microscope, and endo-
scopic procedures), comparing an optical to a video see-through AR
interface is important future work.

Our system inherits additional limitations of the AR HMD, such
as a small field of view of the active part of the display, which
confines annotation display to the center of the mentee’s field of
view. Another limitation is the poor ergonomics of operating with
a heavy and sometimes poorly fitting contraption attached to one’s
head. Several participants reported back and neck strain, especially
the ones with little surgical experience who would tilt their head
forward, moving the weight of their head and of the display away
from their body.

5 CONCLUSIONS AND FUTURE WORK

In this application paper we have presented the design and imple-
mentation of a surgical telementoring AR interface, and we have
validated our system in a user study where participants performed a
cadaver-leg fasciotomy under telementoring. Our system promises
surgical telementoring benefits, although not all benefits measured
were statistically significant in this initial study.

In addition to the future work possibilities mentioned above,
another direction of future work is to improve the mentor’s sense
of presence in the operating room. One option is to do away with
the overhead camera and to rely on the video feed already acquired
by the AR HMD from the mentee’s viewpoint. As discussed in
Sect. 3.1, one challenge is to stabilize this other-first-person view,
borrowing from prior work on video stabilization [18]. This not only
simplifies the system, but also potentially increases the accuracy of
the annotations, by authoring annotations in a view similar to the
one from where they will be seen. Indeed, if the mentee assumes
the same viewpoint as the viewpoint of the frame that was annotated
by the mentor, the annotation can be shown to the mentee in the
correct location without knowledge of the surgical field geometry.
Another option for improving the mentor’s situational awareness is
to upload to the mentor not only a video feed of the surgery, but
actually an RGBZ stream of frames with per pixel depth, which
allows the mentor to choose their viewpoint interactively, to draw
annotations more accurately in 3D (e.g. a non-planar incision curve),
and even to visualize the surgical field immersively, e.g. with a
Virtual Reality headset.

Telementoring could also benefit from extending the types of
annotations supported with the ability to send a visual depiction of
the mentor’s hands, as surgical instruction includes mid-air gestures
that sketch, for example, the use of an instrument. We foresee that
the quickest path to achieving this is to capture the mentor hands
with a video stream, to segment them, and to display them at the
mentee. Placing the hands in the correct position with respect to the
surgical field, and showing them from the mentee’s viewpoint will
require capturing the mentor hands with an RGBZ stream.

Our current surgical telementoring system relies on a high-quality
network connection between the mentee and mentor sites, which is
not always available in the case of austere environments. For this, the
system should be enhanced with AI mentoring capabilities that can
provide basic assistance to the mentee when the network connection
is failing, or is not available at all. One of the major challenges is to
recognize automatically the current state of the surgery, a difficult
case for computer vision algorithms as surfaces are fragmented, with
view-dependent reflective properties, with complex occlusions, and
deforming rapidly.

Beyond system refinements, additional user studies are needed to
specialize the interface and to optimize the surgical telementoring
benefits of our system in the context of many other types of surgical
procedures.
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APPENDIX A ADDITIONAL TABLES

Table 4: Participants self-reported confidence before the experiment.

Confidence Assessment Aspect EG CG

Identify anatomical landmarks 3.00 ± 1.25 3.50 ± 1.00
Knowledge of procedural steps 3.00 ± 0.50 2.50 ± 2.00
Instrument handling technique 3.00 ± 2.00 4.00 ± 1.50
Perform procedure alone 2.00 ± 1.25 3.00 ± 1.25

Table 5: Participants self-reported confidence after the experiment.

Confidence Assessment Aspect EG CG

Identify anatomical landmarks 4.00 ± 1.25 4.00 ± 1.00
Knowledge of procedural steps 4.00 ± 0.00 3.50 ± 1.25
Instrument handling technique 4.00 ± 2.00 4.00 ± 2.00
Perform procedure alone 3.50 ± 1.00 3.50 ± 1.50
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