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Figure 1: The task of finding a person in a garage, using conventional visualization (a), top view visualization (b), X-ray visualization
(c), and multiperspective visualization (d).

ABSTRACT

VR applications rely on the user’s ability to explore the virtual scene
efficiently. In complex scenes, occlusions limit what the user can
see from a given location, and the user has to navigate the viewpoint
around occluders to gain line of sight to the hidden parts of the
scene. When the disoccluded regions prove to be of no interest, the
user has to retrace their path, making scene exploration inefficient.
Furthermore, the user might not be able to assume a viewpoint that
would reveal the occluded regions due to physical limitations, such
as obstacles in the real world hosting the VR application, viewpoints
beyond the tracked area, or viewpoints above the user’s head that
cannot be reached by walking. Several occlusion management meth-
ods have been proposed in visualization research, such as top view,
X-ray, and multiperspective visualization, which help the user see
more from the current position, having the potential to improve the
exploration efficiency of complex scenes.

This paper reports on a study that investigates the potential of
these three occlusion management methods in the context of VR
applications, compared to conventional navigation. Participants
were required to explore two virtual scenes to purchase five items
in a virtual Supermarket, and to find three people in a virtual park-
ing garage. The task performance metrics were task completion
time, total distance traveled, and total head rotation. The study also
measured user spatial awareness, depth perception, and simulator
sickness. The results indicate that users benefit from top view visu-
alization which helps them learn the scene layout and helps them
understand their position within the scene, but the top view does
not let the user find targets easily due to occlusions in the vertical
direction, and due to the small image footprint of the targets. The
X-ray visualization method worked better in the garage scene, a
scene with a few big occluders and a low occlusion depth complex-
ity, and less well in the Supermarket scene, a scene with many small
occluders that create high occlusion depth complexity. The multi-
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perspective visualization method achieves better performance than
the top view method and the X-ray method, in both scenes. There
are no significant differences between the three methods and the
conventional method in terms of spatial awareness, depth perception,
and simulator sickness.
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1 INTRODUCTION

When users wear tracked head-mounted displays (HMDs) to explore
scenes in virtual reality (VR) applications, they naturally choose the
desired view by walking and by rotating their head. However, the
efficiency of such VR scene exploration is limited by occlusions and
physical space constraints. Consider a shopping application, where
the goal is to find a specific shelf or item. Shelves block each other
and the user has to move a considerable amount to check a shelf that
is occluded in the current view. If the item to be purchased is not
on the first hidden shelf, the user has to continue to check the other
shelves one at the time. Such sequential exploration is inefficient.
In a second application where the goal is to locate a person in a
parking garage, the vehicles and the garage walls limit what can be
seen from any given viewpoint, and translating the viewpoint around
these occluders is, again, inefficient. When the person to be located
moves, sequential exploration is ineffectual.

Occlusions have been addressed in VR with several approaches,
including top-view visualization, where the user relies on a compre-
hensive view of the scene rendered from above, X-ray visualization,
which renders occluding layers transparently to reveal the scene
behind them, exploded view visualization, where the scene elements
are displaced away from each other, cutaway visualization where
the occluding layers are discarded, and multiperspective visualiza-
tion, where samples are captured from additional viewpoints and
integrated into the output image.

In this paper we present a user study that compares three VR
occlusion management methods to conventional visualization. The



three methods are top-view visualization, X-ray visualization, and
multiperspective visualization. We have chosen these three methods
for good coverage of the space of all possible occlusion management
methods, while keeping the complexity of the user study manageable.
Indeed, cutaway visualization can be seen as a special case of X-
ray visualization where the opacity of the occluders is set to zero,
and exploded visualization can be seen as a discontinuous form of
multiperspective visualization, as any multiperspective image can
be obtained by distorting the scene and by rendering the distorted
scene conventionally.

Participants (n = 32) were asked to perform two tasks: finding
five items in a Supermarket, and finding three persons in a parking
garage (see Fig. 1), one at the time. The participants were randomly
assigned to four groups. One group used top-view visualization,
one group used X-ray visualization, and one group used multiper-
spective visualization, as they performed the two tasks. The fourth
group used only conventional visualization, serving as control. The
participants navigated the scene using a tracked HMD, and selected
objects with a hand-held controller. Task performance efficiency
was quantified using the following metrics: completion time, total
distance traveled, and total view direction rotation. We also mea-
sured spatial awareness by asking participants to point to items seen
earlier during scene exploration. We measured depth perception
by asking participants to estimate the distance to objects visible in
the various visualizations. Finally we measured simulator sickness
using the standard Simulator Sickness Questionnaire(SSQ) [17].

For the first task, the participants in the top-view and the X-ray
groups did not significantly outperform the participants in the con-
trol group. The group in the multiperspective visualization condition
outperformed the control group in completion time, total viewpoint
translation distance, and total view direction rotation. For the second
task, the top-view method did not show a significant advantage over
conventional visualization, while both X-ray and multiperspective
did; the advantages brought by multiperspective visualization were
more substantial than those brought by X-ray visualization. There
were no significant differences between the three occlusion man-
agement methods and conventional visualization in terms of spatial
awareness, depth perception, and simulator sickness.

To the best of our knowledge, our study is the first to directly
compare approaches for occlusion management in HMD VR scene
exploration. Our study compares four approaches: top-view, X-ray,
multiperspective, and conventional visualization. The occlusion
management techniques are compared against conventional visual-
ization which acts as control. Occlusion management is an important
approach for increasing the efficiency of VR exploration, and for
overcoming the physical limitations of the real world hosting the VR
application. In light of the good performance of the multiperspective
approach, our paper makes the high level contribution of indicating
that there are tasks of practical importance where an overt but well
controlled departure from realism can benefit HMD VR visualization
without inducing user disorientation or simulator motion sickness.
2 PRIOR WORK

In VR applications, actual walking is found to be more intuitive for
users [30, 41]. However, exploring complex virtual environments by
walking is inefficient due to occluders that have to be circumvented
one at the time in search of regions of interest (ROIs). Occlusion
management techniques let the user see what is behind an occluder
from the current viewpoint, without additional navigation. If the
occluder does not hide an ROI, the unnecessary navigation is avoided.
Furthermore, When circumventing the occluder would have required
moving beyond the boundaries of the physical space hosting the
application, occlusion management avoids unnecessary teleportation
or walking redirection.

The most commonly used occlusion management approach is
to rely on the user to find the ROIs through interactive navigation.
Interactive navigation efficiency can be increased by providing the

user with visual hints that indicate the path to be taken to reveal
ROIs [3,11], but the hint does not provide a preview of the ROI, and
the user still has to change the view to gain sight of the ROI.

Another approach for alleviating the problem of occlusions is
to provide the user with a top view of the scene. The top view
removes occlusions for 2.5D scenes, i.e. height fields, and it provides
global information of the scene structure as well as the current
location of the user [24, 38]. In HMD visualization for VR, the
top-view approach has the disadvantage that it switches from the
first-person view to the third-person view, which breaks the sense
of immersion. Furthermore, many scenes cannot be disoccluded
by a top view, when there are multiple horizontal occluding layers.
Finally, many tasks require visualizing the scene with a horizontal
view direction, such as recognizing a particular person, and they
cannot be performed well relying solely on the top view.

X-ray methods render the occluders semi-transparently and ex-
pose the ROIs to the user directly [2, 16, 31]. Optimized opacity
visualization has also been applied to render feature lines of dense
3D line fields [12]. The X-ray method achieves transparency by
rendering image layers at different depths and then blending all the
layers together. Although X-rays method weaken depth cues, a forte
of HMD visualization, they provide a convenient way for users to
view areas behind occluders. The X-ray occlusion management
method is more suitable for scenes where occluders and ROIs, possi-
bly dynamic ROIs, are predefined. For example, in games, the user
has the option of a "special vision mode" to render specific occlud-
ers transparently to reveal known ROIs, such as a person behind a
wall [29]. Unlike the top-view method, X-ray visualization remains
first-person, which sustains the sense of immersion. One limitation
of X-ray methods is that they do not scale well with the number of
occluding layers, as the transparent visualization becomes hard to
understand. Furthermore, when the ROIs are not known a priori, the
visualization could inadvertently show the ROI transparently and
the user has to adjust the depth of the transparency effect.

The cutaway method removes the occluders in front of the ROIs
[6, 21], which comes at the cost of not providing context for the
ROIs, which makes it difficult to understand where the ROIs are
actually located with respect to the user’s current position. Explosion
methods [5,15,20] divide the scene into sections that are moved away
from the ROIs to reduce occlusion. Explosion methods improve
exploration efficiency but this comes at the cost of significantly
perturbing the scene geometry, at topological level, which results in
visualization discontinuities that hinder user spacial perception and
virtual scene immersion.

The benefit of multiple perspectives has been noted early on, for
example in the Super Mario 64 game which allows the player to
select a second player’s view [42]. Unlike a top view, the additional
first-person view allows the user to preview what they would see
if they were at a different location, without the cost of actual navi-
gation for assuming that view. These earlier approaches would not
integrate the multiple perspectives into a single, non-redundant and
continuous image, so the user was left with examining the individual
perspectives one at the time.

Researchers in vision, visualization, and graphics have developed
non-traditional camera models that overcome the limitations of the
traditional pinhole camera, including the line of sight limitation. The
push-broom camera [13], the multi-center of projection [26] and the
general linear camera models [48] have rays that do not pass through
a common point, and they provide disocclusion capability. Multiper-
spective cameras are constructed to integrate multiple viewpoints,
which mitigates occlusions and increases the information bandwidth
of the resulting image. The occlusion camera [23] relaxes the sin-
gle viewpoint constraint with piecewise linear rays that converge
towards the occluder center to reveal samples that are not visible
from the original viewpoint. The graph camera [25] generates a
continuous and non-redundant multiperspective image by combin-



Figure 2: Top-view visualization for Supermarket scene.

ing multiple conventional cameras in an acyclical graph. The graph
camera has been extended to achieve view frustum splitting while
preserving visualization continuity [44]. The graph camera has been
used to overcome occlusions in HMD visualization for VR and AR,
where it has proven to increase scene exploration efficiency [45].
Like the X-ray approaches, the multiperspective approach lets the
user see the scene with a horizontal view direction, which is bene-
ficial when the ROIs distinguishing features are not apparent in a
top view. Unlike the X-ray approach, multiperspective visualization
does not blend multiple scene regions together; instead, the mapping
of the scene to the image is rearranged to accommodate all regions
without overlap, which comes at the cost of global distortions of the
user’s natural view of the scene.

Since occlusion management also helps with the problem of
mapping the larger virtual space to the more constrained physical
space hosting the application, we briefly discuss other prior solutions
of the same problem. Local walking systems based on treadmills
[33] and inertial sensing hardware [39] were used to address the
limitations of physical space size. To accommodate the difference
between the physical space and the much larger virtual space, several
techniques have been developed, including redirected walking [27,
28], variable scene scaling [19], variable translation gain [47], pose
resetting [43], and non-linear mapping from physical to virtual
space [37]. The challenge is to design a mapping between the
real and virtual space that is both effective at bridging substantial
size differences between the two, and that is not noticeable by the
user [34, 35]. The latest redirection methods aim to dissimulate the
incongruence between the real and the virtual space by applying
the manipulation in moments when the user is the least perceptive.
For example, the virtual scene is rotated abruptly when the user
blinks [18] or changes fixation point [36], approaches that require
eye tracking.

3 OCCLUSION MANAGEMENT METHODS

In this section we describe the three occlusion management methods
used in our user study: top view (Section 3.1), X-ray (Section 3.2),
and multiperspective visualization (Section 3.3).

3.1 Top View Visualization

We render the top view with an orthographic projection along the
vertical direction. The user position and orientation is indicated
with a green triangle (Fig. 1(b), Fig. 2). The top view provides a
comprehensive visualization of the scene. When the ROIs are easily

Figure 3: Construction of graph camera underlying our multiperspec-
tive visualization.

identifiable from above, the user can build a mental model of their
location, relative to the user’s current location. However, when the
ROIs cannot easily be identified from above, or when they are hidden
underneath horizontal occluders, the top view could be ineffective.
An additional potential challenge of top-view visualization stems
from the limited resolution of the HMD. Showing the top-view
overlaid on a corner of the first-person view might not provide
sufficient detail. Switching between the first person view and the top
view breaks the sense of immersion, and complicates the interface.

3.2 X-ray Visualization
X-ray visualization renders occluders semi-transparently, with the
goal of exposing occluded ROIs. We implement X-ray visualization
with a depth peeling approach [9] that blends the k closest occluding
layers. In our experiments, the user controls selects a k between
1 and 2 (Fig. 1(c)). A single occluding layer is blended with the
opaque layer behind it with weights 40%, 60%, respectively. For
two occluding layers the weights we use are 16%, 24%, and 60%.

3.3 Multiperspective Visualization
Multiperspective visualization removes the single viewpoint con-
straint of the traditional camera. The resulting multiperspective
image integrates continuously and non-redundantly samples from
multiple viewpoints, alleviating occlusions. Our multiperspective
visualization is based on the graph camera [25]. The graph camera is
built starting from a conventional camera frustum to which bending,
splitting, and merging operations are applied recursively. For our
experiment, we limit the graph camera to a single bending operation,
which has the ability to reveal ROIs that are visible from a secondary
viewpoint, without a significant increase in visualization complexity.
A multiperspective image accommodates multiple scene regions si-
multaneously, which comes at the cost of a smaller number of pixels
per region, and HMD resolution limitations restrict the number of
regions that can be shown effectively, at the same time.

Our graph camera construction is illustrated in Fig. 3. Given a
pinhole camera that models the primary user view with viewpoint



Figure 4: Conventional (left) and multiperspective (right) visualization
for the Supermarket scene. The multiperspective visualization lets
the user inspect, from the current position, the far part of the shelf, to
which the user does not have direct line of sight.

C, a secondary viewpoint C
′
, and a viewpoint transition plane p, the

resulting camera has two sub-frusta, with two-segment piece-wise
linear rays. The camera allows the user located at C to see the red
target to which there is no line of sight. We render the scene with
the graph camera by rotating geometry vertices in the secondary
sub-frustum (blue) around the center O(x0, y0) of the part of p inside
the frustum. For example, a point A is rotated in the plane ACC

′

with Eqs. 1 and 2, where (x1, y1) are the 2D coordinates of A in the
plane ACC

′
, and the angle θ is determined by the angle between

AC and AC
′
. Alternatively, one could use the original graph camera

projection which first computes the intersection between C
′
A and P,

and then uses this intersection to define the ray from C on which A
′

is located [25].

x2 = (x1− x0)cosθ − (y1− y0)sinθ + x0 (1)

y2 = (x1− x0)sinθ +(y1− y0)cosθ + y0 (2)

In our experiments, the hinge planes p are predefined for each
scene. When the disocclusion effect is activated, the user slides
the intermediate viewpoint from C to C

′
by translating their head

laterally. This way the disocclusion effect is deployed gradually
and intuitively. Furthermore, the part of the scene closest to the
user, i.e. the geometry located inside the green primary frustum
in Fig. 3, is rendered from the user perspective, which anchors the
user and alleviates disorientation [46]. In Fig. 4 the multiperspective
visualization reveals the entire shelf, from the current position of the
user, without the requirement that the user walk up to the isle. In
Fig. 1(d) the user can examine the part of the garage hidden by the
wall, again, without any physical locomotion.

4 EXPERIMENTAL DESIGN

We have conducted a user study to compare occlusion management
based on top-view, X-ray, and multiperspective visualization with
conventional visualization. The comparison metrics are task comple-
tion time, total viewpoint translation, total view direction rotation,
spatial awareness, depth perception, and simulator sickness. We
recruited 32 participants from our university’s graduate student pop-
ulation. They were between the ages of 22 and 26, 6 participants
were women, and 10 participants had prior experience with VR
applications. We randomly assigned 8 participants to each of the
four conditions: top view, X-ray, multiperspective, and conventional
visualization.

4.1 Experimental Setup
The experiment was conducted in an empty room, using an HTC
Vive Pro System with a wireless hand-held controller. The HMD
is connected to a desktop PC (Intel i7 processor, 32GB RAM, and
NVIDIA 1080 graphics card). The tracked area was 4m×4m. The
virtual environment is rendered for each eye at 60fps. The hand

controller is rendered so participants can see the direction in which
the controller is pointing. We used two scenes: the Supermarket
(2.7M triangles, 13m×14m Fig. 2) and the Garage (5.8M triangles,
56m×38m Fig. 1). To make up for the difference in size between
the physical and the virtual space, participants could transfer directly
from one location of the virtual space to another using a teleportation
mechanism triggered with the controller. We used an approach
based on the friendly teleportation method [4]: when a participant
approaches a boundary of the physical space, a warning is issued,
and the participant can choose to trigger a forward jump of 1m.

4.2 Tasks

Each participant performed two tasks. In the first task (VR1) partici-
pants were asked to purchase 5 specific items in the Supermarket.
The items to be purchased were provided as a list that participants
could invoke at any time using the controller. To purchase an item
the user has to find the item, to move such that the item is within
arm’s reach, and then to touch the pad on the controller. Once an
item is purchased, a check mark appears by the item in the list. For
participants in a group that uses an occlusion management technique,
the top-view, X-ray, or multiperspective visualization is turned on
by pressing a button on the controller. If the item is disoccluded, the
participant still has to go close to the item to purchase it, but occlu-
sion management has the potential to avoid unnecessary navigation
around an occluder that does not hide the item of interest. In the
second task (VR2), participants were asked to find three persons in
the Garage, one at the time. The person that is the target of the search
is displayed for 10s at the beginning, and then the participant can
invoke their image at any time using the controller. As for VR1, the
participants in the experimental groups can activate a disocclusion
effect.

4.3 Spatial Awareness Test

We tested spatial awareness, outside of the two tasks above, using a
pointing test [22], as shown in Fig. 5. Initially, the participant is at
position O, and only the green target is present. For the conventional
visualization group, the participant is guided to position A, where
they can see the target, and then they are guided to position C, where
they are asked to point to the location of the target. Since the target
is occluded, the participant must rely on spatial awareness. The
angle between the correct direction to the target and the pointing
direction is a measure of spatial awareness error. The procedure is
repeated for the red target. For the occlusion management groups,
the participant starts at O, they are guided to B, where they trigger
their disocclusion effect, and then they are guided to C, where they
cannot use the disocclusion effect, and, again, they have to point to
the target based on spatial awareness.

4.4 Depth Perception Test

We tested depth perception, also outside of the two primary tasks,
by asking the participant to estimate the distance between a red and
a green ball [1]. The participant starts out and remains at position
O throughout the depth perception test (Fig. 6). The red ball is
always present, at the same position, 2m away from the participant’s
position O. A green ball appears, and the participant is asked to
estimate the distance between the red ball and the green ball, in
multiples of 2m. The green ball appears at one of five positions.
For conventional visualization, the occluder is not present. For the
occlusion management conditions, when the green ball appears in
positions 4 or 5, the occluder prevents seeing the ball directly, and
the participant has to rely on their disocclusion effect to estimate
distance. Any incorrect answer, no matter how far off, is counted as
one depth perception error. The procedure is repeated 5 times, with
the green ball location chosen randomly from the five options.



Figure 5: Spatial awareness estimation based on pointing direction
accuracy. The participant has to point from memory to the occluded
red and green targets.

Figure 6: Overview of depth perception test. The participant has to
estimate the distance between the red ball and the green ball. Partic-
ipants in the experimental groups have to rely on their disocclusion
effect when the green ball appears in positions 4 or 5.

4.5 Simulator Sickness Assessment
It has been long known that Wearing a VR HMD can cause simulator
sickness [14]. We asked participants to self-assess simulator sickness
using the standard Simulator Sickness Questionnaire (SSQ) [17].
Participants completed the SSQ before and after the experiment.
The questionnaire contains a total of 16 questions, covering fatigue,
headache, eye strain, sweating, nausea, and so on. There are four
possible answers to each question: none, slight, moderate, and
severe, which are converted to the numerical scores of 0, 1, 2, and 3.

4.6 Experimental Procedure
We followed the following experimental procedure.

step 1 The participant completes the SSQ before the experiment.

step 2 The experimental procedures are explained to the participant
by an experimenter. This includes a description of how to
wear the HMD, and a description of the function of the three
controller buttons.

step 3 Under experimenter guidance, the participant practices the
interaction with the Supermarket scene used in the shopping
task, including the use of the HMD, teleportation, selection

Table 1: Task completion times, in seconds.

Task Group Avg±
std.dev. Red. p Cohen’s

d
Effect
size

CG 530±194

VR1 TG 523±253 1% 0.95 0.03 VSmall
XG 488±154 8% 0.64 0.24 Small
MG 434±130 18% 0.26 0.58 Medium

CG 616±224
VR2 TG 562±212 9% 0.64 0.25 Small

XG 406±178 34% 0.06 1.0 Large
MG 404±151 34% 0.04 1.1 Large

VR1/2 : VR task 1/2; CG: conventional group; TG: top-view group; XG:
X-ray group; MG: multiperspective group.

of items on shelves, and display of the shopping list. Partici-
pants in the experimental conditions also practice triggering
their disocclusion effect. The participant is introduced to the
first task. This practice/tutorial session lasts 5 minutes.

step 4 The participant performs the first task.

step 5 After 2 minutes of rest, the participant conducts the spatial
awareness test.

step 6 After 2 minutes of rest, the participant practices interaction
with the Garage scene used in the person finding task. The
participant is introduced to the second task. This second
practice/tutorial session lasts 5 minutes.

step 7 After 2 minutes of rest, the participant performs the depth
perception experiment.

step 8 The participant completes the SSQ after the experiment.

The 2 minutes of rest separate the various parts of the experiment,
for the comfort of the participant. For example, the spatial awareness
test was run with no break between the exposure and test, i.e. the
participant indicates the direction to the target as soon as the partic-
ipant returns from position A. If a participant feels uncomfortable
they can stop the experiment at any time. Out of the 32 participants,
one participant in the top-view group complained of dizziness, his
experiment was stopped, and his data was discarded.

5 RESULTS AND DISCUSSION

We measured and compared the VR scene exploration performance
of our top-view (TG), X-ray (XG), multiperspective (MG) and con-
ventional visualization groups (CG), using task performance metrics
(Section 5.1), and perceptual metrics (Section 5.2). We analyze the
data using the t-test p value, and Cohen’s effect size d [7,32,49]. Ef-
fect sizes are qualified as "very small", "small", "medium", "large",
"very large", and "huge" according to the d thresholds of 0.2, 0.5,
0.8, 1.2, and 2.0.

5.1 Task Performance Metrics
Table 1 gives the task completion times, Table 2 gives the total view-
point translation, and Table 3 gives the total view direction rotation,
for each of the four groups, and compares each of the experimental
groups to the control group, for each of the two tasks. Column 4 of
the tables, with heading "Red." gives the relative reduction brought
by the occlusion management technique, for each metric. Overall,
the occlusion management techniques brought more benefits for
task VR2 than task VR1. For the Supermarket scene, the occlusion
pattern is complex and the occlusion management techniques are
harder to use effectively. Furthermore, the Supermarket is a rela-
tively smaller scene, and the efficiency gains brought by avoiding



Table 2: Total viewpoint translation, in meters.

Task Group Avg±
std.dev. Red. p Cohen’s

d
Effect
size

CG 198±72

VR1 TG 194±85 2% 0.93 0.04 VSmall
XG 194±50 2% 0.89 0.07 VSmall
MG 142±28 29% 0.06 1.0 Large

CG 617±248

VR2 TG 445±259 28% 0.21 0.68 Medium
XG 329±193 47% 0.02 1.3 VLarge
MG 244±75 60% < 0.01 2.0 Huge

VR1/2 : VR task 1/2; CG: conventional group; TG: top-view group; XG:
X-ray group; MG: multiperspective group.

Table 3: Total view direction rotation, as a multiple of full 360◦ rotations.

Task Group Avg±
std.dev. Red. p Cohen’s

d
Effect
size

CG 57±21

VR1 TG 47±22 17% 0.42 0.43 Small
XG 54±14 5% 0.75 0.17 VSmall
MG 37±8.5 35% 0.03 1.2 VLarge

CG 79±26

VR2 TG 49±17 38% 0.02 1.4 VLarge
XG 49±24 37% 0.03 1.2 VLarge
MG 37±12 53% < 0.01 2.1 Huge

VR1/2 : VR task 1/2; CG: conventional group; TG: top-view group; XG:
X-ray group; MG: multiperspective group.

unnecessary navigation are less substantial. For the Garage scene,
there are fewer occlusion layers, and the occlusion layers are farther
apart, which simplifies removing occlusions effectively. Further-
more the Garage scene had 12 times the area of the Supermarket
scene, and avoiding a long viewpoint translation just to find that the
region beyond the occluder is empty translates to bigger savings.

The benefit brought by top-view visualization was small, and
almost always the smallest among the three occlusion management
techniques. In the Supermarket, it is impossible to identify using the
top view items that are not located on the top shelf. In the Garage,
the top view did not provide sufficient detail to identify the persons
seen. The only exception is for the view direction rotation metric,
where TG outperformed XG. The better performance for this metric
is likely due to the fact that the top view allows the participant to gain
a global understanding of the scene, without having to pan the view
direction as much as the other three "ground-anchored" methods
require. Whereas both of our scenes and our tasks are challenging
for the top view method, the method could prove useful when the
top view provides sufficient resolution and disocclusion to perform
the task, such as, for example, locating a uniquely colored car in a
2.5D urban environment.

The X-ray visualization brought the second-most benefit from the
three occlusion management techniques. In the Garage scene, X-ray
visualization is quite effective, bringing significant improvements
along the three metrics. The X-ray visualization works well in
VR2 because of the small number of occluding layers, and because
it provides a conventional, horizontal sampling of the scene that
allows identifying the person visualized. X-ray visualization did not
work well in the Supermarket scene. A specific challenge is that
the depth peeling of the scene could end up breaking items apart,
making them hard to identify. The X-ray method would benefit from
a pre-processing of the scene that pre-defines the depth layers to
optimize the search task. These results are in agreement with prior
work which found that X-ray visualization is effective when the

Table 4: Pointing angle error, in degrees, used to quantify spatial
awareness.

Task Group Avg±
std.dev. Red. p Cohen’s

d
Effect
size

CG 4.9±2.7

SA TG 14±16 -175% 0.15 0.77 Medium
XG 4.5±2.8 9% 0.75 0.16 VSmall
MG 6.1±4.8 -24% 0.56 0.30 Small

SA : spatial awareness; CG: conventional group; TG: top-view group;
XG: X-ray group; MG: multiperspective group.

occluders are pre-defined.
The multiperspective visualization brought the largest benefit, for

all metrics, and for all tasks, and the p value was at most 0.26. The
two scenes are favorable to multiperspective visualization since the
occluders are large, inducing depth discontinuities that are leveraged
by the multiperspective visualization constructors. Unlike the top-
view method, the multiperspective visualization does not aim to
show everything in a single image, hence the resolution issues are
alleviated. The MG group too had a harder time with VR1 than with
VR2. The complexity of the Supermarket made it that the items
disoccluded would be represented with too few pixels to accelerate
the search significantly. Since our tasks require that the participant
not only see, but actually get close to the item or person sought, the
disocclusion technique has not only to reveal the target, but also to
provide clues for the user to reach it once the disocclusion effect
is retracted. The multiperspective visualization provides context
sampled horizontally, which easily leads to the target, whereas X-ray
might not show the context clearly enough, and top-view might not
show context in sufficient detail.

Figure 7 shows the VR2 trajectory of a participant in each of the
four groups.The CG trajectory shows confusion, as the same region
of the scene is visited multiple times, whereas some regions remain
unexplored. The XG and MG trajectories focus on the main alley
with occasional visits to the isles to collect the items seen from the
main alley.

One concern is that the small number of participants might imply
that the assumption of normality and homogeneity is not met. To
address this concern, we checked for differences between the four
different methods using a Friedman test [10]. For VR1, for task
completion time χ2(3) = 1.5 and p = 0.69, and for total view-point
translation χ2(3) = 6.6 and p = 0.09, which indicates that there
are no significant differences between the four methods. However,
there is a significant difference in the total view direction rotation
(χ2(3) = 9.0, p = 0.03) between four methods. To further analyze
the total view direction data, we ran Tukey’s test [40] in a post hoc
analysis, which shows that the difference is due to the difference
between conventional navigation and multiperspective visualiza-
tion (p = 0.04). For VR2, for task completion time χ2(3) = 7.6
and p = 0.05, which is borderline significant. For total view-point
translation χ2(3) = 10.7 and p = 0.01, and for total view direction
rotation χ2(3) = 11.1 and p = 0.01, which means that there is a
significant difference between our four methods. The Tukey post
hoc analysis reveals that there is a difference in total view-point
translation between conventional and multiperspective visualiza-
tion (p = 0.04), and between conventional and X-ray visualization
(p = 0.02). The post hoc analysis also reveals that the difference
in total view direction rotation is due to the difference between
conventional and multiperspective visualization (p = 0.01).

5.2 Perceptual Metrics
Table 4 gives the pointing angle errors for the four groups. No
difference was significant. Only X-ray visualization improved over
conventional visualization, but the improvement is small, indicating



Figure 7: VR2 trajectories for CG (top left), TG (top right), XG (bottom
left) and MG (bottom right) participants.

Table 5: Distance estimation errors, in times, used to quantify depth
perception.

Task Group Avg±
std.dev. Red. p Cohen’s

d
Effect
size

CG 2.0±1.3

DP TG 1.6±1.4 22% 0.55 0.32 Small
XG 1.6±1.3 19% 0.58 0.28 Small
MG 2.6±1.1 -32% 0.32 0.52 Medium

DP: depth perception; CG: conventional group; TG: top-view group; XG:
X-ray group; MG: multiperspective group.

that participants would remember the location of the target once the
occluder became opaque again. Multiperspective visualization per-
formed worse than conventional visualization, but not significantly.
The multiperspective visualization used relies on a hinge plane to
rotate the occluded target into view, which prevents the participant
from learning the correct location of the target. Multiperspective
visualization techniques that show a target where it would be seen
in the absence of occluders have been developed [44], which could
be used once the target is found and the visualization switches from
browsing to tracking mode, placing the target at its correct posi-
tion in the image. Top-view visualization performed the worst, as
switching to the 2D view with a vertical view direction to a 3D view,
with a horizontal confused participants, with one completely losing
orientation, see the outlier in Fig. 8. Overall, the angle errors are
small for all groups, and future tests should probably test spatial
awareness on more challenging tasks.

Table 5 gives the number of distance estimation errors for the four
groups. No difference was significant. The worst performer was
multiperspective visualization (see also Fig. 9), which is likely due
to moving the green ball to disocclude it, and, as explained above, a
technique that shows the green ball in its correct position relative to
the user might help.

Regarding simulator sickness, the mean Total Severity (TS) score
for the pre-experiment SSQ was 4.7 (SD = 5.9) for the CG par-
ticipants, while the mean TS score for the post-experiment SSQ
was 13.6 (SD = 6.3). TS values were calculated using the formula
specified by Kennedy et al. [17]. In top view, the mean TS for the
pre-experiment SSQ was 1.07 (SD = 1.8) and the post-experiment
was 20.8 (SD = 19.9). In X-ray, the mean TS for the pre-experiment

Figure 8: Boxplot of pointing angle errors for the four visualization
methods. Dots show outliers that are beyond 1.5 times the interquar-
tile range, which is shown with whiskers.

Figure 9: Boxplot of distance mis-estimating results in the depth
perception test with the conventional method and three occlusion
management methods.

SSQ was 8.9 (SD = 10.8) and the post-experiment was 12.6 (SD =
10.9). In multiperspective, the mean TS for the pre-experiment SSQ
was 3.3 (SD = 5.5) and the post-experiment was 15.9 (SD = 12.3).
While all values are well below the threshold of 70 above which
simulator sickness is considered to be present [8], the increase from
pre-exposure to post-exposure does indicate that simulator sickness
may be an important factor in this context.

Like for the task performance metrics, we analyzed the perceptual
metric data with a Friedman test. For spatial awareness χ2(3) = 5.1
and p = 0.17, for depth perception χ2(3) = 4.2 and p = 0.24, for
the pre-experiment SSQ χ2(3) = 2.7 and p = 0.44, and for the post-
experiment SSQ χ2(3) = 0.6 and p = 0.91, which shows that there
are no significant differences between the four conditions.

5.3 Limitations
One limitation of this work is that the virtual scenes were much
larger than the tracked physical space, requiring occasional telepor-
tation, which interferes with the VR scene exploration efficiency
that our experiments attempt to measure. This is a fundamental
limitation of VR, and future work will continue to devise techniques
for hiding this limitation, or for more effective teleportation. Occlu-
sion management techniques can help with reducing the need for
teleportation, as a participant can save an unnecessary teleportation
when they can see from the current location that the teleportation



destination is of no interest.
Another limitation of this work is that the participant had to learn

several controller button functions, and the lack of familiarity with
the interface might have affected a participant’s ability to benefit
from the occlusion management techniques. Furthermore, partici-
pants experienced with computer gaming and its controllers might
find the interface more intuitive than others, creating a substantial
difference between participants. Occlusion management techniques
complicate interface design as they add degrees of freedom to the
camera used to navigate the virtual scene. Future work should pur-
sue intuitive interface constructs that allow the user to deploy and
retract the disocclusion effect naturally.

Finally, our participant population was recruited narrowly, from
the graduate student population of our graphics, visualization, and
vision laboratory, many of whom had VR exposure and even ex-
perience, and future studies should expand this participant base.
Furthermore, our studies tested occlusion management techniques
in short exposures to the VR environment, in relatively passive tasks.
Future studies should test these techniques in extensive exposures
to very dynamic VR environments, such as VR games, where high
cognitive load and cybersickness are more likely.

6 CONCLUSIONS AND FUTURE WORK

We have presented a user study that compares three occlusion man-
agement techniques to conventional visualization, in the context
of VR scene exploration. The comparison was based both on task
performance and perceptual metrics. The tasks chosen benefit from
visualization with a horizontal view direction, which is needed to
tell apart the various items on the shelves of the supermarket and the
persons in the garage. Of the four methods, three methods excel at
providing horizontal visualization, i.e. multiperspective, X-ray, and
conventional, and one method is ill-suited for such a visualization,
i.e. top-view visualization. Of course, there are tasks where horizon-
tal visualization should be sacrificed in favor of the comprehensive
visualization provided by the top view, e.g. counting the number of
people in the garage, or finding a lost child in the isles of the grocery
store. Whereas our paper indicates benefits in the case of two tasks
of practical importance, future work is needed to illuminate and
quantify the exact benefits of each method on additional tasks.

Our paper explores the benefit of occlusion management tech-
niques, previously developed for non-immersive visualization, in
the context of HMD VR visualization. All disocclusion techniques
benefit from high output image resolution, and that is a challenge
in VR. Furthermore, all disocclusion techniques bring to the user a
supernatural power, either of seeing the world from up high, through
normally opaque walls, or around corners, which could break the
sense of immersion. The disocclusion effect should be designed
such that the user is convinced of the immersion in the virtual world,
which they explore with the benefit of a superpower. Each disocclu-
sion method also has specific VR challenges. Top view visualization
has to decide when and how to deploy the top view. The discrepancy
between the orientation top view and the world’s orientation could be
alleviated by displaying the top view horizontally, but requiring the
user to look down while wearing an HMD of non-negligible weight
is uncomfortable. X-ray visualization has the challenge of letting
the user easily specify how many layers should become transpar-
ent. In addition to the interface complexity issues mentioned earlier,
multiperspective visualization is limited by having to design the
disocclusion effect manually, as a preprocess. Future work should
explore algorithms for the automatic construction of the camera
model underlying the disocclusion effect.
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